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Abstrakt 
Magnetooptické jevy popisují interakci polarizovaného světla s magnet izovaným médiem. I 
když byla objevena téměř před dvěma stoletími, díky své vysoké citlivosti a všestrannost i 
je magnetooptika široce využívaným nástrojem pro magnetickou charakterizaci. Například 
umožňuje vizualizaci doménové struktury v magnet ických s t rukturách pomocí širokoúhlého 
magnetoopt ického mikroskopu. Většina výzkumných prací v této oblasti využívá jevů line
árních v magnetizaci k zobrazování domén ve feromagnetických materiálech, kde se měří 
optický kontrast pro oblasti s opačnou orientací magnetizace. Nedávno bylo prokázáno, že i 
antiferomagnetické materiály lze studovat pomocí kvadrat ických magneto optických jevů (Vo-
igtův jev), což umožňuje vizualizovat oblasti s různou orientací spinové osy. V této práci jsme 
provedli základní studii magnet ických tenkých vrstev a mikrostruktur pomocí magnetoop
tické mikroskopie s využit ím lineárních a kvadrat ických efektů. Současně byly interpretovány 
konfigurace magnetizace spojitých a s t rukturovaných magnet ických tenkých vrstev v mikro
skopickém měří tku s využit ím metod zpracovávání obrazu vyvinutých v této práci, vedoucím 
ke kvanti tat ivní vektorové magnetometrii. Nakonec, byla provedena studie koexistence fero
magnet ických a antiferomagnetických fázových domén v FeRh užitím magnetoopt ické mik
roskopie. 

Summary 
Magneto-optical effects are associated with the interaction of polarized light wi th magnetized 
media. Although discovered nearly two centuries ago, magneto-optics is a widely utilized tool 
for magnetic characterization due to its high sensitivity and versatility. For example, it ena
bles visualization of magnetic domain structures in microscale magnetic systems via wide-field 
magneto-optical microscopy. The majority of research on this topic has employed linear effects 
in magnetization to image domains in ferromagnetic materials, where one measures an opti
cal contrast for regions with opposite magnetization orientations. It has been recently shown 
that even antiferromagnetic materials can be studied using quadratic magneto-optical effects 
(Voigt effect), making it possible to visualize regions wi th different spin axis orientations. In 
this work, we perform a fundamental magneto-optical microscopy study of magnetic thin film 
and microstructure systems using linear and quadratic effects. Consequently, the microscale 
magnetization configuration of continuous and patterned magnetic thin films is interpreted 
via the image processing strategy developed in this thesis, leading to quantitative vector mag
netometry. Moreover, the coexistence of the ferro- and antiferromagnetic phase domains in 
FeRh films was investigated using optical and magneto-optical microscopy. 
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vektorová magnetometrie, magnetické domény, magnetooptika, Kerrův jev, Voigtův jev, FeRh, 
permalloy, fázová p řeměna 

Keywords 
vectorial magnetometry, magnetic domains, magneto-optics, Kerr effect, Voigt effect, FeRh, 
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INTRODUCTION 
Magnetism may be considered one of the foundation stones of large group of modern tech

nologies. Magnetic materials are applied in a wide pallet of applications, from magnetic re
cording as a method for information storage, to magnetic levitation and biomedicine. We can 
say undoubtedly that in the last decades, magnetic recording represents the most quickly ex
panding application area of magnetic materials, together with energy conversion (i.e., power 
transformers), sensors, and more. For example, technological advances in the field of nano-
magnetism permitted to sustain the exponential growth of density of information (bits per 
unit area) in hard disk drive devices, ever since their appearance in the 1950s. Here, the recor
ding medium - a magnetic layer where a unique magnetic pattern is written in terms of regions 
magnetized in different directions - is read by a nearby standing writ ing head composed of a 
magnetic sensor as it moves past. After obtaining information, the reading head leaves the 
magnetic pattern unaffected. 

Nevertheless, the maximum storage density that can be reached via this strategy has a limit. 
A t some point, the memory particles or cells become too small to withstand the stochastic re
orientation of bits by thermal fluctuations, which is the so-called superparamagnetic limit [1]. 
On the other hand, in 2017, it was shown that it is possible to fabricate a single-atom bit, which 
opens the door to atomic-scale data storage [ ]. In addition, a large technological potential 
relies on combining magnetic materials with semiconductors, i.e., magnetic semiconductors. 
Devices based on this material platform could benefit from semiconductors' logic operation 
and magnetic materials' memory functionality [3]. Most studies involving these materials use 
alloy semiconductors, which include magnetic particles implemented to the semiconductor. Si
milar devices utilize electron's charge as well as the spin. Such devices are known as spintronic 
devices, which are the objects of study in the scientific field of spintronics [ , ]. Spintronics 
is becoming one of the most promising next-generation technologies. These devices envision 
operation at lower power consumption, as well as could enhance data processing speed and 
memory. 

Starting from the 19th century, scientists began to realize the concept of elementary mag
nets constituting the magnetic matter similarly as matter consists of atoms and molecules. 
This concept explained the magnetic saturation phenomenon, which means that all elemen
tary magnets are oriented alike, as well as why it is impossible to separate a magnet into the 
south and north pole. In order to describe the magnetic behavior better, Langevin [ ] used 
the approach of statistical thermodynamics and already developed a theory of paramagnetism 
in 1905. Langevin found that independent molecular magnets at room temperature only have 
a weak magnetic response, so he suggested that elementary magnets must possess a strong 
magnetic interaction. Shortly after his theory was published, Weiss introduced a concept of a 
"molecular field" acting between molecular magnets and promoting their parallel alignment 
[6]. Upon this, he was able to explain the saturation magnetization dependence on tempera
ture. Formally, the magnitude of the molecular field Weiss hypothesized was extremely large. 
Only with the arrival of quantum mechanics, Heisenberg recognized the origin of such a vir
tually large field and explained the interaction as a quantum-mechanical exchange effect (or 
interaction) [ ]. 

Weiss also pointed out the possibility that the different parts of the crystal may possess dif
ferent magnetization orientation. Later, these regions within which magnetization is uniform 
were termed as magnetic domains [8]. For a long time, there were just indirect proofs of the 
existence of magnetic domains. One of the simplest magnetic domain-imaging methods, but 
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still very frequently used nowadays, is the Bitter method [ ]. Colloidal magnetite particles 
(or magnetite powder) are applied to the surface of a sample. The magnetic field generated 
by individual domains acts on the magnetic particles, making them segregate on the domain 
boundaries. Nowadays, there is a huge variety of techniques for imaging magnetic domains, 
among which most prominent are: electron microscopy (e.g., Lorentz microscopy, scanning 
electron microscopy wi th polarization analysis), scanning probe microscopies, x-ray magnetic 
microscopies, and last but not least, magneto-optical microscopy. Magneto-optics is the field 
that studies the interaction of light with magnetized matter. Despite its resolution limit being 
a limiting factor for nanoscale science (compared to electron microscopy or magnetic force 
microscopy), it is a very versatile and non-destructive technique capable of direct observation 
of magnetic domains. Furthermore, it was shown recently that also antiferromagnetic doma
ins can be imaged using magneto-optics [10]. So far, antiferromagnetic domains in metallic 
thin film systems could not be observed, mainly because antiferromagnetic ordering is very 
sensitive to defects and crystallographic faults (which are common in metallic thin film), such 
that antiferromagnetic domain sizes are usually in the < 500 nm range. 

A n entirely new technology emerging from antiferromagnetic spintronics promises a huge 
impact on the view of modern electronics [11]. Current data storage utilizing magnetic me
mory by using ferromagnets takes advantage of easy writing and reading of information in 
ferromagnetic storage since ferromagnets are affected by magnetic fields. In comparison, the 
antiferromagnets are inert to external magnetic fields, making this technology more reliable 
since it enhances its robustness [12]. Furthermore, they do not create any magnetostatic (or 
dipolar) field; because of this, the individual memory cells can be packed closer to each other, 
which results in higher information storage densities. Predictions also suggest higher energy 
efficiency and 100 - 1000 times faster switching speed limit than conventional ferromagnets 
[11]. 

In this thesis, magnetic domain observation via magneto-optical microscopy has been in
vestigated. Firstly, the theoretical considerations of magnetic materials (Chapter 1) and mag
neto-optical effects (Chapter 2) have been summarized. Then, a computational platform for v i 
sualizing of the in-plane magnetization vector was developed and applied on results measured 
by first-order magneto-optical effects (Chapter 3). In the end, second-order magneto-optical 
effects measurements were performed to imaging ferromagnetic as well as antiferromagnetic 
samples (Chapter 4). 
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1. NANOMAGNETISM 
The field of nanomagnetism is dedicated to the study of nanoscale magnetic objects, such as 

thin films, nanostructures, and nanoparticles. It generally deals with the following scientific 
questions: What role does magnetism play at the nanoscale? What are the emergent pheno
mena upon reducing the size? 

Once we get to submicron dimensions (1 nm — 1 um), we encounter specific magnetic phe
nomena. This length range becomes relevant because the most prominent magnetic interacti
ons possess a characteristic interaction range at the nanoscale, from short-range exchange 
interactions (0.1 — 1 nm) to long-range interactions such as magnetostatic effects (10 — 100 
nm and above) [13]. 

1.1. Magnetization and magnetic materials 
Imagine a magnetic field in free space. We can describe such a magnetic field by the -B-field 
(or magnetic induction) and the i J - f i e ld (or magnetic field strength), which are proportional 
to each other via the permeability of free space fj,0 = 4n • 10~ 7 H / m 

B = fi0H. (1.1) 

If we consider a magnetic solid in the free space, the two magnetic field vectors are no longer 
linear. The most general relationship now reads as 

B = fi0(H + M), (1.2) 

where M is the magnetization of the solid defined as a total magnetic moment per unit volume, 

M = -Ly-. (1.3) 

Magnetization is a material characteristic. It depends on the magnetic dipole moments of the 
ions, atoms, and molecules contained in the material and the interactions between them [14]. 
Furthemore, these interactions are often dependent on external conditions such as tempera
ture, pressure, etc. 

The magnetic induction B may be thought of as the flux density inside the material. Gene
rally speaking, the magnetic flux density inside the material is different from the outside. By 
comparing the balance between the internal and external flux densities, magnetic materials 
are classified into different classes [15]: 

• Internal flux being less than outside: we call such materials diamagnetic. Diamagnetic 
materials have no overall magnetic moment (i.e., they possess zero magnetization). The 
reaction of diamagnetic materials on an applied field is creating magnetization opposite 
to the field direction. Diamagnetism is a relatively weak effect and, in fact, occurs in all 
materials [15]. 

• Internal flux being a bit larger than outside: this class of materials also possesses a 
zero net magnetization. However, the internal flux is slightly larger than outside. These 
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may be either paramagnetic or antiferromagnetic materials. In both materials, indivi
dual atoms possess a magnetic moment. In the case of paramagnetic material, they are 
randomly oriented, so they average out to zero (see Figure l.la).In contrast, adjacent 
magnetic moments in an antiferromagnet are oriented antiparallel to each other, so the 
total magnetic moment cancels out (see Figure 1.1b). Applying a magnetic field (which 
needs to be very large in the case of an antiferromagnet) causes the magnetic moments 
to partially line up wi th the field, so that the material develops a small net magnetization. 

• Internal flux being much larger than outside: such materials are either ferromagnets or 
ferrimagnets. The magnetic moments in a ferromagnet tend to lie parallel to each other 
and can be quite easily manipulated by an external field (see Figure 1.1c)). On the other 
hand, ferrimagnets are similar to antiferromagnets in that they are composed by two 
sublattices wi th opposing magnetic moment orientations, except in that the magnetic 
moments one of the sublattices are larger than in the other, so the net magnetic moment 
is non-zero (see Figure l.ld)). 

The magnetic moments' arrangement schematic of materials discussed above are shown in 
Figure 1.1. 

M = 0 M = 0 

a) Paramagnet 

M » 0 

b) Antiferromagnet 

M > 0 

+ + + 

+ + + 

+ + + + 

c) Ferromagnet d) Ferrimagnet 

Figure 1.1.: Schematic of the ordering of magnetic dipole moments in a typical a) paramagnet, 
b) antiferromagnet, c) ferromagnet, d) ferrimagnet 

However, so far we treated the magnetic materials just in terms of the flux density or mag
netization, but this is not the only measure to characterize them. Another material property 
is called magnetic susceptibility Xm and is defined as the ratio of M to applied field H. In 
other words, the susceptibility tells us how a materials' magnetization reacts to i?-f ie ld . In 
the simplest case, i.e., linear, isotropic, and homogeneous material takes the form [14] 

M (1.4) 

4 



A similar property, comparing S-f ie ld to H-Reld, is known as magnetic permeability jim. 
A n d again, in the simple case, the permeability is given by 

B = fimH. (1.5) 

Combining this expressions wi th Equation 1.2, we get a relation between the two material 
characteristics 

A*m = A*o(l +Xm)- (1-6) 

Previously, we classified magnetic materials according to the magnetic flux density It is 
also possible to do so by Xm (or /x m ) . This classification can be nicely seen in the so-called 
magnetization curves, M (or B) vs H graphs [ ]. A few exemplary magnetization curves 
of the already mentioned materials, which are also the most common in nature, are plotted 
schematically in the Figure 1.2. 

M 

Paramagnet 
(or antiferromagnet) 

Diamagnet 

Figure 1.2.: Magnetization curves (M vs H curves) of paramagnetic (or antiferromagnetic) 
and diamagnetic materials. The magnetization curve of the paramagnet is suppor
ted by schematics indicating the influence of the externaly applied magnetic field 
H on magnetic moments orientation. 

As represented in Figure 1.2, we can see that the magnetization curves for diamagnetic, 
paramagnetic (and even antiferromagnetic) materials are linear in H, and generally very large 
fields need to be applied to cause a noticeable change in magnetization. Another important 
note is that i f we remove the external field, the magnetization goes to zero. In the case of 
diamagnets, the slope, i.e., Xm, is negative, which corresponds to the action of magnetizing the 
material against the externally applied iJ - f ie ld . Xm is also slightly lower than 1, meaning that 
diamagnetism is a weak effect. In general, paramagnets' and antiferromagnets' susceptibility 
is positive and larger than 1 [ ]. For ferromagnets (not shown in Figure 1.2), both Xm and / x m 

have tensorial form, implying that the M vs H relation is highly nonlinear (and a multiple-
-valued function). This aspect w i l l be discussed in the following sections. 
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1.2. Magnetic interactions and domain configurations 
A n approach to describe a material's magnetic properties consists of considering the energy 
terms arising from the different interactions in the system. In the thesis, we w i l l mainly focus 
on ferromagnetic materials with a nonzero net magnetization, while covering some aspects of 
antiferromagnetic materials. The most fundamental interactions are 

• interactions between the magnetic moments within the material, 

• the effect of an externally applied magnetic field (or additional external factors), and 

• the material's crystallographic structure. 

A l l these interactions contribute to the total energy of the system. Due to the competition of 
the different interactions the system's magnetic moment configuration and net magnetization 
vector M are chosen so that the total free energy finds either an absolute or relative minimum 
(stable or metastable states). This condition also tells us that the torque on all magnetic mo
ments in the system has to disappear. A quantitative approach to the problem is often based on 
calculating the torque conditions, which result in the so-called micromagnetic equations. This 
energy minimalization principle leads to the formation of non-uniform magnetization states 
or magnetic domains. 

1.2.1. Magnetic domains 

Ferromagnetic domains are areas in a ferromagnet inside which neighboring magnetic mo
ments are parallel to each other. There are many different domain structures and textures. 
The very basic classification is whether the magnetization is uniform over the whole body 
(single-domain state) or the magnetization splits into many domains (multi-domain state). 

Large, bulk-like ferromagnetic materials prefer being in a multi-domain state; however, i f we 
scale down the dimensions and reach the so-called critical size, no spatial-dependent magnetic 
structure appears [16], and the ferromagnet is in the single-domain state (e.g., ferromagnetic 
nanostructures and nanoparticles in the ~100 nm length scale). For patterned thin film structu
res wi th intermediate length scales (approximately 1 - 100 um), characteristic domain states 
often consist of a magnetic flux-closure patterns, in which the magnetization forms a closed 
loop. One example is Landau's flux-closed domain pattern, or Landau structure, in which the 
closure is achieved by breaking the magnetic structure into the multi-domain state. Another 
interesting example is the magnetic vortex, where the magnetization whirls in micrometer 
size disks, choosing to continuously circulate around the disc azimuth rather than creating 
multiple domains. Both states are shown in Figure 1.3a), the figure is accompanied by a ra
dial color-wheel indicating magnetization orientation. In addition, thin film and multilayer 
systems wi th out-of-plane or perpendicular anisotropy also show maze-like or labyrinthic do
mains known as magnetic stripe domains (see Figure 1.3b)). 

Magnetic structures analogous to ferromagnetic domains also appear in antiferromagnets, 
i.e., antiferromagnetic domains. Here, we cannot talk about a particular magnetic moment 
orientation, as every region of the system contains opposed moments that cancel each out. 
However, we can define the spin axis orientation of a region (also known as Neel vector) [17]. 
We may imagine splitting the body of the antiferromagnet in several regions, each having its 
own spin-axis orientation (see Figure 1.4). Direct observation of the antiferromagnetic domains 
is more challenging than for ferromagnets, because of no net magnetization, which is why they 
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are little known [18]. Furthermore, very high external magnetic fields are usually needed in 
order to manipulate their magnetic moments 

On the following the most important magnetic interactions in ferromagnetic (and antiferro-
magnetic) materials are listed, with a special focus on the kind of magnetic domain configu
rations they promote or facilitate. 

E C * : * * * : 
a) 

Figure 1.3.: Typical magnetic domain configuration in zero external magnetic field - a) flux clo
sure patterns in thin film magnetic materials (i.e. magnetic vortex, Landau pattern). 
Colorized images consist of experimental data that are the result of the quantitative 
magnetometry platform developed in this thesis. The figure includes a radial co
lor-wheel indicating the orientation of magnetization; b) stripe domains in magne
tic thin films and multilayers with perpendicular magnetic anisotropy. Gray-scale 
images were taken from [19]. 

Figure 1.4.: a) Antiferromagnetic domain micro structure schematic wi th Neel vectors indica
ted in each domain; b) subdivision of the microstructure to domains within which 
the net magnetization is non-zero. 
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1.2.2. Exchange energy 

Consider a ferromagnet in an applied magnetic field Bext\ the Hamiltonian to solve in this 
case has a form [14] 

where S is an electron spin, indices % and j refer to all spins in a ferromagnet, constant Jy is the 
exchange constant, g is the gyromagnetic ratio, and /xs is the Bohr magneton. The first term 
is called the Heisenberg exchange energy and represents an interaction favoring the parallel 
or antiparallel alignment of adjacent spins, depending on whether Jy > 0 (ferromagnet) or 
Jij < 0 (antiferromagnet), respectively. The second term is called the Zeeman energy and 
causes spins to line up with the applied field. 

The magnetic exchange interaction is a fully quantum mechanical interaction, which ori
ginates from the electrostatic repulsion felt by electrons and Pauli's exclusion principle. Its 
treatment was firstly introduced by Heisenberg in 1928, thus establishing the physical origin 
of (anti-) ferromagnetic order in materials. 

In order to describe a very wide of phenomena in nanomagnetism, it is often sufficient ado
pting a micromagnetic description, in which, we can describe the magnetization of the system 
as m{r) = M{r)/Ms in the continuum approximation. The atomic structure is averaged out, 
so we take m(r) as a smoothly varying function with constant amplitude (differing only in 
direction). 

Imagine a ferromagnet with all magnetic moments pointing "up," i.e., the lowest entropy 
state or ground state. If we let the system evolve in time, we wi l l see that the system w i l l 
increase entropy and break the ideally ordered ground state's symmetry [ ]. After falling 
into such an energetically favorable state, our efforts to change it w i l l lead to resistance. As a 
classical analogy, we can imagine cubic crystal with lattice parameter a. If we displace a plane 
of bonds by x, we w i l l induce a strain e = x/a, which w i l l cause a stress a = Ge, where G 
is an elastic modulus. A force acting on one bond is then F = aa2 = Gxa, energy stored 
in the bond is \Gax2. We can write that (x2) ~ 1/G, which we can interpret as follows: 
the finite character of the elastic modulus is related to finite displacement fluctuations [14]. 
Crystals have elastic energy stored in bonds proportional to ( V x ) 2 . A similar concept can be 
used for ferromagnets, where the order parameter is a magnetization m. From the first term in 
Hamiltonian (1.7), we saw that spins tend to align electron spins, which causes their magnetic 
dipole moments to align. We must provide extra energy, proportional to ( V r a ) 2 , to misalign 
the spins with respect to each other. After taking advantage of the similarity, the energy term 
can be expressed as [16] 

where the parameter A is a material constant termed as the exchange stiffness, an approximate 
relation to the atomic scale exchange parameter is [19] 

where J is the exchange constant, S is the electron's spin, and Zc is the number of atoms 

(1.7) 

(1.8) 

A « JS2Zc/a, (1.9) 
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per unit cell. The exchange energy is responsible for the existence of ferromagnetic and an-
tiferromagnetic order in magnetic materials, and in turn, of the establishment of long-range 
magnetic order. 

For the exchange energy to be the lowest, it is most beneficial to have single domain states 
or as least domains as possible. The occurrence of domain walls (regions with spatially rapidly 
varying moment orientation) is then very energetically costly [15] because the magnetization 
has to transition from one domain orientation to the other. One way of minimizing this addi
tional energy cost is to get r id of the domain wall and make the magnetization vary smoothly; 
an instance might be vortex domains. The opposite also works in some cases, and that is to 
form very narrow domain walls. On the other hand, the domain walls occur in order to mini
mize the free energy of a whole system at the expense of the gain in exchange energy, finding 
a compromise by minimizing other magnetic energy contributions. 

1.2.3. Magnetocrystalline anisotropy 

A material possesses a property of having an easy and hard axis. The easy axis denotes energe
tically advantageous magnetization orientation, whereas a hard axis refers to the most energe
tically costly orientation. The magnetocrystalline anisotropy energy term is regularly defined 
as a difference between energies corresponding to magnetization lying along the easy and 
hard axis. The overall anisotropy energy comprises an intrinsic and induced anisotropy. In
trinsic anisotropy is a consequence of a crystal structure, and some authors claim that also 
of the shape [ ] others prefer classifying the material's shape to magnetostatic energy [16]. 
Whereas induced anisotropy can be achieved by proper sample preparation method, it results 
from deviations from an ideal crystal structure. 

The magnetocrystalline anisotropy is of intrinsic origin; the symmetry of the lattice directly 
influences anisotropy energy. As a result, the energy can be written as a series of expansion of 
direction cosines, taking into account the angle between the magnetization and the easy axis 
[16]. 

For instance, a cubic structure (e.g. Fe, FeRh) the anisotropy energy density term can be 
expressed as 

Eanis,c = Kci{m\m\ + m\m\ + mlrn^) + KC2m\m\ml, (1-10) 

where K\ and K2 are material constants, termed as the anisotropy constants, and nii are pro
jections of magnetization into easy orientations. A material having this kind of symmetry is 
said to have fourfold anisotropy. These materials have two orthogonal easy axes, as well as 
two orthogonal hard axes. In iron, the easy axes are cube edges (100), and the hard axes are 
cube diagonals ( i l l ) [15]. 

Some materials may possess a so-called uniaxial anisotropy (i.e. Co); this is a case for hexa
gonal materials. The easy axis lies along the hexagonal axis [0001], and so the energy can be 
written as 

Eanis,u = Kul Sin 2 0 + Ku2 SU14 0, (1.11) 

where 0 is the angle between the easy axis and the magnetization. 
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Magnetocrystalline anisotropy promotes the formation of domains wi th the magnetization 
direction along the easy axes. If no external magnetic field is applied, the magnetization stays 
or tilts towards the easy directions; hence, observing such a state helps us find the sample's 
easy axes. 

As the magnetization changes from one domain to the other, it w i l l lie along the hard axis at 
some point. This magnetization orientation brings a high energy penalty; thus, domain walls 
are also unfavorable. To reduce the energy cost, narrower domain walls are preferable in high 
magnetocrystalline anisotropy materials (i.e., hard magnetic materials). 

1.2.4. Zeeman energy 

The Zeeman energy describes the interaction of magnetization wi th an external magnetic field, 
in accordance with the second Hamiltonian term in the Equation (1.7). In the continuum ap
proximation, we write 

where Hext is the external magnetic field. The favorable domain configurations with Zeeman 
energy's are those wi th their magnetic moments pointing along the external field [16]. 

1.2.5. Magnetostatic energy 

The magnetostatic energy term represents the interaction arising from long-range magnetic 
dipole-dipole interactions, i.e., the interaction of a magnetic moment in the ferromagnet body 
with the rest of magnetic moments in the system. Sometimes called the stray field energy, 
it comes from the Maxwell equation term for V • B = 0, which for a magnetic body states 
(from Equation (1.2)): V • Hd = — V • M. Here Hd is named as the demagnetizing field 
and it represents a divergent magnetic field at the surface or extremes of a magnetized body, 
created as a result of the divergence of magnetization at these extremes, which is suddenly 
interrupted [ ]. We can imagine this situation by assuming "magnetic charges" or virtual 
magnetic monopoles. These charges act as sources and sinks of the demagnetizing field. They 
always appear in couples to fulfill the condition of V • B = 0. If the magnetization was to point 
out of the magnetic body and create a magnetization source, magnetic charges would appear 
and act against the magnetization to create magnetic flux closure patterns in the optimal case. 
The stray field energy is thus one of the main reasons why magnetic domains occur. 

Quantitatively the energy can be expressed as follows [16]: 

where we integrate over the sample volume. The stray field originates from the magnetization, 
and it can be related to it by the following linear relation [15] 

where N is the demagnetizing tensor.a quantity that purely depends on the shape of the ferro
magnetic body. In the particular case of an ellipsoidal magnet, the demagnetizing tensor can 

(1.12) 

(1.13) 

Hi = -NM (1.14) 

10 



be diagonalized in a proper reference frame, such that it can be represented by demagnetizing 
factors, fulfilling the condition Tr(N) = Nx + Ny + Nz = 1. Some special cases may be 
deduced, for instance, a sphere Nx — Ny — Nz — 1/3, or a thin xy—plane film Nx — Ny — 0, 
iV, = l . 

Let us illustrate the whole concept for the case of a thin film; see Figure 1.5. When the 
magnetization is oriented in the plane of the film, no magnetic charges appear at the horizontal 
ends of the film because they are very distant from each other. For this sake, no demagnetizing 
field w i l l play a role. On the other hand, i f we orient the magnetization out of the film plane, the 
magnetic charges created at the areas where magnetization ends suddenly generate a strong 
demagnetizing field acting against the magnetization direction. Hence it is less energetically 
costly to orient the magnetization in the plane of a thin film [20]. 

+ + + + + + 

a) b) 
Figure 1.5.: A thin film sample wi th a) in-plane magnetization, configuration which creates 

no magnetic charges and is energetically favorable in terms of the magnetosta-
tic energy; b) out of plane magnetization configuration resulting in appearance 
of magnetic charges generating demagnetization field acting against the magneti
zation. 

This concept applies well in the "thicker" samples, i.e., 20 - 30 atomic levels [ ]. However, 
i f we go down in thickness, surface w i l l be more significant than the volume. Moreover, the 
surface may be thought of as a defect due to the absence of the neighboring atoms, which gives 
rise to an effect called surface anisotropy. The surface anisotropy, together with the exchange 
interaction, forces the magnetic moments to be oriented perpendicular to the surface. 

We may notice that the equation describing the magnetostatic energy term is similar to the 
Zeeman energy term in Equation (1.12), which reflects the fact that it can be understood as 
a "self-acting field". Moreover, substituting the Equation (1.14) to the magnetostatic energy 
term, leads to the following expression: 

Eshape = \{NxMl + NyM2

y + NZM2

Z). (1.15) 

Which, again, looks like another already-discussed energy term - the magnetocrystalline 
energy term. This expression may be considered a shape anisotropy term, which again sug
gests preferential magnetization directions due to the shape of the ferromagnet. The shape 
anisotropy is an important energy term not only in thin films but also in high aspect ratio 
nanostructures and nanoparticles. 

Typical stray field-free domains are flux-closure patterns [ ], which minimize the volume 
of application of this self-acting field in space and thus reduce their magnitude. If the magne
tization flux closes and no stray field is leaked outside the ferromagnetic body, no magnetic 
charges appear, and the demagnetizing energy contribution can be largely reduced. 
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1.2.6. Magnetostriction and magnetoelastic energy 

When a ferromagnet is exposed to a magnetic field, it experiences a very slight change in its 
dimensions, termed as magnetostriction, as a result of the coupling between magnetic and 
mechanical effects [15]. For most materials, this effect is minimal. However, it can often play 
a large role in domain formation. For instance, in iron, adjacent domains with perpendicular 
magnetization w i l l try to elongate along magnetization axes. Both cannot stretch simultane
ously; this introduces elastic strain energy. If we want to describe these effects quantitatively , 
we need to define a tensor of elastic distortion, which considers a new degree of freedom [16]. 

For the materials and phenomena investigated in this thesis, magnetostriction and magne
toelastic effects are in principle negligible unless otherwise stated. 

T.3. Hysteresis and magnetization processes 
In the case of ferro- and ferrimagnetic materials, the M vs H curves usually displays a non
linear and irreversible behavior to the applied field. These curves called hysteresis loops and 
are obtained by applying a cycling i f - f i e l d on the system in order to reverse the direction of 
magnetization, while at the same time recording the projection of M along the field axis. On 
the following, the principal properties of magnetic hysteresis and the domain processes are 
described. 

1.3.1. Ferromagnetic hysteresis 

In contrast wi th the M vs H curves in Figure 1.2, the magnetization curve of ferromagnet 
or ferrimagnet is plotted in the Figure 1.6. A fact worth mentioning is that the two figures 
showing magnetization curves have entirely different scales. We may also deduce that the Xm is 
positive, far greater than 1, and generally a complex function of the applied field H. Increasing 
the applied field magnitude w i l l increase the material's magnetization, but at some point, the 
magnetization stops growing. The reached value is known as the saturation magnetization 
Ms, and it corresponds to a state in which all magnetic moments are pointing in the applied 
field direction. Reducing the i? - f ie ld to zero generaly does not cause magnetization to drop to 
zero. This state is called a remanent magnetization Mr and is the reason why ferromagnets are 
frequently termed as the "permanent magnets". A key characteristic of ferro- and ferrimagnetic 
materials is that the projected magnetization M only becomes zero after the application of a 
negative field (-Hc), defined as the coercive field. The corresponding process is seen i f we vary 
the field in the opposite direction, such that M(H) = —M(H). Large variations of M wi th 
small H changes (where the slope of the loop gets large) are usually a signature of several 
domain processes, such as the nucleation and expansion of domains wi th reversed orientation 
Additional characteristics of domain processes within the hysteresis loops are discussed below. 

1.3.2. Domain walls in thin films 

The orientations of magnetization in neighboring magnetic domains differ; thus, there has to 
be a certain boundary between them. This boundary is called a domain wall . The existence of 
domains directly indicates the existence of domain walls. We can classify them according to the 
angle between the magnetization in the two domains. A 180° domain wall occurs between do
mains with opposite magnetization, whereas a 90° domain wall separates two domains having 
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M 

Figure 1.6.: A ferromagnetic hysteresis loop graph including parameters defining the material: 
Hc - coercive field, Ms - saturation magnetization, and Mr - remanent magneti
zation. The graph is supported with initial magnetization curve. 

perpendicular magnetization. A typical thickness of a domain wall is ~10 nm to 10 um [15]; 
the width is again a consequence of a balance between energy competition. The magnetization 
has to rotate across a domain wall from one orientation to the other, bringing a high energy 
cost. The most favorable is to create domain walls that do not introduce any demagnetizing 
fields [15]. 

One of the most common types of 180° walls is a Bloch wall . In the Bloch wall , the magne
tization rotates in a plane parallel to the boundary plane of the wall . Another type is a Neel 
wall, in which the magnetization rotates in a plane perpendicular to the wall's plane. Even 
though a Bloch wall is usually less energetically costly, Neel walls are more typical in thin 
films because the virtual magnetic charges are created on the wall's surface rather than on the 
film surface, thus avoiding out-of-plane moment configurations, and leading to a reduction in 
magnetostatic energy. For the Neel wall to be stable, the film must be thinner than the wall's 
width [ ]. Both types of domain walls are displayed in the Figure 1.7. 

1.3.3. Magnetization processes 

Figure 1.8 shows the schematic of a part of the magnetization curve. Initially, at zero field , 
the sample is in a demagnetized state, and all domains' magnetizations completely cancel out. 
Next, an external field is applied in the horizontal direction, slightly off the sample's easy axis. 
Different processes occur when applying an external field on a demagnetized ferromagnet. 
The first process to happen consists of domain wall motion: domains wi th magnetization ori
entation closest to the applied field orientation start growing, whereas domains wi th opposite 
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(b) 

Figure 1.7.: Schematic of magnetic domain walls: a) Bloch wall , b) Neel wall , taken from [19]. 

M f 

H 
Figure 1.8.: Initial magnetization curve of a rectangular ferromagnetic structure, while the ex

ternal magnetic field is applied close to the materials easy axis. 

magnetization start shrinking. The growth and shrinkage are achieved by moving the domain 
wall. This process is completely reversible in the first phase. 

Increasing the external field w i l l move the walls far enough to encounter an imperfection 
(dislocations, defects, etc.). Crystal imperfections are sources of a stray field, providing mag-
netostatic energy If the domain wall crosses the imperfection, this magnetostatic energy may 
vanish, creating a local energy minimum [16]. The domain wall often stays pinned at the im
perfection, and additional energy provided by the external field is required to move the domain 
wall further. The imperfections usually act as nucleation centers. Also, they often form spike-
-like domains called Neel spikes. The additional field needed to snap the spike domains off the 
imperfection corresponds to the coercive field [ ]. The domain wall motion is then highly 
dependent on the microstructure of the material. 

As a result of the presence of the impurities, magnetization curves of a vast number of 
magnetic materials ultimately consist of a series of tiny discontinuous magnetization steps or 
jumps. A n acoustic effect accompanies these steps caused by the snapping of the spikes. This 
phenomenon is known as the Barkhausen effect [14]. 

Eventually, the external field can be made large enough annihilate the shrinking domains 
and to create a single domain state in ferromagnetic body (see Figure 1.8), with the magneti
zation lying along the easy axis closest to the external field orientation. Further increasing the 
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applied field w i l l cause another magnetization process: magnetization rotation. This process 
occurs in high external fields when the magnetization starts rotating along the applied field 
irrespective of the easy or hard axes orientation, and the sample reaches its saturated state. 
In the case of materials wi th large magnetocrystalline anisotropy, the required field may be 
large. If we decrease the applied field, the net magnetization decreases, and the magnetic dipo-
les rotate to the equilibrium positions along their easy axes. This process is again completely 
reversible because no domain wal l propagation or domain nucleation/annihilation processes 
were involved [15]. 

Reducing the external field's magnitude back to zero w i l l result in the demagnetizing field 
driven nucleation and growth of domains wi th opposite magnetization orientation. Therefore, 
the demagnetization process is caused by the demagnetizing field rather than by the mere 
reduction of the external field itself. A n important consequence is the appearance of hysteresis 
(not shown in the figure) due to irreversible domain and domain wall processes. 

1.4. Applications of magnetic domains and domain walls 

Magnetic domains and domain walls are currently used in several technological domains, such 
as in sensors or information storage devices. Here, a few examples in magnetic data storage 
and memory devices are introduced [4]. 

1.4.1. Magnetic recording in hard disk drives 

Magnetic storage media in the form of hard disk drives (HDD) are nowadays extensively used 
to store computer data, audio and video media. Likewise, magnetic tapes are also used to store 
huge digital data volumes [ ]. Both data storages have similar data transfer mechanisms. For 
HDDs , a tiny read-write head is placed on top of a rotating magnetic medium, while it sweeps 
on top of it in order to access the information encoded in the magnetic pattern in it, consis
ting of a well-defined and rewritable multi-domain state. The recording medium is usually 
a granular thin film containing segregated single-domain particles wi th two possible stable 
configurations (magnetization "up" or "down"); a group of these particles represents a single 
magnetic bit, enabling to store digital information. What makes a magnetic material a great 
candidate for recording medium is having a wide and square hysteresis loop. Wide hysteresis 
loops occur in materials wi th high uniaxial anisotropy constant, while the squareness is achie
ved because of the grain geometry. A wide hysteresis loop is needed to maintain the storage's 
stability so that the bits w i l l not switch due to thermal fluctuations [15]. Two configurations 
of domains are used. The particles' magnetization lies either in or out of the sample's plane, 
i.e., longitudinal or perpendicular recording mode. The perpendicular mode was introduced in 
2000 and boosted the data density by orders of magnitude, bringing the possibility to make 
smaller bit sizes [ ]. The two modes of magnetic recording are schematically shown in Figure 
1.9. 

Another component used to rewrite the imprinted information is a write head. The write 
head needs incorporate a microscale electromagnet that is capable of producing stray fields 
large enough to overcome the particles' coercivity, which in the employed granular films is in 
the order of a few Tesla. 

The first commercial HDDs had an areal density of 0.1 M B / i n 2 . 60 years later, modern H D D 
devices are reaching of the order of ~100 M B / i n 2 and even 1 T B / i n 2 [ ]. Even though people 
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Figure 1.9.: Schematic of a recording medium with in plane and perpendicular magnetization 
orientation, taken from [19]. 

try to push the limits by increasing the information storage density via decreasing the size of 
bit units, while at the same time keeping their stability, there is a physical limit to the size-
-reduction process. Once the particles' size reaches the so-called superparamagnetic limit, the 
particles can no longer sustain the information, as stochastic thermal fluctuations compromise 
the retention of the magnetic state in the bit, causing loss of information [19]. 

1.4.2. Alternative magnetic memory and logic devices 

A very promising an alternative approach to the problem of storing digital data in nanomag-
netic systems was suggested by Parkin and his co-workers in 2008 [ ]. They introduced the 
idea and presented a prototype of the magnetic domain-wall racetrack memory, a technology 
based on arrays of horizontal or vertical magnetic wires on a silicon chip. The wire comprises 
a series of domains wi th ~10 to 100 domain walls. They observed that by passing a current of 
spin polarized electrons through the wire, they are able to control the position of the domains 
precisely, which enables them to write and read the information as a series of domain walls are 
injected and stored into the wires. One of the greatest benefits is the speed with which they 
can obtain the data. As the current passes and moves the domain walls, the time to read the 
data is less than 1-10 ns, offering clock rates that are competitive wi th the more established 
H D D technology. A second advance consists of the ability to take advantage of the third di
mension, as networks of wires can be arranged along the vertical direction as well . A simple 
schematic of the proposed device is depicted in the Figure 1.10. 

A similar advanced technology is based on magnetic skyrmions [ ]. A magnetic skyrmion 
is a vortex-like chiral spin texture that can occur in bulk or thin film samples, see Figure 1.10 
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[25]. These nanomagnetic objects provide the ability to move fast under the application of 
currents, as well as their nanometer size, making them a potential physical object to be in
corporated as information carriers in future devices. The skyrmions may be used to improve 
the racetrack memory technology [26]. Compared to domains, skyrmions can achieve higher 
data densities due to lower bit spacing, reduce power consumption thanks to their lower criti
cal depinning current, and provide higher data stability. Furthermore, skyrmions may also be 
used in skyrmion logic gates or transistors. 

RACETRACK MEMORY DEVICE 

Figure 1.10.: Alternative digital data storage technologies - a) magnetic domain-wall racetrack 
memory device schematic, taken from [ ], b) magnetic skyrmion visualization, 
taken from [24]. 

17 



2. MAGNETO-OPTICAL EFFECTS 
Magneto-optics is the field that studies the interaction of light with matter in a magnetic field 

or wi th material's magnetization [ ]. The first magneto-optical effect was discovered in 1845 
by Michael Faraday He let a linearly polarized light beam propagate through a paramagnetic 
glass rod on which he applied a magnetic field along the light propagation direction, and he 
subsequently observed that the polarization plane of light was rotated by several degrees, in a 
sense of rotation that was reversed when inverting the applied field and therefore the induced 
magnetization in the glass. This effect is now known as the magneto-optical Faraday effect 
[27, 30]. 

A similar effect was observed 32 years later by John Kerr in reflection geometry. He noticed 
that a linearly polarized light reflected by a polished iron electromagnet pole had its plane 
of polarization rotated by tenths of degrees. Again, the sense of rotation was reversed upon 
switching the magnetization. This phenomenon was later named after its discoverer as the 
magneto-optical Kerr effect (MOKE) [28, 29]. 

In the original experiments of Kerr, two configurations were investigated [27]: 

• the magnetization lying perpendicular to the sample surface, and 

• the magnetization lying in the plane of the sample surface and contained in the plane 
of incident of light. 

These geometries are nowadays known as the polar Kerr and longitudinal Kerr effects, re
spectively. Later, a third configuration was observed, in which the magnetization is oriented 
within the plane of the sample surface and perpendicular to the plane of incidence termed as 
the transversal Kerr effect. 

Nowadays, magneto-optical effects are widely used as a precise and versatile method to 
measure magnetization in magnetic materials. A key property of magneto-optics is that the 
leading effects on light polarization changes are linear in magnetization [ ]. This allows, for 
example, the measurement of magnetic hysteresis loops of different materials when sweeping 
an external magnetic field in a light reflection or transmission experiment [13]. 

Another paramount contribution of magneto-optics consists of the visualization of mag
netic domains using optical microscopy techniques with polarization analysis [ ]. Due to 
polarization changes of light during reflection or transmission, an optical contrast is measu
red based on its dependence on the orientation of magnetization. For metallic systems, light 
absorption makes transmission measurement more difficult, thus the Faraday effect may be 
observed only for transparent samples; hence its use is limited to ultrathin metallic films. 

On the other hand, Kerr microscopy in reflection geometry is widely used to investigate bulk 
samples, thin films, multilayers, and more. Magneto-optics, in its earliest applications, did not 
show the best results for most of the materials. However, it experienced a great breakthrough 
after introducing digital image processing, especially the digital difference technique [ ]. This 
approach enhances the image contrast by digitally subtracting background signals and by 
signal averaging. 

As already mentioned, the Faraday and Kerr effects are (in the first approximation) linear in 
magnetization, due to the fact that magneto-optical effects only constitute a small correction 
to the dielectric properties of the material [30]; this means that the rotation is reversed i f the 
magnetization is switched. However, an additional higher-order magneto-optical effect, the 
Voigt effect, is quadratic in magnetization, meaning that the obtained signal depends on the 
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magnetization axis's orientation. No contrast appears between areas with opposite magne
tizations, but between areas wi th orthogonal spin axis orientation [30]. A n additional effect 
useful in magnetic domain observation is a gradient effect, which depends on the spatial mag
netization gradient, not on the vector orientation itself. The differences in the optical contrast 
of magneto-optical origin generated by the Kerr, Voigt, and gradient effects may be seen in 
Figure 2.1 for a silicon-iron crystal [16, 30]. 

(a) (b) 

Polarizer 
Oblique 

incidence 
V Perpendicular 

Polarizer incidence 

® 
Perpendicular 

Polarizer incidence 

Longitudinal Kerr effect Voigt-and Gradient effect Gradient effect 

Figure 2.1.: Magnetic domain microstructure on surface of silicon-iron observed using mag
neto-optical- a) longitudinal Kerr effect, b) Voigt- and gradient effects, c) gradient 
effect. Each image is accompanied by polarizer setting as well as the incidence 
schematic. Taken from [30]. 

2.1. Electromagnetic description of light 
In order to describe the interaction of light with magnetic media, we need to start with electro
magnetic theory basics, the fundamentals of the electromagnetic theory consist of Maxwell 's 
equations: 

V D = p, (2.1a) 

V • B = 0, (2.1b) 
dB 

VxE = - — , (2.1c) 

dD 
VxH = j + —, (2.1d) 

which give us relations between macroscopic electric and magnetic fields. The electric charge 
p and electric current j densities act as sources of the electric and magnetic field, respectively. 
The electric field is described by both D and E, which are the electric induction (or electric dis-
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placement) and electric field vectors, respectively. The vectors B and H are already discussed 
magnetic vector fields. Each pair of fields are bound together via the material equations, 

D = e0eE = e0E + P, (2.2a) 

B = fiQfjiH — [M)(H + M), (2.2b) 

where in this form, e, and /J, are second-rank electric permittivity and magnetic permeabi
lity tensors, respectively. In addition, the vector fields P and M are the electric polarization 
and magnetization vector, respectively. If we set j and p to zero, the problem leads us to the 
following wave equation for the electric field vector E, 

1 d2E 
V E = 1*2-> (2-3) 

where the operator V 2 is V 2 = Jj^ + J^- + and the speed of light in free space (vacuum) c 
is defined as c 2 = l/fj,0e0. The solution to be wave equation consists of harmonic plane waves 
in time t and position r , in the form 

E(r,t) = E0exp{i(k • r -out)}, (2.4) 

where the vector E0 = (Ex0, Ey0, Ez0) is the amplitude vector, OJ is the angular frequency, 
and k is the wave number vector, determining the direction of propagation of the light. The k 
vector's magnitude is connected with the wavelength A via \k\ = 2n/\, also \k\ = u/c. 

Substituting the wave equation solution back to Maxwell 's equations, we find out that even 
the -B-field is a plane wave, 

B(r,t) = B0exp{i(k • r - out)}. (2.5) 

Furthermore, the E and B fields, describing the electromagnetic wave, are simultaneously 
perpendicular to each other and the direction of propagation. We write 

kx E = uB. (2.6) 

When considering light propagation in a material medium, these results can be generalized by 
introducing the refractive index n, which is given by 

n = - , (2.7) 
v 

where v is the modulus of the (phase) propagation speed of the electromagnetic wave in the 
material 

1 (2-8) 
y'eoe/xo/x' 

thus the refractive index is [30] 

n = Jql. (2.9) 
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2.2. Light polarization 
As mentioned in the previous section, the electromagnetic wave is a transverse wave, with 
E- and B- fields having an oscillatory nature. When we describe the interaction of light with 
matter, we often limit the description to electric fields. Firstly, we are allowed to do so because 
the magnetic part may be easily calculated using Equation (2.6) and secondly because the effect 
of i£-field is much stronger than that of the -B-field. When defining the polarization, we take 
advantage of the transverse character of the light. Upon considering light propagating along 
the z—axis, the ^-vector w i l l lie in the xy—plane. 

If we do not have any special light source or optical element (such as a laser), the light w i l l 
be unpolarized in most cases. Unpolarized light beams imply that the trajectory written by 
the tip of the ^-vector is quick and unpredictable. In contrast wi th the polarized light, whose 
time-dependent trajectory in the transverse plane propagating with light is generally an ellipse 
in the most general case (hence the term elliptically polarized light) [31]. 

To derive the general elliptical polarization state, we split the ^-vector into the x and y 
components. We shall take the real part of the equation describing the .E-field because the 
electric field's intensity is a quantity that can be directly measured; therefore, it has to be real. 
The individual components are: 

EX = E0xcos(kz • z - ut + <f>x), (2.10a) 

Ey = E0y cos(kz • z — out + (fry), (2.10b) 

where the <j)x, 4>y phase quantities in the argument of the cosine are the phase shifts of each 
component. It is beneficial to define A<ft = <f>y — <f>x as the phase shift difference. When com
bining the two components, it is possible to derive the following equation: 

(ir)  +(f^) - 2 ^ ^ c o s ( A 0 ) = s i n 2 (A0) . (2.11) 

This equation describes an ellipse in the (EX, Ey) plane, thus demonstrating that the most 
general polarization geometry of a fully polarized electromagnetic wave is an ellipse. 

There are two special cases of polarization state: 

1. If A 0 = n -7T, n e Z : 
The Equation (2.11) is simplified into the following form, 

EY = ± ^ E X , (2.12) 
Ate 

which illustrates a linear dependence between the x— and y—components of the electric 
field; thus, we call this polarization state a linear polarization. The slope a is given by 
a = E 0 Y / E 0 X . 

2. If A 0 = (2 • n - 1) • T T / 2 , EQX = EQY, n e Z : 
After substituting, we get: 

E i + E y = Elx = Elyi (2-13) 

21 



which is the equation of a circle in the (Ex, Ey) plane; therefore, the resultant po
larization is called circular polarization. We often stick just to n = 0, 1, which means 
A 0 = n/2, — n/2. The case of A<ft = —n/2 corresponds to the y-component being 90° 
ahead, which results in the ^-vector rotating clockwise. We term this case as right-circu
larly polarized light (RCP). The other case, in which A<ft = n/2, results in anticlockwise 
rotation, thus being named as left-circularly polarized light (LCP). 

In more general cases, the polarization is elliptic. The following quantities characterize the 
elliptic polarization: 

• the ratio between amplitudes of y- and x- components, tan Q = Eoy/E0x, 

• the phase difference A(f>, 

• the azimuth angle 9, which refers to the rotation of the major axis of the ellipse, 

• the ellipticity £, which tells us "how much elliptical" is the trajectory in the (Ex, Ey) 
plane plane, t a n £ = b/a, and 

• the sense of rotation (similar to circular polarization). 

A l l mentioned cases of light polarization, together with their characteristics, are shown in 
the Figure 2.2. 

Figure 2.2.: Visualization of light polarization states together wi th its characteristics - a) ellip
tical polarization, b) linear polarization, c) circular polarization. Taken and edited 
from [30]. 

When describing a light polarization, it is beneficial to use the Jones formalism. The so-called 
Jones vector is represented by a column vector which consists of a compact representation of 
the ^-vector components, 

k, z 

(a) (b) (c) 

(2.14) 
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where we got r id of the term expressing spatial and time dependent oscillatory behavior, 
exp{i(kzz — cut)}. The key feature of the Jones vector is that it describes the amplitude and 
phase of the polarized light in the (Ex, Ey) plane. Moreover, because what we are interested 
in is just a relative amplitude, we normalize the Jones vector, i.e., J * • J = 1, where the symbol 
"*" represents the complex conjugate. 

It is advantageous to use the Jones formalism to map the polarization state of light as it 
interacts with individual optical elements along the optical path. In this formalism, each optical 
element is represented by a 2x2 Jones matrix which induces modifications in the incoming, 
original polarization state. For an incident polarization state J , which is sent through an optical 
element A, we write the resultant polarization state J' as 

where the 2 x 2 matrix in Equation (2.15) is associated to the particular optical element. The 
mathematical description of a number of exemplary polarization states (e.g., linear, circular, 
elliptical) and 2 x 2 matrix representations of common optical components (e.g., polarizer, 
phase retarder) are summarized in the Appendix A of this thesis. 

Likewise, polarization changes of light upon reflection or transmission from a material can 
also be represented within the Jonex formalism. The change of polarization state caused by a 
reflection or transmission is equally described by corresponding matrices: 

The elements within the matrices are termed as the reflection r\j = EJ/Ej and transmission 
tij = Ej/Ej electric field amplitude coefficients. The electric field amplitude coefficients give 
us a ratio of reflected (or transmitted) light amplitudes E[ (or Ej) polarized along % = {x, y} 
- axis to the incident light amplitude Ej polarized along j = {x, y} - axis. 

2.3. Dielectric permittivity 

The electromagnetic wave sent on a material's surface causes electrons in the atomic orbitals 
to oscillate. This oscillatory motion of an electric dipole (negatively charged electron bound 
to a positive proton) is a secondary wave source. As the incident wave excites other electrons' 
oscillations, the secondary waves combine according to Huygens' principle. The £>-vector 
determines the direction of the electron oscillation, the electric displacement vector, according 
to Equation (2.2a). 

The interaction between light and matter is represented in the framework of electromagnetic 
theory via the dielectric permittivity tensor which for non-magnetic materials reads as 

where e° is an isotropic tensor, is a traceless matrix describing crystalline birefringence, 

(2.15) 

(2.16) 

(2.17) 
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and eoa is an optical activity tensor [30]. If we consider an isotropic and non-magnetic material 
with the only e° being non-zero, we see that the D- and E- vectors are parallel to each other 
(the dielectric tensor reduces to a scalar). Nevertheless, in the general case, the D- and E-
vectors have different orientations. 

In order to describe the magnetization-induced changes in the permittivity, the dielectric 
tensor is expanded in terms that are first-order and second-order in magnetization (neglecting 
higher order terms, since magneto-optical effects are generally small). In a cubic magnetic 
material, the permittivity tensor might be expressed by the following sum of terms 

1 -Qv"m3 iQvm2 \ I Bxm\ B2m1m2 B2m1m3\ 
iQymi 1 —%Qym\ + I B2m\m2 Biin\ B2m2m3 . (2.18) 

-iQvm2 iQvm1 1 / \B2mim3 B2m2m3 B^l J 

The first term describes a dielectric tensor including linear magneto-optical Kerr effects (with 
matrix elements linear in magnetization), where rrii are the normalized Cartesian components 
magnetization defined a s m = M / Ms along the cubic axes, and Qv is a complex material 
parameter known as a Voigt constant, denoting the strength of linear magneto-optical effects. 
By considering only the first term in Equation (2.18), the material Equation (2.2a) may be 
rewritten as [16] 

D = e0eiso (E + iQvm x E). (2.19) 

Equation (2.19) points to the idea that the magnetization vector m actuates in similar fashion 
as a Lorentz force in the material's electrons, the origin of this force being light illumination. 

The second term in equation (2.18) represents the Voigt effect (quadratic in magnetization); 
the complex constants B1 and B2 are also material parameters and are equal in isotropic or 
amorphous materials. 

2.4. Description of Kerr effects 
Although the dielectric permittivity tensor describes a connection of the magnetization and 
optical properties, it is not really a quantity that can be directly measured in an experiment. 
Instead, we may observe its effect once the light gets reflected (or transmitted) and describe the 
phenomena using magnetization dependant Fresnel reflection (or transmission) coefficients. 

The mathematic approach to the problem begins by considering the Maxwell equations and 
derived wave equation for the -E-field. Considering plane wave solutions for a given dielectric 
tensor e, on reaches an eigenvalue and eigenstate problem for the fc-vectors (or refractive 
indices) and polarization states (-E-field eigenvectors) of the propagating waves [27]. 

In further, we w i l l use another convention used in polarization optics. We define the s-
-polarization and p-polarization, which form a basis expressed in Jones formalism: 

(2.20) 

The subscript s stands for "senkrecht," perpendicular in German; the s-polarization repre
sents light having its polarization plane perpendicular to the plane of incidence. The p-polari-
zed light, from the German "parallel," describes light polarized in the plane of incidence. This 
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polarization basis is advantageous to describe M O K E experimental geometries for an arbitrary 
angle of incidence of light. Both polarizations are shown in a schematic Figure 2.3. 
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y 

polar 

Ker r Sens i t iv i ty ® — • l o n 9 ' t u d inal 

T t ransversa l 
Figure 2.3.: Introduction of used light reflection convention using s- andp- light polarizations 

as well as the plane of incidence, xyz—coordinate system, and corresponding Kerr 
sensitivity schematic. 

Upon solving the eigenvalue-eigenvector problem, and imposing the continuity relations of 
the field vectors and the interface between the incident medium and the magnetic medium, 
the Fresnel coefficients can be calculated [ ]. If we take only terms linear in magnetization, 
the reflection Fresnel coefficients are [30]: 

no cos #o — ni cos 6\ 
no cos #o + ni cos 6\ 

inofii cos #o (niz cos 6\ + mx sin 6\) Qy 
sp 

PP 

ps 

„ mz cos 6\ + mx sin 6\) Qy 
(ni cos #o + no cos 6\) (no cos 6o + ri\ cos 6\) cos 6\' 
rii cos ô — no cos 6\ 2 i n 0 n i cos #0 sin d\myQy 
rii cos #o + no cos #i rii cos 90 + n 0 cos 6\ 

inoTi\ cos #o ijnz cos 6\ — mx sin ^ i ) Qy 
(ni cos #o + no cos 6\) (no cos 6o + n\ cos ^ i ) cos d\ 

(2.21a) 

(2.21b) 

(2.21c) 

(2.21d) 

For deriving these equations, the Snell's law n 0 sin90 = ri\ sinOi, was used, where 9 is the 
angle of incidence. The subscript "0" indicates incident light half-space, whereas subscript "1" 
the materials half-space. In this convention, we take both angles from the surface normal. 

We can summarize the coefficients using Fresnel reflection matrix written in the Jones for
malism [32], 

R 
( rss TSp \ 

= ( 
\rps fppj \ 

(2.22) 
rs Amx + Bmz 

—Amx + Bmz rp + Cmy 

Other quantities in the equation above are the magnetization independent complex reflecti
vity terms rs and rp. Also, complex coefficients A, B, and C which are usually small compared 
to rs and rp when we measure Kerr effects. 
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The Fresnel coefficients strongly depend on experimental conditions (for instance, angle of 
incidence); this dependence can be further used to separate individual magnetization depen
dant components. 

As mentioned earlier, the Faraday and Kerr effects are rotational magneto-optical effects 
linear in magnetization, applying in light transmission and reflection, respectively [ ]. The 
Faraday effect, thus, can be observed only in transparent samples or very thin ones. On the 
other hand, the Kerr effect applies in a variety of samples, including any metallic or other 
light-absorbing materials. Even though both effects result from the same phenomenology, we 
wi l l further discuss the Kerr effect because our focus is mainly on metals. 

The Kerr effect might be explained correctly using magneto-optical tensor, Maxwell 's equati
ons, adequate boundary conditions, and arguments based on the Lorentz force concept. Even 
though we may use this semiclassical explanation, the magneto-optical effects originate from 
quantum mechanics and should be dealt with as such (see Section 2.5). 

Consider a magnetic material; the incident light with its ^-vector interacts wi th the mag
netization m according to equation (2.19), causing a secondary motion of electrons given by 
Vior = — Tn x E. The Huygens' principle then gives rise to the amplitude of light due to the 
Kerr effect called a Kerr amplitude RK- The regularly reflected light component is polarized in 
the same plane as the incident light, and we call this component regularly reflected amplitude 
RN- The superposition of both amplitudes hence leads to linear dependence on magnetization 
i f they are in phase. In case the amplitudes are not in phase, the emerging light is elliptically 
polarized, which can be changed back to linearly polarized using a compensator. The mentio
ned quantities are depicted in Figure 2.4. 

There are three geometries for measuring the Kerr effect, which differ in the relative orien
tation of a plane of incidence, initial polarization plane direction, and magnetization [ ], see 
Figure 2.4. 

1. Longitudinal effect: the magnetization lies in the plane of the sample and is parallel to the 
plane of incidence. In the case of 6Q = 0 ° , the secondary electron motion either reduces 
to zero or creates a Kerr amplitude RK parallel to the regularly reflected amplitude RN, 
resulting in no contrast. To observe the longitudinal effect, the oblique incidence needs 
to be chosen. The rotational effect is possible for both, polarization plane lying parallel 
or perpendicular to the incidence plane. 

2. Polar effect: the magnetization lies in the sample normal. If 90 = 0°, the rotation is the 
same for all linear polarizations due to the symmetry; it is also the strongest at normal 
incidence. 

3. Transverse effect: the magnetization lies in the plane of the sample and is perpendicu
lar to the plane of incidence. Incident light linearly polarized along the incidence plane 
results in the Kerr amplitude parallel to the reflected amplitude, which means no polari
zation plane rotation. To obtain a detectable rotation, the incident polarization must lie 
between perpendicular and parallel to the incidence plane. For incident p-polarization, 
the transverse effect (my magnetization) does not induce any rotation or ellipticity, but 
only a modulation of the reflected light intensity - see Equation (2.22). 
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Figure 2.4.: Schematic of magneto-optical Kerr effects geometries - a) polar Kerr effect: linearly 
polarized light at normal incidence, out of plane magnetization orientation, b) lon
gitudinal Kerr effect: linearly polarized light parallel to the plane of incidence, mag
netization lays in plane of the sample, and is parallel to the plane of incidence, c) 
longitudinal Kerr effect: linearly polarized light perpendicular to the plane of in
cidence, magnetization lays in plane of the sample, and is parallel to the plane of 
incidence, d) transversal Kerr effect: incident light linearly polarized parallel to the 
plane of incidence, the magnetization is in plane of the sample but perpendicular 
to the plane of incidence. Taken from [30]. 

2.5. Microscopic origin of magneto-optical effects 
If we consider just the first term of the equation (2.18) and perpendicular light incidence, we 
may derive an eigenvalue equation eE = n2E, from which we get the following eigenmodes 
[19] for the polarization state of light propagating in the magnetic medium 

These two eigenmodes represent left and right circularly polarized light, and because they 
have different eigenvalues, i.e., refraction indices, they w i l l also propagate through the mate
rial at different velocities (for an opaque medium, they w i l l also experience a slightly different 
absorption). Thus, both Kerr and Faraday effects may be thought of as a birefringence of cir
cularly polarized light or circular birefringence [19]. 

The microscopic explanation requires an assumption of both exchange splitting and spin-or
bit splitting. For simplicity, let us consider observing the polar Kerr effect at normal incidence 
with magnetization along the surface normal [33]. 

(2.23) 
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The exchange splitting originates from the Coulomb repulsion and Pauli's exclusion prin
ciple, which forbids pair of electrons to be in the same quantum state. This means that the 
energies corresponding to a triplet t i t j a n d singlet states have to be different; indices i 
and j represent different spins configurations of adjacent atoms [ ]. The exchange splitting 
results in the spin-up population of the individual atomic orbitals having different energy than 
the spin-down population. 

Spin-orbit coupling is a relativistic interaction that can be explained i f we consider an 
electron orbiting around the nucleus. In a coordinate system attached to the electron, it se
ems like the nucleus revolves around it. This circular motion reminds us of a current loop 
generating a magnetic field. This magnetic field interacts with the electron's magnetic mo
ment, connected to its spin, which results in a splitting of the atom's energy levels [ ]. We 
call this effect the spin-orbit splitting. The magnitude of the spin-orbit coupling is proportional 
to the atomic number of the nucleus Z; hence it is the strongest in heavy elements. 

In our simple case, we visualize only initial d and final p states because the d states are 
responsible for the ferromagnetic behavior. We w i l l also neglect exchange splitting of the 
unoccupied p states. 

The incident linearly polarized light may be represented by a superposition of eigenmodes 
from equation (2.23). Each eigenmode represents an individual photon wi th orbital quantum 
number / = 1 and magnetic quantum number mi = ± 1 , where each sign corresponds to one 
photon helicity. The selection rules allow transitions from the occupied d (i.e. / = 2) states to 
unoccupied p (i.e. / = 1) states. Furthermore, the law of conservation of the angular momentum, 
i.e., the mi selection rule Ami = ±1> must be obeyed, as well as the / selection rule Al = ± 1 . 

The schematic of energy levels together with possible electronic transitions is shown in 
Figure 2.5. The states are labeled using the terminology \l mi f) and \l mi \), where symbols 
ť and I again represent spin up and down, respectively. Energy levels for spin up are on the 
left, and in the middle, there are energy levels for a spin down; they are separated because of 
the exchange splitting. The finer separation of levels is caused by spin-orbit splitting. 

The vertical lines in the Figure 2.5 correspond to all possible transitions, including the con
servation of spin during electric dipole transitions (d —> p). The schematic on the right 
shows a resultant absorption spectrum for both circular polarizations. As discussed before, 
this circular polarization-dependent light absorption is known as circular dichroism. 

The circular polarizations recombine after the reflection, so the resultant light is again l i 
nearly polarized. However, due to the circular birefringence, the plane of polarization seems 
rotated with respect to incident one. 

A more detailed elaboration on description magneto-optical Kerr effects using quantum 
mechanics theory is provided in [ ], and [33]. 
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Figure 2.5.: Energy diagram of possible electronic transitions while taking into account the 
Al = ± 1 and Ami = ± 1 selection rules. We are considering exchange splitting of 
the d states, and spin-orbit splitting of both d and p states. Circular polarizations 
with different helicity excite specific states according to the selection rules, which 
leads to different absorption spectrum for both circular polarizations. Edited and 
taken from [19]. 
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3. V E C T O R MAGNETOMETRY OF 
MAGNETIC DOMAINS USING M O K E 

Gaining information about the connection of the magnetic microstructure of a material and 
its magnetization curve is challenging in general, particularly because the important role of 
chemical composition inhomogenities and defects (e.g., domain wal l pinning points) in the 
magnetization processes. To some extent, it is quite simple to predict the magnetization distri
bution or domain configuration of simple specimens with large and dominant magnetocrystal-
line anisotropy constants in zero externally applied magnetic field. However, things get more 
complicated when we apply a magnetic field, the specimen contains locally stressed regions, 
when we deal wi th an amorphous sample, or when we scale down the spatial dimensions of 
structures of interest. 

From all approaches used for domain observation, not all allow quantitative magnetization 
analysis. The common problem is that most techniques exhibit either a non-linear or indi
rect response to magnetization. One of the methods suitable for quantitative magnetometry is 
provided by magneto-optics. 

This chapter presents a strategy to perform quantitative vector magnetometry of ferromag
netic domains using magneto-optical microscopy. The proposed analysis is performed on pat
terned micrometer-sized permalloy (NiFe) structures and ferromagnetic FeRh thin films. 

3.1. Kerr signal separation 
In the following, a rather schematical description wi l l be provided on how the signal pro
portional to linear magnetization components can be measured using magneto-optical Kerr 
effects in the optical microscope setting. We w i l l focus on geometry in which we measure the 
horizontal component of magnetization using the longitudinal Kerr effect, i.e., the so-called 
longitudinal sensitivity. 

In a typical experiment, arbitrarily polarized or unpolarized light from a source is polari
zed by a linear polarizer, set so that incident light on the sample is p-polarized; this can be 
represented by p-polarized Jones vector Ef. 

The incident light interacts wi th the specimen surface and gets reflected, i.e., reflection ma
trix R introduced in equation (2.22) acts on the Ei vector as follows: 

Next, the polarization vector E' would have to pass through the compensator (quarter-wave 
plate), but for now, we simplify the problem and do not take it into account. Its role is to adjust 
the real and imaginary part of the reflected light vector E' in order to maximize the measured 
magneto-optical contrast [30]. 

After reflection, the light goes to the analyzer, which is a second linear polarizer. Here let 
a be an the orientation of the analyzer axis with s-polarization. The analyzer is set very close 
to the extinction position wi th respect to the polarizer, i.e., a = S, where S is a small angle. 
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Let us take the analyzer Jones matrix A with an angle a (see Appendix A) , the output Jones 
vector is then 

cos a sin a sin a I \rppJ \6 Oj \rppJ \ 5rsp j 

Where we took a = 6 and assumed s i n í ~ 6 and cos6 ~ 1, taking only the first terms 
of the Taylor expansion and omitting the rest. Next, we have to calculate the intensity I by 
squaring the Jones vector, because it is what we actually measure in the experiment. 

/ = \Ef\2 = \rpp\2 (\6 + amx + bmz\2 + \6 (amx + bmz)\2) ~ |%>|2|<5 + amx + bmz\2, (3.4) 

where the ratio rsp/rpp was simplified according to Equation (2.22) 

amx + bmz, (3.5) 
rsp Amx + Bmz Amx + Bmz 

T*PP ~t~ Cvriy vp 

where a and b are complex values and small, depending on the refractive indices of the inci
dent and magnetic medium, Voigt constant, and the angle of incidence, see Equation (2.21). In 
addition, the term in Equation (3.4) that is quadratic both in 6 and a, b was neglected. If we 
take a square of the expression on the right in the Equation (3.4) and omit again the quadratic 
terms in a and b, which are very close to zero, we get 

T . . _2 / Re(a) Re(6) \ , , 
/= \rpp\52 f l + - ^ m x + -^-mz) . (3.6) 

The expression in Equation (3.6) illustrates that the leading terms (in a, b) of the M O K E signal 
within this detection geometry are proportional to the longitudinal and polar magnetization. 

Another step is the separation of the individual magnetization components. The key to this 
approach is changing the angle of incidence because the complex coefficients a and b have 
different symmetries with respect to the inversion of the angle of incidence. The coefficient a 
changes sign when inverting the angle of incidence as can be concluded from the definition of 
rsp in Equation (2.21b). On the other hand, the coefficient b keeps its sign when inverting the 
angle of incidence, due to the evenness of the cosine function. 

Let us take the intensity of the light I\ wi th a certain angle of incidence, and intensity J 2 

with an inverted angle of incidence 

T / Re(a) Re(6) \ . , 
1 0 ( 26 m x + 26 m z J ' ( 3 J & ) 

T / Re(a) Re(6) \ . 
2 = °( 26 m x + 2 6 m V ' ( } 

Thus, i f we measure the signal with the original angle of incidence and then the inverted 
one and subtract them, we can extract the longitudinal component of the magnetization. In the 
other case, i f we add the two signals, we get the polar component of magnetization. The polar 
Kerr signal is, of course, maximum when the incoming light is nearly at normal incidence. 

31 



To measure the transverse magnetization component my, it is possible to follow the same 
strategy either rotating the whole sample by 90° or rotating the incidence plane. The first option 
is not recommended since it w i l l not be trivial to set the sample correctly The other strategy 
is better achievable because all it needs is to use a light source (typically light-emitting diode, 
LED) arranged in a horizontal and vertical line, see Figure 3.1. 
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Figure 3.1.: L E D lamp configuration schematic, which allows separating signal purely propor
tional to longitudinal, transversal or polar sensitivity 

3.2. Kerr microscope 
In previous sections, we already suggested a few principles of how is the measurement of Kerr 
effects done. The following section submits a rather comprehensive description of the simple 
working principle of the Kerr microscope. 

In general, wide-field Kerr microscopes are light reflection-based microscopes with strain-
-free optics necessary for polarization microscopy since strain in optical components causes 
polarization changes [ ]. The schematic of the ray paths is in the Figure 3.2. 

The Kerr microscope used for measurements in this work is an optical microscope from 
Evico Magnetics including polarization optics and using an array of white light stable LED 
lamps [35]. The instrument is equipped with 20 x and 50 x magnification objectives from Ze
iss, suitable for polarization-dependent measurements. In addition, a rotatable electromagnet 
allows applying fields up to 330 mT in the in-plane direction. 

The light is focused and polarized via a polarizer that has a set position. The magneto-optical 
Kerr effect induces rotation of the polarization plane as the light is reflected. Then the light 
passes through an adjustable compensator, which allows improving the Kerr signal since it 
removes the ellipticity of the polarized light i f properly set. Finally, rotating an analyzer that 
is nominally set close to the extinction causes contrast in the resultant image. Good conditions 
for Voigt- and gradient microscopy of in-plane domains are also possible thanks to centered 
aperture iris. 

Because Kerr contrast is rather weak in principle, image processing is required to enhance 
the contrast. The ideal technique to use in magnetic materials is difference imaging because 
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Figure 3.2.: Ray path diagram schematic of wide field magneto-optical Kerr microscope, left -
incident light branch, right - reflected light branch, taken from [35]. 

the magnetization can be manipulated by an external magnetic field. The background image 
(reference) is usually set as a saturated state. It is then subtracted from a live image containing a 
particular domain configuration. The ever-present noise in the image can be partially removed 
by averaging, whereas contrast can afterward be improved by digital contrast enhancement. 
Better contrast can also be achieved using interference layers. 

Measuring the magnetization loops in such a microscope is also possible. The loop is ob
tained when the average signal of a selected region is plotted as a function of the applied 
magnetic field. 

The L E D lamp used is a uniquely developed Kerr-LED lamp consisting of 8 white LEDs. 
The light is then guided via optical fibers, whereas the ends are arranged in a cross way. A n 
advantage of this configuration is that it allows activating individual LEDs, adjusting the light 
incidence geometry, and therefore choosing between different Kerr sensitivities (longitudinal, 
transversal, and polar), indicated in the Figure 3.1. Because of such arrangement of the LEDs, 
the transversal sensitivity is not actually gained using the transversal- but the longitudinal 
Kerr effect. 

In a basic configuration, the selected LEDs are steadily activated, providing the desired Kerr 
sensitivity. This mode allows: 

(a) longitudinal sensitivity wi th superimposed polar sensitivity, 

(b) transversal sensitivity with superimposed polar sensitivity, 

(c) pure polar sensitivity. 

The superimposed polar sensitivities are present because the dependence on the polar mag
netization component cannot be removed in this mode. 

Another configuration is the standard configuration in which the LEDs are run in a pulsed 
mode, providing: 

(d) pure longitudinal sensitivity, 

(e) pure transverse sensitivity, 

(f) simultaneous longitudinal and transversal sensitivities with superimposed polar sensi
tivity. 
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3.3. Quantitative magnetic domain analysis 
Usually, we are interested in magnetic thin films or microstructures, which means that the 
magnetization lies in the plane of the sample, in most cases. When measuring single in-plane 
sensitivity (i.e., longitudinal or transversal), we get information only about one magnetization 
component. To map both in-plane magnetization components, we would have to either rotate 
the sample precisely or adjust the polarizer together wi th the analyzer. Another possibility is 
the (f) mode discussed in the previous section, providing simultaneous measurement of both 
sensitivities by combining experiments at different angles of incidence, which is by far the 
most convenient. 

The most direct principle of determining the whole magnetization function is comparing 
both images of desired domain configuration (longitudinal and transversal sensitivity) with 
images of known magnetization states - the saturation states [36]. 

Our model assumes that the intensity measured by both sensitivities is linear in individual 
magnetization components and includes a direct component. Furthermore, we assume mag
netization being normalized, hence depends only on the radial angle $ as follows, 

M = (mx,my) = ( c o s $ , s i n $ ) . (3.8) 

The longitudinal intensity J; then can be written: 

/ , ($) = A z c o s $ + Il>0, (3.9) 

where A\ is the amplitude that needs to be normalized, and J^o is the direct component. The 
quantities Ai and J^o can be expressed in terms of maximum Iijjnax and minimum Iijjnin values 
of the Ii function as: 

Ai = 2 i1i,o = 2 ' (3.10) 
Substituting back and expressing the cosine term leads us to 

.111111 
1 — cos$ = —-j —mx. (3.11) 

.max J J ,m in 

2 
The same can be repeated for a transversal intensity It; therefore, we get 

J -*t ,max . nun 
t s i n $ = —-j j4 = mv. (3.12) 

-U ,max — Jt ,min y 

2 
The measured image consists of a number of pixels, each having an intensity value. Because 

each pixel contains information from both sensitivities, we can define in-plane magnetization 
for each pixel. 

Finally, because we are interested in the angle between the magnetization and the x—axis 
$, we calculate 

$ = arctan — 1. (3.13) 
Km. 
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One of the objectives of this work was to develop a platform for calculating the in-plane 
magnetization vector field. The graphical user interface (GUI) of the platform was developed 
in MatLab 2016b and is described in Appendix B. 

The reason why we need the reference saturation images is to figure out the quantities 
h,maxi Ii,mini It,max, and It,min- A t the same time, the l\ and It are sensitivities of the image we 
want to investigate. 

In Figure 3.3 both horizontal and vertical sensitivity images are plotted in rows, reference 
images are the first two images of both rows. Note, that saturation images in the first co
lumn are homogeneous in intensity due to the image subtraction needed for difference image 
technique. The column on the right shows a magnetic remanence configuration (Hext = 0), 
showing a multidomain state. The output image is converted from a grayscale image to a co
lorized image to highlight the magnetization vectors orientation, accompanied by plotting a 
vector field, see image 3.3c). The shown image under research is permalloy microstructures. 

Figure 3.3.: Rows a) and b) show intensity proportional to longitudinal and transversal com
ponent of magnetization, respectively. The first two images in each row are refe
rence saturation images needed for calculation of i j j m o s , Ii,min, It,max, and It,min, 
last image in corresponding row shows a remanent magnetization state, i.e., state 
of interest we want to analyze. The resultant image c) is plotted using color-wheel 
indicating orientation of magnetization together with vector field. The procedure 
was done on permalloy microstructures. 

35 



The platform also allows to post-process the resultant images, which is especially useful 
when investigating microstructures, it may be beneficial to get r id of the non-magnetic bac
kground signal, which is possible in the proposed GUI, as shown in the Figure 3.4. Next exam
ple is a permalloy square structure, this time zoomed closer, see Figure 3.5. 

Figure 3.4.: Masked and filtered permalloy structures image using binary mask, which removes 
undesired background signal. 

Figure 3.5.: Filtered image of remanent magnetization state of permalloy square structure v i 
sualized by proposed computational platform. 
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3.4. Discussion of measured results 
In the permalloy structures images (see Figure 3.4), we can see how different energy terms 
influence the configuration of magnetic domains. For instance, the structures are large enough 
to allow magnetization to split into multi-domain states. If the structures were too small, the 
exchange interaction would tend to hold all the moments lie parallel. A n external magnetic 
field large enough would need to be applied to invert the moments' orientation. 

It has to be taken into consideration that permalloy consist of a particular Ni-Fe alloy 
(with about 80% nickel and 20% iron content) that has nearly zero magneto crystalline ani-
sotropy, such that no preferential crystalline orientations of magnetization exist. That is why 
the occurrence of a magnetic vortex state is possible. 

Another energy term contributing greatly to the shape of domains is the magnetostatic 
energy-, or in this case, rather the shape anisotropy term. It appears that the observed system 
tries its best to avoid magnetization pointing in or out of the structure edge. The magnetization 
is always parallel to the edges of the structure and creates magnetic flux closure patterns 
simultaneously. 

The next sample under study is a thin film FeRh on a M g O (001) substrate. FeRh thin films 
were grown epitaxially on M g O (001) substrates using the magnetron sputtering deposition 
at elevated temperatures and post-growth annealing. The films were grown wi th assistance of 
Jon Ander Arregi. 

FeRh has a body-centered cubic like (BCC-like) structure, and its lattice parameter corre
sponds very well to the diagonal lattice parameter of the cubic MgO. This lattice parameter 
correspondence is the key for epitaxial growth of the FeRh thin film. 

In the Figure 3.6, we plotted a multi-domain state of a 40-nm-thick FeRh thin film, the image 
is filtered. Because of its well-defined crystal structure, the FeRh has two perpendicular easy 
axes, i.e., the FeRh has the so-called biaxial anisotropy. These easy axes (defined along the in-
-plane FeRh [100] and [010] direction) correspond to the diagonal orientations in Figure 3.6. 
We can see that the anisotropy constant of FeRh is relatively large since all moments lie along 
the diagonal easy axes after demagnetizing the sample using an oscillatory field. Similarly, a 
raw FeRh thin film image is plotted in Figure 3.7. 
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Figure 3.6.: Visualization of remanent magnetization state of FeRh thin film, where the effect 
of biaxial anisotropy is dominant. Noise extraction was performed using a median 
filter. 

Figure 3.7.: Raw image of a different FeRh remanent magnetization state. No noise extraction 
techniques were used in this case. 
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4. VOIGT E F F E C T OBSERVATION OF 

MAGNETIC DOMAINS 
Motivated by the renovated interest in antiferromagnets [ ], there are still a lot of proper

ties and phenomena to discover in these materials. In order to understand their behavior better, 
we need to be able to visualize their magnetic structure. The absence of total magnetization in 
the antiferromagnet makes its observation using conventional magnetometry difficult. There
fore, the Kerr effects cannot generally be used for antiferromagnetic materials. On the other 
hand, the Voigt effect is sensitive merely to spin-axis (or to magnetization axis) orientation, 
with a visual contrast between two orthogonal spin-axis orientations. Because of this, the Vo
igt effect is a great candidate for magneto-optical observation of antiferromagnetic domain 
configurations, which was already shown by observing NiO (001) thin film [10]. 

4.1. Voigt effect description and measurement principle 

First-order magneto-optical effects (Kerr and Faraday effect) typically induce primary rotation 
of polarization plane, including a variation of ellipticity. Thus, we can say that in terms of the 
reflectivity matrix in Equation (2.22), these effects influence the off-diagonal elements rsp, rps 

and rpp of the matrix. In contrast, quadratic magneto-optical effect impact light propagation 
differently along two perpendicular orientations. We can interpret this like the linear effects 
may be thought of as "circular magnetic birefringence," and quadratic effect as a magnetically 
induced linear birefringence [30]. 

In order to meet a condition for the Voigt effect, we need to come wi th linearly polarized 
light at normal incidence. As the light reaches the medium, it decomposes into two eigenmo-
des, each influenced by a different index of refraction n± and n\\ corresponding to the parallel 
and perpendicular components wi th respect to the magnetization axis, respectively. After re
flection, the two components compose back, but the plane of polarization is rotated because 
different indices of refraction caused different phase retardation. The rotation is proportional 
to M2, and the sense of rotation depends on the relative orientation of the spin-axis and plane 
of polarization. Furthermore, the reflected light usually contains an ellipticity. 

Therefore, upon a geometry in which the incident polarization plane is parallel or perpen
dicular to the magnetization w i l l not be decomposed, and hence no Voigt rotation appears. 
However, having the incident light slightly off the magnetization orientation causes some Vo
igt rotation; the rotation (or the contrast) is maximized when the angle is 45°. 

Basically, the main difference between Kerr and Voigt contrast is its dependence on the 
magnetization direction: Kerr rotation is direction-sensitive, whereas Voigt rotation is axis-
-sensitive. This quadratic symmetry of the Voigt effect may be well explained by considering 
a strain birefringence of material due to magnetostriction. In Kerr effect observation, the best 
contrast is gained from antiparallel domains. However, for the Voigt effect, the oppositely 
oriented domains cannot be distinguished. Moreover, the symmetry of a dielectric permittivity 
tensor in Equation (2.18) results in the maximum domain contrast while, consequently, these 
domains magnetizations are oriented at ±45° relatively to initial polarization. 

In practice, the reflected light is always elliptical. Because we can detect only linearly po
larized light, the combined use of a compensator (phase retarder) and an analyzer is required. 
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Changing their relative orientation near the extinction condition allows for inversion of the 
Voigt effect, as well as maximization of the associated Voigt contrast. 

4.2. Observation of the Voigt and gradient effect 

To obtain sufficient contrast, we use the differential image technique, in which we open the 
analyzer (or compensator) by a small angle ip, take a background and subtract. Then we set the 
analyzer (or compensator) to the — ip position. Usually, image post-processing methods need 
to be used to enhance the image quality. These methods include image averaging to improve 
the signal-to-noise ratio, image shading optimizing an intensity homogeneity of the image, 
digital contrast adjustment that broadens a histogram of the given image. 

When we measure the Voigt effect, we ordinarily encounter some gradient effect contribu
tion. The gradient effect is also a second-order magneto-optical effect, proportional to mag
netization change along a certain axis. Due to this, we can detect signal only in areas where 
magnetization changes. Thus no contrast occurs between domains but rather in the domain 
walls where the magnetization has to turn quickly; this situation is very well visible in the 
Figure 2.1. Similar to the Voigt effect, the gradient effect is also sensitive to axes oriented ±45° 
from the incident polarization plane. 

We started the Voigt effect measurements wi th a well-known specimen and ferromagnetic 
materials so that we could first observe a given domain configurations using linear Kerr ef
fects and thus expect particular results. A l l the following images were taken at zero external 
magnetic field. 

First, we examined the permalloy structures sample, which we investigated in the previous 
section; see Figure 3.3. We set the LEDs to fulfill the condition of normal light incidence. The 
polarizer is set such that the plane of polarization was horizontal. Because of another Voigt 
effect condition, we could observe domains with magnetization oriented ±45° from the po
larization plane. To confirm that, we executed this measurement on the selected structure, a 
rectangle. Due to shape anisotropy energy, a usual multi-domain state is a Landau pattern or 
similar. The result of the measurement is depicted in the Figure 4.1, where no significant con
trast between domains is visible. On the other hand, a strong gradient signal was detected at 
domain walls, where spatial magnetization gradients concentrate. 

In order to visualize the actual domains and not just the domain walls, we need to either 
rotate the polarizer or the whole sample; since the analyzer can be rotated in a ±10° range 
only, we are not able to conduct the first option, we chose the second. In Figure 4.2a), we 
present multiple structures. The magnetization state of the oval structures show distinct flux 
closure states and the rectangular ones show well visible Landau patterns. The inset of the 
figure defines the spin axis contrast given by the Voigt effect. 

Another image was taken with an inversed analyzer position; hence, the contrast is reversed 
see Figure 4.2b). Again, we can see Landau patterns in the rectangular structures and certain 
domain configurations in round structures. 

Next, we tried to check the resolution limit by imaging smaller structures still using the 
same objective. The result is plotted in the Figure 4.3a). Except for Landau patterns, magnetic 
vortices are easily detectable thanks to a characteristic line in the central part of the individual 
structures originating from the gradient effect. The Figure 4.3b) shows that visualizing even 
smaller structures (a few microns) is possible. 
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I I 

Figure 4.1.: Imaging of a micromagnetic permalloy rectangle via second-order magneto-optical 
effects illustrating the need for rotation of the sample by ±45° in order to see Voigt 
effect-induced contrast between domains. The image shows prominent gradient 
effect at domain walls. 

a) b) 
Figure 4.2.: Imaging of remanent magnetization states of permalloy structures using Voigt ef

fect. Rectangular structures are in multi-domain states, creating a Landau patterns. 
Image a) and b) have opposite analyzer-compensator setting thus showing oppo
site contrast. 

As in the previous section, we also investigated ferromagnetic FeRh thin films. A t zero mag
netic field (remanent magnetization state), we found out that magnetization likes to lie along 
the easy axes, which are orthogonal. Upon orienting the easy axes along the diagonal directi
ons in the field of view, magnetic domains in the remanent state correspond well to the Voigt 
effect sensitivity. 

The Figure 4.4 shows a multi-domain state; due to the already mentioned orientation of the 
easy axes, the measured intensity creates a "checkerboard" pattern. 

After rotating the sample by 45°, the easy axes are also rotated, and so did the domain stripes 
in the Figure 4.5. Here we can see a significant gradient effect near the domain walls. 
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Figure 4.4.: A check-board pattern typical for remanent magnetization state for biaxial aniso-
tropy-dominant FeRh thin film. 

4.3. Consecutive Kerr and Voigt imaging 

Unti l now, we were using the second-order effects to visualize magnetization states, but we 
did not know what the domain configuration looks like precisely. For this reason, we used the 
quantitative magnetometry platform. 

We measured the Voigt image of a chosen domain configuration in the first place. Next, 
we performed Kerr imaging of the same magnetization state; we had to destroy the state by 
saturating to gain reference images for the Kerr magnetometry computation. Thanks to this 
approach, it was possible to plot a magnetization vector field in the Voigt image. 
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Figure 4.5.: Narrow but long magnetic domains of FeRh thin film, the contrast between doma
ins is visible due to the Voigt effect, in the right upper corner there is a prominent 
manifestation of the gradient effect. 
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a) b) 
Figure 4.6.: Visualization of the same multi-domain configuration of permalloy square via both 

Voigt imaging and Kerr imaging. The quantitative magnetometry platform displays 
a colorized magnetization image and vector field with removed background b), the 
same vector field is than plotted on top of the Voigt image a). 

Such procedure was applied on the well-known permalloy structures, this time using an 
objective with larger amplification. Both images are plotted in the Figure 4.6, in which both 
Voigt and gradient contrast are significant. 

The same measurement was done for the ferromagnetic FeRh film; see Figure 4.7. 
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a) b} 
Figure 4.7.: Kerr b) and Voigt a) imaging performed consecutively to map the magnetization 

state of FeRh thin film. 

4.4. Investigation of antiferromagnetic phase of FeRh 
using Voigt effect 

One of the reasons that make FeRh such an interesting material is that it undergoes a phase 
transition from anti- to ferromagnetic phase upon heating and vice versa upon cooling. The 
transition is gradual, and i f we measure the dependence of the magnetization on the tempera
ture, we find out that it has a hysteresis-like character. 

For temperature-dependent measurements, we mount the sample on a Peltier heating stage. 
A difference between the two phases is visible by ordinary reflection of the light - no magneto-
-optics needed, it is because they have different reflection coefficients. 

We start at room temperature (the whole film is antiferromagnetic), then heat the sample 
slowly until the ferromagnetic phase starts appearing, see Figure 4.8a). In this case, the an
tiferromagnetic phase is bright, and the ferromagnetic phase dark. After heating the sample, 
even more, the whole film becomes ferromagnetic. Without applying any external magnetic 
field, we measured the Voigt effect (Figure 4.8b)) and again observed the "check-board-like" 
pattern, but the domains were much smaller, typically 3 um, compared to those in figures 3.6 
and 4.7, which are usually elongated along one dimension and narrow in the perpendicular 
one, or form the "check-boards" of characteristic size ~ 10 um. Applying an external magnetic 
field destroys this state, and it is not possible to retrieve the state and form such small domains 
unless we repeat the cooling and heating process. 

Cooling down the sample caused nucleation of the antiferromagnetic phase (bright), as de
picted in Figure 4.9a). We did not proceed wi th the cooling but tried to measure the Voigt 
effect, see Figure 4.9b), where we see that the antiferromagnetic phase shows contrast only on 
its edges. This indicates that what we see is a gradient effect when the magnetization is tran
sitioning from one phase to the other. The larger antiferromagnetic region in the left upper 
corner does not show any hint of the Voigt effect-induced contrast. 

The same we see when we let the sample cool down to room temperature, at which the 
entire film is antiferromagnetic. Measuring the Voigt effect at this point does not provide any 
domain visualization. 

However, we repeated the Voigt effect measurements during heating or cooling with a dif
ferent sample on which there was a much thicker layer of the FeRh. 

We measured the optical reflectivity of the mentioned sample, depicted in the Figure 4.10, 
both during heating and cooling. From here, we see that antiferromagnetic phase transitions 
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last near defects when heating and vice versa; nucleates there first during cooling. Also, both 
phases grow in preferential directions - image diagonals which correspond to the main axes 
of the FeRh crystal structure, which are the easy axes. 

A n image gained by reflectivity is plotted in the Figure 4.11a), where again, the darker regi
ons are ferromagnetic while the bright background is antiferromagnetic. When we measured 
the Voigt effect, see Figure 4.11b), we found that we can get a certain domain picture. In the 
end, we were able to visualize the ferromagnetic domains, but it is challenging to separate the 
Voigt- and the gradient effect contributions. 

We did the same while cooling, investigating the antiferromagnetic phase, which is plotted 
in Figure 4.12a) and its Voigt imaging 4.12b), where we managed to see some contrast. Figure 
4.12b) proved that it was possible to visualize antiferromagnet using second-order magneto-
-optical effects. 

\ 

| ' ft 

a) b) 
Figure 4.8.: a) Observation of coexistence of ferro- (dark) and antiferromagnetic (bright) phase 

of FeRh. The image is obtained via regular light reflection, the contrast between 
the two phases appears due to different reflection indices. Image b) shows a Voigt 
imaging of fully ferromagnetic FeRh thin film. 

-* 9 
V 

1 
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b} 

Figure 4.9.: Image a) was gained by light reflectivity technique performed on FeRh during co
oling, the antiferromagnetic phase (bright) is growing in the ferromagnetic matrix 
(dark). The Voigt effect measurement was done upon the same state b), we can see 
a typical contrast in the ferromagnetic matrix but no contrast in the antiferromag
netic regions. 
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Figure 4.10.: Series of images illustrating nucleation and growth of ferromagnetic and anti-
ferromagnetic phase upon heating and cooling, respectively. 

a) b) 
Figure 4.11.: Zoomed view of ferromagnetic phase (dark) of FeRh growing in the antiferro-

magnetic matrix (bright) - a) optical refleticity image, b) Voigt imaging. 
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Figure 4.12.: a) Image gained via optical reflectivity technique of antiferromagnetic phase 
(bright) growing in the ferromagnetic phase (dark), b) Imaging using Voigt- and 
gradient effects shows the possibility to visualize the antiferromagnetic phase. 
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CONCLUSION 
In the thesis presented, we pay our attention to the magnetic domain microstructure of the 

nanoscale magnetic systems wi th a focus on the visualization of magnetization states. 
Initially, the mathematical background that is important for the description of magnetic 

fields and magnetization in typical magnetic materials is introduced; this chapter also sum
marizes elementary magnetic interactions leading to various energy terms, as well as their 
effect on the domain structure. A phenomenological explanation of ferromagnetic hysteresis 
and magnetization processes is provided. 

In the following chapter, we pay our attention to describing the interaction of light with 
magnetic matter via electromagnetic field theory, i.e., magneto-optics. Here, the Jones forma
lism is described, a useful mathematical tool for the computation of polarization state changes 
as light interacts with a sample or various optical components. Special focus is put on the 
magneto-optical Kerr effect, as well as its macroscopic and microscopic origin. 

The experimental results are summarized in two chapters. In the first chapter of the expe
rimental part, we present the experimental analysis path of the polarized light to achieve the 
separation of Kerr-induced contrast produced by each magnetization component. Next, a stra
tegy is proposed for the computation of the in-plane magnetization vector from Kerr images 
measured wi th horizontal and vertical magnetization sensitivity. A graphical user interface de
signed in the MatLab 2016b environment does the calculation; the developed platform makes 
the magnetization computation in an automated way using reference images for calibration. 
The resultant magnetization map is then visualized using both colormap and vector field repre
sentations. It also allows for several image processing and noise filtering techniques to improve 
the output image. The visualization platform is tested on various permalloy microstructures 
and on FeRh thin film. 

The second experimental part is centred on imaging magnetic specimens using second-or
der magneto-optical effects such as the Voigt and gradient effect. The measurements are again 
conducted upon the well-known permalloy microstructures as well as the FeRh thin film. A d 
ditionally, temperature-dependent reflection contrast imaging is performed to visualize the 
coexistence of ferromagnetic and antiferromagnetic phases in FeRh. Furthermore, the magne
tic state of the regions in each phases is investigated utilizing second-order magneto-optical 
effects. 
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LIST OF ABBREVIATIONS 
H D D hard disk drive 

M O K E magneto-optical Kerr effect 

RCP right-circularly polarized light 

L C P left-circularly polarized light 

L E D light-emitting diode 

GUI graphical user interface 

B C C body-centered cubic 
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A . L I G H T POLARIZATION A N D OPTICAL 
COMPONENTS IN T H E JONES 
FORMALISM 

We recover the general definition of the Jones vector to represent polarized light as 

On the following, we may indicate the Jones representations of a set of most common pola
rization states using this notation. For instance, linearly polarized light with a slope a can be 
represented as [30] 

J a = ( C 0 S a ) , (A.2) y s m a J 

while both types of circular polarization are expressed as 

J R C P = 4= ( M , JLCP = 4= (T) • (A.3) 
v ^ V - V V2VJ' 

On the other hand, the Jones vector for the most the general elliptical polarization state is 

T ( cosVl \ 
Jell = „;„ n.iA<A , (A.4) x s in f t e i A < ^ 

where Q = arctan (E0y/E0x). Furthermore, the individual components of the ^-vector may 
be written in the Jones formalism as follows, 

' = ( J ) , Jy = ( J ) • (A-5) 

Because the two components are orthogonal, Jx • J* = 0, the two vector form a basis and 
they are therefore suitable for defining all other polarization states, for example, both circular 
polarizations: 

JRCP = (Jx - iJy), JLCP = —/=• (Jx + iJy) • ( A -6) -j= (Jx - iJy), JLCp -

We might notice that even JRCP • JLCP = ® fulfills, which also means that the RCP and LCP 
polarization states are orthogonal (and orthornomal), and hence can be used to describe all 
possible polarization states; for instance, linearly polarized light can be expressed as 

1 % 
Jx = (JRCP + JLCP) , Jy — ^ (JRCP — JLCP) • (A.7) 

In addition, we describe here the 2 x 2 Jonex matrix representation of exemplary optical 
components acting on the polarization state of light. One of the simplest optical elements is a 
polarizer. The key role of the polarizer is to change the initial polarization state to a specific 
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pre-defined state. There are different types of polarizers based on different physical principles, 
such as absorptive, reflective polarizers, etc. In the following, we w i l l focus on absorptive 
polarizers. 

Absorptive polarizers are made of specific materials whose crystal structure shows optical 
anisotropy [30]. Linear polarization passing through certain axes remains unchanged, while 
perpendicular polarization is absorbed; such material is called dichroic. The Jones matrix de
scribing a polarizer polarizing (i.e., letting pass) the incident light along the x—axis is given 
by 

APoi = ( i ° ) • (A.8) 0 0, 

If we want to polarize the incoming light along a specified angle apoi, we need to apply a 
rotational matrix and inverse rotational matrix, leading to 

^ _ /cos a — s i n c A (\ 0 \ / cos a s i n c A _ / cos a 2 cos a sin a\ /^a) 
p o l , a ysina cos a J I 0 Oy sin a cos a y y c o s a s i n a sin a 2 J' 

Another optical element of interest in polarization microscopy is a compensator or phase 
retarder. The compensator is made of a material that is said to be birefringent. Generally, bi-
refringent materials are the ones that have two different indices of refraction. The incoming 
light is split into two rays in uniaxial materials, called ordinary and extraordinary, which are 
perpendicularly polarized. Each ray (or polarization state) experiences a different index of 
refraction as it passes through the material. 

The optical axis with a lower index of refraction is called the fast axis, and the other is 
termed as the slow axis. This principle is used to modify the incoming polarization state. Using 
a suitable birefringent plate of a certain thickness, we may compensate the path difference 
between the two perpendicular polarizations, introducing an effective phase shift between the 
two. We call such a device a compensator. 

In wide-field microscopy, the most used compensators are Brace-Kóhler compensators be
cause they cause a homogeneous wavelength-dependent phase shift [16]. Depending on the 
path difference, there are quarter-wave (i.e. A/4) and half-wave (i.e. A/2) plates. For instance, 

incoming light polarized along the x-axis, Jin — ( ~ J, passes through a quarter-wave plate 

with the fast axis rotated by 45°, represented by Jones matrix: 

1_ f 1 -i 
Aqwp = -f=[ , 1 J . (A.10) 

The emerging polarization w i l l be 

J out AqWp 'Jin -\J^2 1 i) ' (̂ ""H) 

which is a right-circular polarization, or RCP. Of course, the quarter-wave plate can be used 
vice versa, to change the elliptical or circular polarization to (nearly) linearly polarized light. 
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B. QUANTITATIVE MAGNETOMETRY G U I 
In Figure B.la), we give a view of the quantitative vectorial magnetometry platform en

vironment. The computational procedure starts wi th loading reference and to-be-processed 
magnetization state images. The loading is done by clicking the "Browse" buttons and selecting 
desired images. The next step is to select the region of interest (ROI), where the user can ei
ther put in the coordinates of a ROI rectangle manually and click "Manual" button, or select 
the other option by clicking the "Cursor" button, such that the user than drags and drops the 
ROI rectangle in the displayed reference image. The selected ROI must be a magnetic region. 
This is crucial because within this ROI the program acquires the Iijjnax, h,min, h,max, and It,min 
calibration intensities. After pushing the "Process" button, the colorized image is displayed to
gether with a vector field, whose density can be adjusted using a discrete knob. Sometimes, 
the resultant image is too noisy, for this purpose the application offers different noise filters. 

In the second panel in Figure B.lb), the platform allows calculating the relative change of 
saturation magnetization, this might be especially useful when investigating microstructures. 
The user selects a magnetic area as well as a background area and thanks to the Kerr contrast 
as a result of the presence of a saturation magnetization, the magnetic and non-magnetic parts 
of the image are well separated. Next, a threshold value is selected and a binary mask created, 
then it is possible to remove the background as well as its vector field. The process of masking 
the background is depicted in Figure B.lc). 
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Figure B.I.: a) Graphical user interface of the developed platform - default panel providing 
basic processing, b) panel calculating relative saturation magnetization change and 
background removal, c) analysis path of the background removal process. 
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