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The Effect of Affordable Data Integration Services on 

Start-up Businesses 
 

Abstract 

 

Historically, the term Data Integration has become more familiar and famous in the last 

decade. Data integration is essential in business when it comes to collecting data for 

market research. The process of combining data from several sources and providing 

individuals with a single view of it is known as data integration. This technique is crucial 

in a number of circumstances, including those in the commercial (such as when two 

businesses with comparable products or services must consolidate their databases). 

 

Businesses attempt to make the raw data they have collected from customers cohesive data 

while deciding what actions to do next. Data mining is becoming more popular among 

businesses as a way to gather data and trends from databases, which aids in the creation of 

fresh company plans that improve operations and speed up economic analysis. To increase 

their chances of success, business intelligence has modified a type of data integration by 

compiling the massive amount of data they gather into their system. 

 

With the eruption of large data and the necessity to share existing data, data integration 

arises more frequently. It has been the subject of significant theoretical research, yet there 

are still many unresolved issues. The integration of data promotes internal and external 

user collaboration. In order to offer synchronous data across a network of files for clients, 

the data being integrated must be obtained from a heterogeneous database system and 

turned into a single coherent data store for better analysis. 

 

Keywords: ETL, Reverse ETL, Data Pipeline, API, Aggregation, Virtualisation, 

Transformation, Migration, Integration, Silo, Data Governance, Replication 
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Vliv Cenově Dostupných Služeb Integrace Dat na 

Začínající Podniky 

 
 

Abstrakt 

 

Historicky se termín datová integrace stal známějším a slavnějším v posledním desetiletí. 

Pokud jde o shromažďování dat pro průzkum trhu, je integrace dat v podnikání klíčová. 

Integrace dat je proces slučování dat z několika zdrojů a poskytování jednotného obrazu o 

nich. Tato technika je klíčová za řady okolností, včetně těch komerčních (například když 

dva podniky se srovnatelnými produkty nebo službami musí konsolidovat své databáze) . 

 

Podniky se pokoušejí ze surových údajů, které shromáždily od zákazníků, udělat ucelené 

údaje a zároveň se rozhodnout, jaké kroky podniknout dále. Data mining je mezi podniky 

stále populárnější jako způsob shromažďování dat a trendů z databází, což napomáhá 

vytváření čerstvých podnikových plánů, které zlepšují činnost a urychlují ekonomické 

analýzy. Aby zvýšili své šance na úspěch, upravili business intelligence typ integrace dat 

tím, že shromažďují obrovské množství dat, která shromažďují, do svého systému. 

 

S erupcí velkého množství dat a nutností sdílet existující data vzniká datová integrace stále 

častěji. Je předmětem významného teoretického výzkumu, přesto stále existuje mnoho 

nevyřešených otázek. Integrace dat podporuje interní i externí spolupráci uživatelů. Aby 

bylo možné klientům nabídnout synchronní data napříč sítí souborů, je třeba integrovaná 

data získat z heterogenního databázového systému a přeměnit je v jedno ucelené datové 

úložiště pro lepší analýzu. 

 

Klíčová slova: ETL, reverzní ETL, Datový kanál, API, Agregace, Virtualizace, 

Transformace, Migrace, Integrace, Sila, Správa dat, Replikace 
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1 Introduction 

The general purpose of information system integration is to bring together specific systems 

into a unified, fresh whole, giving users the appearance that they are interacting with only 

one system. The need for integration stems from two factors: In order to make it simpler to 

access and reuse information from a single information access point, an integrated view 

can first be constructed from a collection of already-existing information systems. Second, 

data from numerous complementary information systems are combined in response to a 

piece of specific information required to produce a more comprehensive basis for doing so. 

 

Nowadays, it is typical for firms to run several information systems simultaneously. 

Businesses that employ these techniques miss out on lucrative business opportunities in 

markets with intense competition. The integration of current information systems is 

becoming more essential in this circumstance since long-term investments in present IT 

infrastructure are being utilized while dynamically satisfying business and customer 

objectives. 

 

I started my IT career two years ago with a company called Dataddo, that is specialised in 

meeting clients' needs to provide data integration solutions and manage their data and the 

flow of migrations pipelines. It’s also a company that is based in Prague. I have learned in 

these two years the needs of clients and common and unique use cases on why they want to 

integrate their data. I have also had first-hand experiences in developing data pipelines and 

also data transformation. This project illustrates the knowledge I have gained in dealing 

with clients and handling their projects and developing new technologies to automate these 

processes. 



 
 

 

 

 16 

2 Objectives and Methodology 

2.1.  Objectives of the Study 

• This thesis aims to investigate how Data Integration services can help small to 

medium-sized companies (or start-ups) in identifying, analyzing and studying the 

performance of their work.  

 

• The thesis will investigate the differences between different types of data 

integration methods. For example, ETL vs ELT integration methods.  

 

• The thesis will also explore how pricing for such services could affect how 

customers and data integration scientists find benefits in data transformation and 

data loading.  

 

• The end expected result will be to have a clear understanding of why data is the 

new trend for marketing teams and how it helps boost small businesses using data 

pipelines to flow customers’ data to their dashboard reports to analyse them. 

2.2.  Methodology of the Study 

This work will be a case study. It will include the theoretical exploration of Data 

Architecture, Data Transformation, Data Manipulation and other Data techniques and 

knowledge that revolves around the use of data. The case study will also look into some of 

the very few Data Integration companies that are available in the Czech Republic and abroad.  

 

In addition, an interview will be inducted with some customers who use integration 

solutions, and to what extent it benefits them to have such a tool in their arsenal. Finally, the 

case study will also dive into how to construct a data pipeline using the API offered by many 

services, and how to make a business out of such development.  
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3 Literature Review 

3.1.  Business Intelligence 

Business intelligence (BI), in the words of (Dayal et al. 2009) is a technology stack, tools, 

and techniques for gathering, integrating, purifying, and mining corporate data for 

decision-making. These include data mining, data warehousing, analytics, reporting, and 

visualisation. The BI architecture of today was created for strategic decision-making, 

where a small group of knowledgeable users evaluate historical data to create reports or 

models, and where decision-making cycles might take weeks or months. 

 

The primary objective of business intelligence is to assist organizations in analysing 

customer behaviour. It aids in identifying current market trends and identifying concerns or 

challenges. Using past data, business intelligence aids in making decisions during critical 

situations. This historical data is viewable but not editable. It provides extensive 

information about the processes of a business nature, hence increasing the value of those 

processes and allowing for more accurate conclusions. (Sreemathy et al. 2021) 

3.2.  Data Migration 

Data migration is the process of moving data from one system to another. Enterprises 

migrate their data for a variety of reasons. They may be required to remodel a whole 

system, upgrade databases, create a new data warehouse, or combine fresh data from an 

acquisition or other source. 

 

(Sreemathy et al., 2021) say that despite the apparent simplicity of the definition above, 

this requires a change in storage, database, or application. In addition, data migration is 

required when establishing a new system that coexists with old applications. Data must be 

prepared, extracted, and, if necessary, transformed. Supporting the migration of processed 

data from one storage location to another are numerous other technologies, such as ETL 

tools. There may be any unmatched data type that gets transferred, and the migrated data 

may be in number, date, sub-records, and multiple characters set that can be encoded. This 

is one of the most essential concerns in migration.  
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3.3.  Data Integration with Business Process 

B2B e-commerce presents significant constraints in today's age. Therefore, we require 

intelligent data structure, standardisation, alignment, and personalization automation 

solutions. To function well, a market must accommodate users on many different devices 

and operating systems by establishing a standard protocol for data transfer, specifically on 

various hardware and software technologies.  

3.3.1. Defining Data Integration 

Hence comes data integration. (Lenzerini 2002) describes data integration as the process 

of merging pieces of information from several sources (usually referred to as “data 

sources”) and presenting a uniform picture of these data to the user. The topic of creating 

data integration systems is significant in contemporary real-world applications and is 

characterized by a variety of theoretically intriguing difficulties.  

 
Figure 1: Fundamentals of Data Integrations 

According to (Talend’s, n.d.), -a company that specialised in Data Integration solution that 

helps enterprises transform, load, and govern data- B2B e-commerce tends to combine data 

(for example, marketing and advertising performance data, employees data …etc.) from 

various data sources into single or multiple destinations, to serve the information needs of 

all applications and business processes, and to provide users with consistent access to and 
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delivery of data across a variety of themes and structure types, for example, making 

monthly virtualised reports of said company’s marketing and sales performance. One of 

the key steps in the total data management process, Data Integration is used more 

frequently as big data integration and the demand for current data sharing increases. 

3.3.2. Types of Data Integration Process 

With time, various data integration tools emerged, and many companies started making 

platforms that are created by data integration architects to make it easier for companies to 

integrate and route data from source systems to target systems through an automated data 

integration process. (Stedman 2019) highlights multiple methods of data integration that 

are commonly known in the world that may be used to accomplish this, including: 

• ETL: is short for Extract, Transform and Load. Simply, It gathers, unifies, and 

loads datasets from several sources into a data warehouse or data virtualisation 

tools (for reporting purposes).  

 

• ELT: this is the same thing, but the order of the operations is different, and it 

stands for Extract, Load, then Transform. Similarly, in ETL, the transformation of 

the extracted data occurs after the data is loaded into databases for analytic and 

reporting uses. 

3.3.3. ELT vs ETL 

3.3.3.1. ETL 

Data warehouses have traditionally been designed to read and query massive databases 

quickly for accurate business analytics A data warehouse, however, was a multi-million-

dollar project that required purchasing hardware, obtaining software licenses, and 

designing and maintaining the system. Developers would only load cleansed, converted, 

and aggregated data into their warehouses in order to reduce costs, and they would delete 

any data that wasn't required for the analysis to increase efficiency.  

 

ETL is indispensable for data integration. With the use of ETL, businesses are able to 

collect data from disparate locations and transform it into a cohesive view for future use.  
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Organizations have to gather data from several databases, harmonise it, and weed out 

extraneous details before putting it into the warehouse in order to prepare it in this way. 

ETL (extract, transform, load) tools were created as a result, and they prepare and process 

data in the following order: 

 
Figure 2: Simple diagram of ETL process 

Extraction is the process of obtaining raw data that is unprocessed and unprepared from 

various data sources (like marketing, sales, employee, customer relationship management 

(CRM) applications, etc.) 

 

Transformation is normally defined as the “data pipeline “where data is prepared by 

changing its structure to the preferred way by users, utilizing consolidating, aggregating, 

mixing it with other data from different data sources, normalising it etc., and rendering it 

useful for business intelligence. 

 

Loading is the final process stage, and that is simply taking the transformed and prepared 

data from the data pipeline to the specified destination database or warehouse. 

 

In brief, the data can be extracted from many sources, subjected to transformations such as 

calculations, and then loaded into a repository known as a data warehouse. Its primary 

purpose is to combine data from many sources, and it is frequently employed in data 

warehouses. (Sreemathy et al, 2021) 
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Figure 3: Detailed ETL Process 

3.3.3.2. ELT 

ELT has the same terms as ETL, but their data integration processes differ from one 

another. With the help of tools like Apache Hadoop as modern cloud-based data 

warehouses that offer the computing power to manage write operations on huge data sets 

efficiently, it became an interesting option for users (Talend, n.d.).  

 

This has ultimately resulted in the development of a new data integration technique, ELT, 

which bypasses the ETL staging area for faster data input and more agility.  ELT transmits 

unprocessed, unprepared data directly to the data warehouse and relies on the data 

warehouse to perform transformations after loading. (Talend, n.d. & Dearmer 2020) In 

fact, some cloud data warehouses are so efficient at data processing that they have 

rendered ETL obsolete in many use cases. 

 

In contrast to ETL, the process of Transformation and Loading data are reversed. The 

following explains the integration process. 

 

Extraction remains the initial stage for extracting data from various data sources. 

 

Loading becomes the second step of the integration process, making ELT unique as it 

diverges from its ETL counterpart. ELT migrates a massive amount of raw data to the 

users’ destination, where it will ultimately reside, as opposed to loading it onto a temporary 



 
 

 

 

 22 

processing server for modification. Although the time between data extraction and 

transmission is shortened, much more work must still be done before the data is usable. 

 

Transformation becomes the final stage here as the data gets sorted and normalised in the 

database or data warehouse as the final process for data integration, and some or all of it is 

kept on hand and available for specialised reporting. Although maintaining this much data 

has a higher cost, there are more options to custom-mine it for timely business analytics. 

 
Figure 4: Detailed ELT Process 

3.3.3.3. Key Differences 

To summarise everything that was mentioned above   

Section ETL ELT 

History Has been around for more 
than 20 years; With many 
use cases examples 
available online 

A much newer concept for 
Data Integration and its 
complexity of 
implementation varies 
based on the use case 

Transformation Process Raw data that is extracted 
from the Data Source is 
transformed and processed 
on a pipeline server 

Raw data that is extracted 
from the Data Source is 
transformed after the data is 
loaded inside of the 
destination. (i.e., Data 
Warehouse Cloud 
Management) 

Data Structured data is 
transformed and then 
loaded to the destination 

Raw data is loaded to the 
destination then it is 
transformed 
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Cost May cost more for small 
and medium-sized firms 
depending on the data 
servers or pipelines 

Costs are less due to fewer 
data pipelines, especially 
when using cloud 
platforms. It is usually 
cheaper at first when you 
have limited data, but the 
price can scale up with 
more data. 

Maintenance The additional processing 
server increases the 
maintenance workload. 

The amount of maintenance 
work is decreased with 
fewer systems. 

Volume Handy when complex 
transformation needs must 
be met with limited data 
sets. 

Perfect for massive datasets 
that call for both 
effectiveness and speed. 

Privacy When data are transformed 
before loading, it can help 
prevent personally 
identifiable information 

Requires a layer of 
safeguards when direct 
loading data  

Speed Users must wait for the data 
to be transformed before 
being loaded into a 
destination system. 
Transformation time 
increases as data size does. 

Speed in the ELT process is 
never based on data size. 
Data is directly imported 
into a destination system 
and transformed 
simultaneously, making it 
faster in comparison. 

Complexity of 

development 

Easier to develop when it is 
at an earlier stage 

Developers and analysts 
must have in-depth 
knowledge and high skill in 
their data and integrations 
tools  

Table 1: ETL vs ELT 

3.3.3.4. Current Available Solutions Worldwide  

I list here 4 of the top-rated companies that are affordable to start-ups and middle-sized 

companies. The following information was obtained directly from their website  

• Integration Type 

Feature/Platform Stitch Dataddo Fivetran Supermetrics 

DI Type ELT ETL + 
Reverse ETL 

ELT ETL 

Data Encryption Yes Yes Yes Yes 
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Data Residence Can be 
selected 

Can be 
selected. Data 
are stored as 
cache and then 
deleted by the 
next data sync 

Can be 
selected. Data 
Warehouse is 
required 

Cannot be 
selected. 
However, data 
are stored as 
cache and then 
deleted by the 
next data sync 

Table 2: Data Integration Platform Type Comparisons 

 

• Pre-Build Connectors 

Feature/Platform Stitch Dataddo Fivetran Supermetrics 

No. of Available 
Connectors 

100+ 200+ 100+ 100+ 

Duration to 
Build New 
Integration 

Users should 
develop it by 
themselves 
using their 
platform 

10 days Users should 
develop it by 
themselves 
using their 
platform 

Not 
Transparent 

Table 3: Data Integration Platform Type Comparisons 

• Destinations Supported 

Feature/Platform Stitch Dataddo FiveTran Supermetrics 

Dashboarding 
Applications  

No Yes No Yes 

Data 
Warehouses 

Yes Yes Yes Yes 

Table 4: Data Integration Platform Type Comparisons 

• Pricing 

Feature/Platform Stitch Dataddo Fivetran Supermetrics 

Cheapest plan $100/month $99/month 
billed 
annually 

Not 
Transparent 

$39/month 
billed annually 

Based On 5 Data 
Pipelines, and 
only one 
destination 

10 Data 
Pipelines 

Based on 
Connectors & 
rows in Data 
Source  

1 Data Source 

Includes Free 
Trial 

14 days of full 
access to the 
platform 

14 days of full 
access to the 
platform 

Yes 14 days of full 
access to the 
platform 
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Has Free Tier No Yes, but 
limited to 3 
Data Pipelines 

No No 

Support Multiple 
Pricing Tiers 

Yes, depends 
on the number 
of destinations 
and records 
per Data 
Source 

Yes, depends 
on the type 
and number of 
destinations 
you desire 

Yes, depends 
on your use 
case 

Yes, depends 
on the type and 
number of 
destinations 
you desire 

Table 5: Data Integration Platform Type Comparisons 

3.3.4. Data Integration Challenges, Solutions and Examples 

Over my journey with Dataddo, I have come to understand that BI and analytics systems, it 

is the same: Data analysts, corporate executives, and business managers use data 

integration solutions to help them provide a comprehensive picture of key performance 

indicators (KPIs), clients, operations in the manufacturing and supply chain, efforts to 

comply with regulations, financial risks, and other facets of business processes. 

Consequently, they can track business performance, manage operations, and plan 

advertising and marketing campaigns with greater analytical information at their disposal. 

(Stedman 2019) 

 

Let us take financial traders as an example. Stedman (2019) explains how they must 

monitor the inflow of market data originating from both internal and external platforms. 

Another example can be loan officers when granting mortgages. Before doing so, you are 

required to review account information, credit histories, property prices, and other data.  

Data from various sensors are used by pipeline operators and plant managers to monitor 

equipment. Data integration saves users from having to manually integrate the essential 

data in these and other apps by automatically gathering it. 

 

However, unique technological problems arise when several data sources must be 

combined into a single structure. Businesses are charged with developing pre-built 

procedures for reliably getting data that needs to be sent to the preferred destination as 

more businesses develop data integration solutions. While doing so saves money and time 

in the near run, there are many potential barriers to implementation. Ziegler Dittrich 
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(2007) and Talend’s research highlighted a few challenges that are quite common when 

businesses build their integration arsenal. 

• The goal of data integration for businesses is often the resolution of a particular 

problem. They frequently fail to consider the route that will be necessary to get 

there. The various types of data that must be gathered and analysed, the sources 

from which those data must be obtained, the systems that will use the data, the 

types of analyses that will be carried out, and the frequency at which data and 

reports must be updated are all things you must be aware of when implementing 

data integration solutions. 

 

• The work isn't finished until an integration system is operational. The data team 

now must keep data integration initiatives compliant with best practices and the 

most recent demands from the business and regulatory bodies. 

 

• Today's new systems generate many types of data from a range of sources, 

including movies, IoT devices, sensors, and the cloud, such as unstructured or real-

time data. In order for your organisation to succeed, you must immediately adjust 

your solution infrastructure to match the needs of integrating all of these data. This 

is particularly challenging due to the additional issues that the volume, pace, and 

new format of the data provided. 

 

• Data from old systems may need to be included in integration attempts. However, 

more contemporary systems frequently incorporate markers for activities, including 

times and dates, in their data. 

 

• It may be challenging to conduct the same rigorous analysis of data obtained from 

external sources since they may not give the same degree of information as internal 

sources. Additionally, it could be challenging for the company to exchange data 

due to contracts with other providers. 
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3.4.  Key Applications of Data Integration 

3.4.1. Data Warehouse 

According to (Song 2009), DWH is an integrative database of information that has been 

organized in a way that makes it simple for business decision-makers to understand, 

interpret, and analyse the information.  DWHs have gained popularity by meeting the 

demand for a consolidated storehouse of business data used in decision-making, Online 

transaction processing (OLTP) systems, also referred to as operational database systems, 

 

Data warehouse aids in routine company operations. The business intelligence processing 

typically supported by a DWH, however, is tactical or strategic. A DW system is optimized 

for complicated decision-support queries, whereas an OLTP system is optimized for quick 

transactions. As a result, operational database systems and data warehouse systems are 

often maintained independently. DWH systems and OLTP systems differ greatly from one 

another because of this disparity. Examples of DWH solutions are, PostgreSQL, Google 

Cloud (Like BigQuery), MariaDB …etc  

3.4.2. Data Virtualisation 

(Reeve 2013) describes Data Virtualisation (DV) in her book as a solution that enables an 

organization to deliver a real-time integrated picture of data gathered from diverse sources 

and technologies and formatted into the desired form to their consumer. It's only that 

earlier technology solutions tended to be too slow to enable real-time transformation and 

consolidation, even though this is not a new business desire. 

 

It is largely used to deliver integrated business insight, a function previously exclusive to 

the data warehouse. The concept of a data warehouse can be expanded to include data that 

is not directly under the physical data warehouse's control thanks to DV. 

 

Because it wasn't possible to do so in real-time with a response time suitable to business 

analysts, data warehouses were developed largely as an instantiation of an integrated view 

of data. The information is merged and transformed through DV from both structured Data 
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Sources of business intelligence and unstructured Data Sources, which is the most 

fascinating part. Examples of DV tools are Google Data Studio, Power BI, Zoho Analytics 

…etc  

3.4.3. Data Replication 

Data replication is similar to data mirroring, which means that data is copied from one 

database to another for backup purposes and to maintain data synchronization with 

operational needs. Both can be used on both servers and individual computers. The same 

system, on-site and off-site servers, and cloud-based hosts can all store duplicate data. 

 

Asynchronous data replication, in which replication begins only when the database 

receives the commit statement, is an alternative to synchronous data replication, which 

replicates any changes made to the original data. 

 

Modern database solutions frequently leverage third-party tools or built-in features to 

replicate data. Although Microsoft SQL and Oracle Database actively provide data 

replication, some traditional technologies might not come with this feature by default. 

3.4.3.1. Benefits of Data Replication and its Effects on Business Strategy 

• When accessing data from multiple places around the world, consumers may 

encounter some latency in enterprises with numerous branch offices dispersed 

throughout the globe. Users benefit from quicker data access and query execution 

times when replicas are placed on local servers. By storing data at many nodes 

around the network, data replication improves the resilience and dependability of 

systems. Hence, increasing data accessibility 

 

• Distributing the load among the distributed system's nodes, also lessens the burden 

on the main server, enhancing network efficiency. IT managers can reserve the 

primary server for write tasks that require more processing power by sending all 

read operations to a replica database. 
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• By maintaining reliable backups at places that are closely watched, data replication 

makes it easier to retrieve lost or damaged data in the event of a data breach or 

hardware malfunction that results in data load. This improves data protection. 

3.4.3.2. Schemes of Data Replication for Databases 

Replication of DWH comes in two schemes: (ManageEngine, n.d.)  

• Full Replication - when a database's entirety is replicated for use across several 

hosts. Slower update procedures and trouble maintaining consistency between each 

site are drawbacks of this scheme, especially if the data is continually changing. 

 
Figure 5: Full Data Replication 

• Partial Replication - The database is divided into pieces, and each section is stored 

in a distinct location according to the importance of that area. While the 

headquarters maintains a complete collection of data for high-level analysis, it may 

be more effective for analysts to store specific categories of data where they should 

be stored. For example, employees’ data of a specific enterprise with multiple 

branches would be stored in the respective branch, and so on. This keeps the data 

close to the analysts, supervisors, etc. 
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Figure 6: Partial Data Replication 

3.4.4. Data Streaming 

Steaming refers to data integration in real-time by a technique that continually integrates 

and feeds various data streams into analytics systems and data repositories. To support 

data-driven decisions to enhance customer experience, reduce fraud, and optimise 

operations and resource utilisation, stream data integration increase the efficacy of event 

data from across the company and makes it accessible in real-time. 

 

Organisations' use of streaming data is becoming more complicated, opening up 

possibilities for more in-depth analysis and improved operational intelligence. Data 

management plans for real-time integration and analytics must include stream data 

integration. This is a requirement for data and analytics leaders. (Gartner 2019 & Tatbul 

2010) 

3.5.  What does Data Transformation mean? 

3.5.1. Introduction 

Manikandan S. (2010) describes data transformation as data preparation and checking, 

generating derived data from the original values, statistically controlling for outliers, and 

data transformation—all steps in the preparation of the data that enable statistical analysis. 
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For instance, it is the process of converting data from one format to another, such as from 

an Excel spreadsheet, an XML document, or a database file. 

  

Transformations often require transforming raw data sources into formats that have been 

cleaned, verified, and are suitable for use. Data integration, data migration, data 

warehousing, and data preparation are all steps in the data management process that require 

data transformation. ETL is known to be a perfect example of data transformation. During 

the extraction stage, data must be located, extracted from the numerous source systems that 

provide it, and then moved to a single repository. The raw data is then cleaned, if 

necessary. It is then converted into a target format that may be used by business 

intelligence and analytics applications or fed into operational systems, a data warehouse, a 

data lake, or another repository. Data types may be changed, redundant information may be 

eliminated, and the source data may be enhanced as part of the transformation. (Pratt 

2022) 

3.5.2. How important is Data Transformation? 

Data transformation is necessary for a variety of processes, including data management, 

data transmission, data warehousing, and data wrangling. It is also a vital component for 

any company intending to use its data to deliver pertinent business insights. As the volume 

of data has expanded, organizations require a trustworthy way for utilizing it in order to 

use it effectively for business goals. Data transformation, when done correctly, ensures that 

the data is trustworthy, consistent, safe, and trusted by the consumers. Data transformation 

is one element of utilising this data effectively. 

 

Data transformation can be constructive (adding, copying, and replicating data, combining 

columns in a database, and/or renaming them), destructive (eliminating fields and records), 

or aesthetic (standardizing salutations or street names, for example). (Stitch, n.d.) 

3.5.3. Data Transformation Benefits 

Data analysis is required by businesses of all sizes for a variety of business processes, from 

supply chain management to customer support. Additionally, they require data to support 
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the growing number of automated and intelligent systems in their organisation. (Pratt 

2022) 

 
Figure 7: Fundamentals of Data Transformation 

Organisations require high-quality data in appropriate formats for the systems receiving the 

data in order to gain insight into and enhance their operations. The interoperability or 

adaptability of applications, systems, and data formats is made possible via data 

transformation. It could be necessary to modify data differently if it is utilised for different 

reasons or how a system inputs and accepts data. 

 

Data is altered (or transformed) to improve its structure. Data that has been transformed 

could be simpler to utilise for both people and machines. Improved data quality and 

protection from possible landmines like null values, unexpected duplication, wrong 

indexing, and incompatible formats are two benefits of correctly structured and verified 

data. (Stitch, n.d.) 

3.5.4. Challenges that arise from Data Transformation  

According to (Pratt 2022 & Stitch, n.d.): 

• Costly data transformation is a possibility. The cost is determined by the 

particular infrastructure, software, and processing-related instruments 

employed. The cost of recruiting the required employees and purchasing 

system resources are only a few examples of expenses. 
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• Transformations that don't meet an organisation's needs can be carried out. 

For one application, a company could convert information to a certain format, 

only to change it back for another application to the original format. 

 

• Lack of knowledge can cause issues during transformation. Lacking the 

necessary subject-matter expertise, data analysts are less likely to catch typos 

or inaccurate data since they are less knowledgeable about the gamut of 

accurate and allowed numbers. For instance, a person working with patient 

records who is not familiar with the terminologies used in the field may 

overlook misspellings or fail to indicate illness names that need to be mapped 

to a specific value. 

 

• Processes for transforming data can be resource intensive. Transforming data 

in an on-premises data warehouse after importing it or before feeding it into 

apps might add computational overhead and impede other processes. If you 

use a cloud-based database or warehouse, you can do the transformations 

after loading because the platform can scale up to meet demand. 

3.5.5. Methods for Data Transformation 

Data transformation comes in various methods: (Pratt 2022) 

• Discretisation - It includes breaking down continuous data values into groups of 

intervals with predetermined values to organise the data and make it easier to 

analyse. 

• Generalisation - to have a more complete understanding of the data, low-level data 

characteristics are transformed into high-level data attributes. Like transforming 

data from several sets divided by age (like old and young), 

• Aggregation - where information is gathered from several sources and kept in a 

single manner. 
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• Constructing Attribute - the process by which new characteristics are produced 

from existing attributes or added. 

• Manipulation: when information is modified or updated to make it easier to 

understand and organise. 

• Smoothing: It uses algorithms to lessen "noise" (also known as "white noise" in 

econometric terms) in datasets, making it easier and more efficient to spot patterns 

within the data. 

• Normalization is a method used to reduce the amount of duplicate data by 

converting the original data into a different format. 

3.5.6. Data Transformation Solutions in the Market 

There are a variety of solutions that are available out there on the market for data 

professionals to aid in the ETL process. There are tools for both commercial and open-

source data transformation, some of which are intended for on-premises transformation 

procedures and others for cloud-based transformation operations. 

  

For expensive solutions, there are the likes of SAP and IBM Info Sphere, for big 

companies that can afford it and had a large number of data records. And there are a few 

emerging affordable solutions for small and medium-sized companies, like Stitch, 

Fivetran, or the company I work for, Dataddo, which is based here in the Czech Republic. 

However, solution companies that offer a wide variety of capabilities for handling 

enterprise data are what other ETL solutions on the market are made up of. 

 

These technologies replace much, if not all, of the manual scripting and hand coding that 

had previously been a significant component of the data transformation process by 

automating many of the procedures involved in data transformation. Additionally, some 

solutions for data transformation are concentrated on the actual data transformation 

procedure, managing the series of steps needed to change data.  
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3.6.  How vital Data Integration is to business nowadays? 

The majority of businesses have a variety of data sources, frequently including external 

ones. Business applications and operational staff frequently require access to data from 

several sources to carry out transactions and other operations. For instance, in order to 

fulfil orders, a contact centre employee needs access to the same combination of databases 

for customers, products, and logistics that an online order entry system requires. (Stedman 

2019) 

 

Big data, with all its benefits and challenges, is being embraced by businesses that want to 

remain innovative and competitive. An integrated view of key performance indicators 

(KPIs), financial risks, clients, activities in the manufacturing and supply chain, attempts to 

comply with regulations, and other aspects of business processes are provided to firm 

managers and data analysts by integrating customer data. 

3.7.  Data Integration Flows for BI  

Historically, ETL design and execution used to be generally disregarded by researchers 

since it was seen as a supporting function for the data warehouse. However, it is still a 

costly, time-consuming, and primarily manual operation. In reality, ETL may account for a 

significant portion of the work in a data warehouse project. 

  

Correct functionality and acceptable performance have been the emphasis of ETL, which 

means that the functional mappings from data sources to the warehouse must be accurate 

and the ETL mappings must finish within a specific time frame. Even though they are 

more difficult to quantify, additional business objectives that are crucial to success are 

missed by an ETL project that just concentrates on functionality and performance. 

  

Several additional needs for the architecture—in particular for the back-end data 

integration processes—are imposed by operational BI. These include managing a much 

wider variety of data types, including unstructured and semi-structured streaming data; low 

latency requirements to support online decision-making; quick refresh cycles; more 
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advanced analytic and reporting tools; a greater number of data connections; round-the-

clock availability; and so forth. 

  

ETL processes are becoming more general data flows in the evolving operational BI 

architecture instead of being a one-way, batch pipeline. For example, events from the 

sources are streamed through transformation operations toward the data warehouse, and 

cleansed data can be sent back to its source, this is a term that we used quite often in my 

company, Dataddo, as Reverse ETL 

 
Figure 8: Traditional architecture for BI 
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Figure 9: Modern architecture for BI 

3.8.  Data Integration vs Application Integration 

As a result of the widespread use of relational databases and the increasing demand for 

efficient information transfer across them, usually including data at rest, data integration 

technologies were developed. Application integration, on the other hand, controls the real-

time integration of operational, live data between two or more applications. (Ziegler, 

Dittrich 2007) 

  

The main objective of application integration is to allow independently developed 

applications to work together. This method makes use of integration programs, which 

connect to numerous data sources and provide the user with consolidated results. For a 

limited set of component systems, this technique is workable. In order to achieve this, it is 

necessary to coordinate the coordinated flow of a variety of operations carried out by 

various applications, guarantee data consistency among various copies of the same data, 

and provide a single user interface or service from which to access information and 

functionality from independently developed applications. 
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On the other hand, a frequent approach to completing application integration is through 

cloud data integration, which connects several applications for the real-time exchange of 

data and processes and allows access by many devices through a network or the internet. 

3.9.  Data Silos & Big Data Integration in Enterprises 

3.9.1. What are Data Silos? 

(Patel 2019) describes "data silos" as separate collections of data kept in several corporate 

applications and refers to them as "data silos." Data silos prevent teams from collaborating 

and exchanging information. According to research by PricewaterhouseCoopers (PwC), it 

causes bad decisions and has a detrimental effect on profitability. 

3.9.2. What causes Data Silos? 

Data silos develop for a number of reasons, including structural, vendor contractual, and 

political factors. Data from silos must be manually gathered and integrated, which can take 

days, months, or even years. Even if such were the case, doing so without a sound plan 

would take a long time. Data silos are created by the hundreds, if not thousands, of servers 

or business applications that are becoming more prevalent in the corporate sector. When 

mergers and acquisitions occur, it gets worse, as it becomes difficult for developers to 

integrate the data into the new merger organisation's system. On the other hand, granting 

access to all applications to every employee would not be practicable, because, for 

example, it can cause clients, employees, or any sensitive data to be exposed to everyone, 

which is a major security risk to our current standards. 

3.9.3. Challenges with Data Silos? 

Based on (Patel 2019) research, 97% of executives believe that silos have a negative 

impact. Data silos limit visibility across industries and might have various representations 

of the same issue or circumstance. This results in inefficiencies and extra efforts to 

ascertain whether the source is reliable or not for organisations 
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3.9.4. How bad can Siloed Data be to any enterprise? 

Data Silos can be detrimental to any enterprise as a whole. The team's ability to see the 

data is constrained by an information silo. Multiple organisational silos can cause serious 

issues with how well individuals and teams work together to achieve a common objective. 

 

It is simple for data to go out of sync and produce errors when it is segregated in other data 

sets or a separate data warehouse. Without active data management, users can be using 

outdated spreadsheets or be unable to access the most recent information. 

 

Using outdated data might have a detrimental effect on the company. Executives and 

workers might run into major issues when they can't trust the data they have. Business 

intelligence can suffer from a lack of openness that causes individuals to doubt the data, 

draw competing conclusions, and make bad business decisions. This may restrict how 

much money a firm may make, as well as how much money salespeople can make. 

3.9.5. Big Data Integration? 

"Big data integration" refers to the sophisticated data integration techniques developed to 

manage the enormous amount, diversity, and velocity of big data. It unifies data from 

sources such as online data, data from the Internet of Things (IoT), data from social media, 

and machine-generated data. Different volumes of data are produced by large companies in 

real-time, very near to real-time, or not at all. Around 80% of the data from businesses is 

either unstructured or semi-structured. Big data technologies make it simpler to merge 

numerous data sources at scale. The integration of data silos used to be possible with 

Hadoop and Map Reduce. 

 

The requirement for scalable and quick big data analytics solutions emphasizes the 

necessity for a standardized data integration platform. This platform should make it 

possible to profile and quality-check data, and it should also produce insights by giving 

users the most complete and up-to-date view of their business. 
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Big data integration services use real-time integration techniques in addition to traditional 

ETL techniques to provide continuously flowing data with dynamic context. Users should 

develop real-time systems and applications, parallel and coordinated ingestion engines, 

resilience in each stage of the pipeline to prepare for component failure, and 

standardization of data sources with APIs for improved insights. The moving, soiled, and 

temporal characteristics of real-time data are addressed by these best practices. 

3.9.6. Big Data Integration for Bridging Siloed Data 

According to (Patel 2019), the following are summarised. 

• Since many applications and processes create data silos, data are stored in a variety 

of locations, including databases, flat files, cloud storage, on-premises servers, and 

application servers. 

• Finding value in data and defining which data silos should produce the most value 

if they are interconnected is crucial here. 

• Planning sources of data silos to improve collaborations and communications 

among various departments and teams is one strategy to overcome data silos. 

• Data silos will be destroyed by merging various processes and apps after first 

isolating them. 

• However, it necessitates significant work and a shift in the organization's entire 

culture. 

• Utilizing tools and techniques for integration, this issue may also be resolved by 

integrating various data silos. 

• There are many frameworks and technologies available for data integration but 

owing to the long-term advantages of big data integration, we will concentrate on 

it. 

• Use a straightforward illustration to comprehend the necessity of merging data silos 

in the business sector. 

• A clearer and more accurate understanding of the whole picture will be very helpful 

when executives and investors evaluate a firm as a whole. 
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3.10.  Data Governance 

3.10.1. Introduction 

The exercise of power and control over the administration of data is known as “data 

governance”. Any firm that uses big data must have a solid data governance plan. It 

defines the procedures and roles necessary to guarantee the accuracy and safety of the data 

utilised within a company or organisation. Data governance makes ensuring that 

responsibilities and accountability are established within the organisation and that roles 

connected to data are clearly defined. Therefore, with data governance, you seek to 

maximise the value of data while reducing the cost and risk associated with its use. 

(Abraham, Schneider Broke, 2019)  

 
Figure 10: Data Governance Framework 

3.10.1. Challenges of Data Governance 

The main difficulty may be people (as in personnel issues) and organisational problems. 

Every company transformation requires a champion to drive the change, along with 

accountable roles and duties. Additionally, a cultural transformation is necessary from one 

of low relevance and boredom for data management to one of high importance. Employees 
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who generate, modify, utilise, or otherwise transfer data—especially sensitive data—need 

to be aware of their responsibility for its appropriate maintenance and accept responsibility 

for it. 

 

The exponential growth of data, which is only growing more common over time, is another 

significant difficulty. A large portion of this data is unstructured. This necessitates new 

procedures and increased governance needs. 

3.10.2. Benefits of Data Governance 

Eliminating data silos inside a company is one of data governance's main objectives. Data 

governance is a collaborative process in which stakeholders from diverse business units 

work to synchronise the data in those systems. Additionally, data governance can assist in 

finding a balance between required privacy protections and data-gathering methods.  

 

Data governance benefits include better data quality, cheaper data management expenses, 

and expanded access to necessary data for data scientists, other analysts, and business 

users, in addition to more accurate analytics and higher regulatory compliance. In the end, 

data governance may assist in enhancing company decision-making by providing 

executives with better data. (Stedman 2022, Farmer 2022) 
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Figure 11: Data Governance for all reasons 

3.10.3. Who should enforce Data Governance? 

The data governance process involves a variety of personnel in the majority of firms. 

Business leaders, data management specialists, and IT workers are all included. These are 

the main players and what their main governance duties are. Frequently, the top executive 

in charge of a data governance programme is the chief data officer. In addition, Data 

managers are in charge of keeping data sets organised by keeping watch on them. 

(Stedman 2022)  

3.10.4. How to develop a framework for Data Governance 

The model that serves as the cornerstone for data strategy and compliance is referred to as 

a data governance framework. It might be appealing to invest in a governance plan that 

guarantees a mostly pre-packaged set of guidelines and resources. Another problem is 

when new frameworks are introduced to existing ones. This may cause existing 

governance procedures to fail. Therefore, the best frameworks are the ones that are 
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developed in-house, that can also be built with the help of specialised vendors (Farmer, 

2022). 

 

 The governance model first overlays the rules, actions, responsibilities, protocols, and 

operations that define how those data flows are governed and regulated, starting with the 

data model that represents the data flows, as in storage settings (input and output) 

 

Consider the model to be akin to a template for the way data governance is handled inside 

a given business. Keeping in mind that each organization's governance structure will be 

different, reflecting the particulars of its data systems, activities, and responsibilities, as 

well as legal and industry standards. The framework should include the following: 

• Structure of the organisation:  tasks, responsibilities and duties of the executive 

sponsor, head of data, CFO, business team, and accountable owner. 

• Scope of Data:  Big Data, Master Data Manager, Transactional, Operational, 

Analytical, etc. 

• Metrics and supervision:  metrics for gauging the effectiveness of a plan. 

• Data guidelines and standards: guidelines that describe what you are overseeing 

and managing, as well as the intended results. 

3.10.5. Steps to model your Data Governance 

Every firm is different when it comes to data governance, but all can learn from using the 

same straightforward steps to create a programme. Each programme for data governance is 

unique and ultimately depends on the requirements and assets of a company. Consider 

these eight actions to set yourself up for successful data governance. (Salmi 2022) 



 
 

 

 

 45 

 
Figure 12: Steps to Data Governance 

3.10.6. Tools for Data Governance 

Search for open-source, scalable technologies that can be easily and affordably integrated 

with the organization's current environment to identify the best data governance strategy 

for your business. (Talend, n.d.) A cloud-based platform will also enable you to easily 

connect to powerful capabilities that are affordable and simple to utilise. Additionally, 

cloud-based solutions do not require the overhead associated with on-site servers. Focus on 

choosing solutions that will enable you to achieve the business advantages outlined in your 

data governance strategy. 
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For these tools to help you improve your data's relevance, searchability, accessibility, 

likability, and compliance, you should document the data. Self-service technologies should 

enable those with the most in-depth knowledge of the data to participate in data 

stewardship duties. Discover your data with tools and capabilities for profiling, 

benchmarking, and discovery. Improve your data quality by performing data cleansing, 

validation, and enrichment, while monitoring and reviewing your data actively and 

regularly. It will also help you in managing your data with the help of metadata driven 

ETL and ELT, as well as data integration technologies, that provide end-to-end data 

tracing for data pipelines. (Talend n.d., Farmer 2022) 

3.11.  Data Integration Deployment Models for this Project 

The following tools are used to develop the practical part of this study. 

3.11.1. Data Transformation Tools 

Throughout all my practical parts, I will be using the following tools for all the use cases of 

this project. Starting with, 

• Dataddo Platform 

A completely managed, no-code data integration platform called Dataddo links 

dashboarding tools, data warehouses, and data lakes with cloud-based applications. Any 

degree of data maturity in a business can be supported by it. 

 

Dataddo, which was established in Prague in 2015 and now has its headquarters there, 

provides services to more than 3000 businesses, individuals, and organizations worldwide, 

including some of the most well-known names in the business. (Dataddo n.d.) 

 

It supports more than 200 prebuild connectors and support manual data transformation for 

the more experienced user or those who are looking to make dynamic data source and send 

them to their destinations for analytics purposes. (See section 4.1) 

 

• Mongo Aggregation Pipeline 
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A unique flow of actions that processes, alters, and provides results is referred to as the 

aggregation pipeline. As Dataddo supports manual data transformations, they use the 

MongoDB aggregation pipeline tool for transforming RAW and unstructured data into 

more coherent data. (See section 4.1.2) 

 

3.11.2. Personal Backend API 

For this section, I am building an API server that is hosted publicly and only accessed with 

a secret token (See section 4.2.2.3). The API and the hosting server are composed of  

 

• Node JS + Express (TypeScript) 

Node JS refers to the framework that is built on Chrome’s JavaScript runtime, while 

Express JS is a framework of Node JS that is added as a layer on top of it, to provide 

hybrid web applications and manage routes and servers. The project is also you using 

Typescript to make sure that errors with data are caught during the development process 

 

• Firestore 

It is a sub-solution of Firebase (a Google product aiding web applications). A NoSQL 

document database called Firestore was created for quick application development, high 

speed, and automatic scaling. Although the Firestore interface shares many features with 

conventional databases, it differs from them as a NoSQL database by how it constructs 

relationships between data objects. (Google Cloud, n.d.) 

 

• Vercel 

It is a cloud platform that gives programmers the ability to host frontend apps and web 

services that can be deployed immediately, scale automatically, and don't need any 

management. 

 

Note: All the codes and repositories are highlighted in the Appendix  
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3.11.3. Google Cloud Tools 

• Google Data Studio 

A web-based application for data visualization called Google Data Studio enables users to 

create personalized dashboards and clear reports. It aids in visualizing patterns, comparing 

performances over time, and measuring important KPIs for clients. (See section 4.1.1 & 

4.1.2) 

 

• Google BigQuery 

It is a managed data warehouse service for enterprises with built-in technologies like 

machine learning, geographic analysis, and business intelligence that assist you in 

managing and analysing your data. (See section 4.1.1 & 4.1.2) 

 

• Google Spreadsheet 

Users can create, update, and modify spreadsheets using this web-based tool, and they can 

share the data instantly online. The Google product has capabilities that are common to 

spreadsheets, like the ability to add, delete, and sort rows and columns. (See section 

4.1.2.1) 

 

3.11.4. Reporting Data over API 

• YouTube Analytics 

With the aid of the show more option, YouTube Analytics enables producers to get 

essential & fine-grained information on the subscribers to your channel and their 

source. 

 

You can learn more about your audience's demographics, including its age, gender, and 

location, by selecting the "display more" option. Additionally, it aids developers in 

gaining technical knowledge about things like operating systems, the language used, 

etc. (See section 4.1.1) 
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• Covid Data 

This is an open-sourced API using data from the Robert Koch Institute. The JSON Rest 

API may be used to search through all pertinent corona data for Germany, like the number 

of cases, deaths, recovered patients, number of hospitalisations…etc. It is developed by 

Marlon Lükert (See section 4.1.2.2) 
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4 Practical Part  

The main objective of this part is to shed light on some use cases for clients that use Data 

Integration, in collaboration with Dataddo and with the help of our platform. During my 

time working with Dataddo, I found that the following 6 use cases are common among our 

clients, and thus, this project will shed light on how different Data Sources can be 

transformed and migrated to the Data Destination of our choice  

4.1.  Use Cases 

For the following use cases, the only thing that will be in common is using Dataddo’s data 

pipeline for transformation and migrating the data (as mentioned in section 3.11.1) . As I 

am an employee at the firm, I have unlimited access to their platform, and I can create as 

many data flows as I wish to conduct my study cases. 

4.1.1. No-Code Integration  

4.1.1.1. Data Virtualization: Data Source to Dashboarding Application 

Throughout my time with Dataddo and the first experiences I had with dealing with our 

clients, I understood that the most common use case for Data Integration for the client is to 

virtualise their data. The need to virtualise the data for this use case is to make reports for 

analytic purposes. For example, if a YouTube content creator wants to track the 

performance of their videos and creates daily, monthly, or weekly reports using their 

favourite dashboarding tool (for this example, we will use Google Data Studio). They can 

create unique reports with Google’s YouTube Analytics data using the YouTube Analytics 

API. Reports for channels and content owners are supported via the API. (as mentioned in 

section 3.11.4) 

 

The data can be called using Postman, or for our use case, we will use Dataddo’s platform. 

In most cases, Data Pipeline platforms usually have YouTube Analytics pre-coded Data 

Transformation templates, usually called Connectors. Most companies prebuild famous 

services, like YouTube Analytics, Facebook Ads, LinkedIn Ads …etc, to make it easier for 
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the user to connect their data by just simply authorizing it to the Data Pipeline platform, 

then you can configure it to send the data to your preferred destination. 

 
Figure 13: Data Source to Dashboarding Application 

Here is an overall activity concept diagram to simulate the goal of this use case 

 
Figure 14: Use Case 1: Activity Diagram 
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For this use case, I will be using my YouTube account to track my video performance and 

send it to Google Data Studio to generate reports for analytics. Therefore. I log in to the 

Dataddo Platform and search for the YouTube Analytics connector. 

 
Figure 15: Selecting the YouTube Analytics connector 

Once selected, you get to see these Dataset sections, which are different prebuild reports 

based on the API endpoints that YouTube Analytics provide. Some of these endpoints I 

have personally created or helped in creating (including Datasets from other connectors). 

These datasets make it easier for the client to choose the type of reporting they want to 

analyse without writing any code themselves. 
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Figure 16: Dataddo’s YouTube Analytics Dataset. 

In this step, I will be selecting the Video Stats dataset, to be able to track and extract the 

video views, dislikes, and comment count. 

 
Figure 17: YouTube Analytics Metrics and Attributes 
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The Metric and Attributes section gives the ability to choose what metrics to include and 

exclude from your desired report. 

 
Figure 18: Snapshot Automation 

One of the most reasons why clients resort to Data Integration solution platforms to 

migrate their data is because they lack the skill to automate the extraction on a specific 

time and date, repeatedly. With such platforms, you can extract new data, whether daily, 

monthly, weekly, or hourly, and help in constructing better reports with both historical data 

and new data available to clients on demand. 

 
Figure 19: Data Preview 

The Data Source is created, and the data can be previewed and ready to be sent to the 

Dashboard. The next step is to create the Data Flow and configure the Dashboarding report 

in Google Data Studio 
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Figure 20: Data Flow Configuration - Google Data Studio  

Once the data flow is created, an API key will be generated for the Data Flow to connect 

with Google Data Studio connectors 

 
Figure 21: Dataddo Config with Google Data Studio 
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After configuring the Dataddo API with Google Data Studio, we get to see the last 

confirmation menu of all the fields from the Data Source before creating the report. 

 
Figure 22: Data Studio Report Configuring  

The last step of this stage is to create the report charts and table of your choice that better 

fits your report requirement. You can customise the Dimension and Metrics of the charts 

and table to view only the metrics you need and how to virtualise them.  
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Figure 23: Google Data Studio report  

Note: The report link is available in the Appendix 

4.1.1.2. Data Storage: Data Source to Data Warehouse 

The second use case resembles the first by having the same steps when creating the Data 

Source. However, when creating the Data Flow, I use a Data Warehouse solution. For this 

use case, I created a Google BigQuery account, and connect it with Dataddo. Once on the 

flow creation, I can specify the Table name that will be created in my Database. 
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Figure 24: Dataddo Data Warehouse Table Creation 

After creating the flow, the data should be synced automatically, and the data should 

appear in my Database. Once the table is created, they can see the schema of the table  

 
Figure 25: YouTube Data Schema in Google BigQuery 
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I can now run SQL queries to construct the table view as I want. With new data being 

imported from the automated Data Pipeline 

 
Figure 26: YouTube SQL query in Google BigQuery 

The following diagram illustrates the full process in detail 
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Figure 27: Use case 2: Activity Diagram 
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4.1.1.3. Data Blending: Multiple Sources, One Destination 

For this use case. I make two different YouTube Analytics Data Sources. Both Data 

Sources are extracted from two different API endpoints, with different datasets. The 

following figure illustrates the process of this use case. 

 
Figure 28: Use case 3: Activity Diagram 
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One source contains my channel’s video performance statistics (e.g., total number like, 

dislikes, comments, and video details), and another source has the sharing statistics of the 

videos, but no video details (just the Video ID), thus making it hard to identify the video 

details when doing my analysis at the destination. Therefore, this is a perfect example to 

use Data Blending. 

 
Figure 29: Blending Two Data Sources 

With the help of Data Blending, helps me in creating a personalised Data Source that has 

information about my video’s details, in addition to the likes, dislikes and comments 

numbers, and the total numbers of sharing and the sharing method/ 

 

Data Blending helps in joining the table permanently, rather than having to query JOIN 

SQL commands in any database, or even when you do not have the option to do JOIN 

commands in the destination, like most Data Virtualisation applications. Therefore, to join 

the two tables together, I need a unique field that is common between the two data sources, 

and that is the videoId 
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Figure 30: Data Blending JOIN key 

Data Blending sources can be blended with Dataddo in two ways, Left Join or Inner Join.  

 
Figure 31: Data Blending JOIN types 

I am using Left Join for this use case. After that, I can select the fields I want to have from 

both sources to be constructed as a unique and personalised Data Source. 

 
Figure 32: Select Field for Data Blending 

Once the fields are selected, the new Data Blended Source should be created. 
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Figure 33: Blended Data Source 

Now I can configure the Data Flow to send the data to Google BigQuery 

 
Figure 34: Blended Data Sources to Google BigQuery 

Once the Data Flow is created, data should be migrated to the database, the data should be 

just displayed with a simple “SELECT *”, rather than querying a JOIN SQL command 

each time we want the join report from two different sources or table, and that is the beauty 

of automating such tasks. 
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Figure 35: Blended Data Sources Migrated to BigQuery 

New data should be automatically extracted at the time of my choosing for both data 

sources, and blended before the next data transfer to the database daily. 

4.1.2. Custom Data Integration (With Coding) 

4.1.2.1. Data Migration: From Spreadsheet to a better Data Warehouse 

In this use case, I am taking an example of an unprofessional inventory manager who uses 

Google sheets to track the products that they sell and track the stock of each product and 

wants to start using a data management tool with enhanced storage and scale it’s as your 

data grows, like Google BigQuery. The following figure describes the process of this use 

case implementation. 
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Figure 36: Use case 4: Activity Diagram 

Therefore, for this example, I create a sample shop inventory sheet that has information 

about my products, price, and stock.  
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Figure 37: Mock Google Sheet 

Google sheets provide an API service that converts the sheet to JSON format to run queries 

and assign variables to objects in a list of documents via the API. I use the JSON universal 

connector of Dataddo to make API requests and code the transformation.  

 
Figure 38: JSON Universal Connector 
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Example request call:  

GET https://sheets.googleapis.com/v4/spreadsheets/{spreadsheetId}/values:batchGet  

 

Using my spreadsheet ID which can be found from the URL of the Google Sheet, I make a 

GET method request. 

 
Once I have that, I will need to query the flowing parameters to access the correct tab and 

the range of the table 

Parameters 
ranges[] string 

The field specifies the sheet name and the range of cells that houses 
data. Mainly, I need to know how many columns the sheet has, and 
the row range can be random and not less than the amount of data 
you have. For my case, I have my table’s sheet name as Sheet1 and 
columns starting from A to K. Thus, my range field will be specified 
as ranges=Sheet1!A1:K1000 
 

majorDimension enum (Dimension) 
The main dimension should be applied to the results. 
For instance, requesting range=A1:B2,majorDimension=ROWS produces 
[[1,2],[3,4]], whereas requesting 
range=A1:B2,majorDimension=COLUMNS returns [[1,3],[2,4]]. This is 
because the spreadsheet data is A1=1, B1=2, A2=3, B2=4, for instance. 
 
Since my table’s data are entered vertically, my major dimension 
should be specified as Columns 

https://developers.google.com/sheets/api/reference/rest/v4/Dimension


 
 

 

 

 69 

valueRenderOption enum (ValueRenderOption) 
How values should be represented in the output. The default renders option is 
UNFORMATTED_VALUE. I want the data as raw as possible, therefore, 
the UNFORMATTED_VALUE best suits my needs 

dateTimeRenderOption  
enum (DateTimeRenderOption) 
How the output should display dates, times, and durations. If 
valueRenderOption is FORMATTED_VALUE, this is disregarded. The 
default DateTime render option is 
[DateTimeRenderOption.SERIAL_NUMBER], I went with the 
FORMATTED_STRING option 

Table 6: List of Parameters for Google Sheet API 

My final URL query should be like this  

https://sheets.googleapis.com/v4/spreadsheets/1iQSB3PiWgqiOzeWrbBy4hmODRM

KiCfbYI1v4voRRprI/values:batchGet?valueRenderOption=UNFORMATTED_VAL

UE&ranges=Sheet1!A1:K1000&majorDimension=COLUMNS&dateTimeRenderOpti

on=FORMATTED_STRING 

 

The following is the result. 

https://developers.google.com/sheets/api/reference/rest/v4/ValueRenderOption
https://developers.google.com/sheets/api/reference/rest/v4/DateTimeRenderOption
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Figure 39: Google Sheet RAW Data 

As we see for the API response, that response data object is not structured, as all the data 

are stored in values variable that has the column name then its values respectively. 

Therefore, I use Mongo Aggregation Pipelines (see section 3.11.1) to help in transforming 

and manipulating the response data. I need to deconstruct the values array field to have a 

document output for each element of the value of the array.  
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Figure 40: Deconstructing Google Sheet Data 

Now, in this step, I need to take the first value from each document for the values field that 

is shown in the response because they are the columns’ index in my google sheet. 
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Figure 41: Deconstructing Index from Values 

The next step is to join the index with its respective value. I do this by taking the position 

(or index of the values) in the array. This helps in constructing a proper document object 

that has proper keys and their respective values. I group the index with each value based on 

the index or each length of the array. I give the document a parent key, and I name its 

products.   
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Figure 42: Constructing Proper Array of Objects 

The last step in the transformation is to create the table. Using the $project operator, I can 

create the index column of the table and assign its value from the now newly transformed 

API response. The transformation should be saved for future automated extractions. I also 

added an extraction date field, that will be set every time the automated extraction is 

executed. This will help to differentiate between new and old data. 

I can also set up null values, should any field have a null or undefined value, to have 

consistency in the flow of the data 
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Figure 43: Google Sheet Connector Creation 

As the connector is created, now I configure the Data Flow, as I want to send the data to 

migrate the data to a proper database. I am using Google Data Studio again to store the 

data on the cloud. I set up the method of writing the data in the database to Truncate Insert. 

This will clean the old data  
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Figure 44: Custom Google Sheets Data Flow 

Now the data should be sent to the database and automated for future insertion. The 

following table should be shown on the SQL query 
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Figure 45: Google Sheet Data Migrated to Google BigQuery 

This use case is also applicable for migrating data from OODBs to RDBMS, and vice 

versa. A good example would be migrating collections from MongoDB to MySQL tables. 

4.1.2.2. Public Data: API to Data Virtualisation 

For this example, let us simulate the role of a medical practitioner who is tasked to make a 

report of the Covid Hospitalisation cases for the last 30 days in Germany (see section 

3.11.4), and to have new data each day added to the report. The following is the activity 

flow for this use case 
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Figure 46: Use case 5: Activity Diagram 

Therefore, for this use case, I found a source that has a public API with data on the Covid 

hospitalisation rates, with historical data. I start by creating a custom JSON Universal Data 

Source, just as I did with the Google Sheet use case. I use the following API service, and I 

query the historical data to be 30 days in the URL parameters (as mentioned in their 

documentation) 

https://api.corona-zahlen.org/germany/history/hospitalization/30 

 

The following is the result of the RAW data. 
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Figure 47: Public API Raw Response 

Here, as we see the data is almost well structured, I need to do a small transformation in 

the pipeline to create the Data Source. First, I am breaking the root array of the response to 

make the array values to document structure using the $unwind operator, then construct 

the table again by using the $project operator  
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Figure 48: Public API Data Transformation 

Now the Data Source can be created and the Data Flow can be set up to Google Data 

Studio as the final destination. 

 
Figure 49: Public API Data Flow Configuration 
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Now reports charts and tables can be created to virtualise the covid cases based on the 

metrics the data management needs. 

 
Figure 50: Public Data Virtualised 

Once the last thing that needs to be done is to set the automation of the Data Source to 

extract data from the previous day’s record daily. Therefore, I modify the URL parameters 

from the settings of the Data Source from 30 to 1 (as in yesterday’s data) 

 

Note: The report link is available in the Appendix 
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Figure 51: Public API Data Source Settings 

Also, I make sure the snapshotting settings are daily at a specific time, to get the data daily 

at the time of my needs 

 
Figure 52: Public API Data Source Snapshotting Settings 
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4.1.2.3. Data from Private API to DWH 

Private data migration can be a hassle. Especially when you use a personal database and 

you do not want to give the access credential to anyone, and only host the via API server. 

This sometimes can cause to data be siloed and could affect teams that work from the same 

cooperation. The following illustrates the flow for the process of this use case 

 
Figure 53: Use case 6: Activity Diagram 
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I simulate this use case by developing an API using Node JS. (See section 3.11.2) 

 
Figure 54: API Code Base Repository 

The API is being hosted online on Vercel’s cloud.  
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Figure 55: Vercel: API Hosting Server 

The API is accessible online publicly. However, because the code base repository is saved 

online public, therefore, for this security reasons, I made a requirement for an access token 

to be able to read and write data to the database. The access token is not stored in the Code 

Base but stored as an environment variable. Therefore, making the token not visible in the 

code files. 

 

HTTP URL: 

https://ahmed-ramzi-master-thesis.vercel.app/api 

 

The access token needs to be entered in the header of the HTTP request. 

1231j23h12nssj1k2h12jnswj12nskjn12jwhk1nsnkahdskfjalcn 
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I use the Insomnia REST tool as my API Client to make HTTP requests 

 
Figure 56: API HTTP Request Home Route 

 

The following is the response to the HTTP request above 

 
Figure 57: API HTTP Response Home Route 



 
 

 

 

 86 

I used Firestore (by Firebase, Google) as the database that I will use to migrate data from it 

to another relational database (Google BigQuery). Firestore is a NoSQL object-oriented 

database, like MongoDB.  

 
Figure 58: Personal Firestore Database with Empty Records 

First, I populate my database by making a mock collection of random product data. I made 

the process of population easier by creating an API POST endpoint, to create one 

document of bulk documents.  

 

Single product creation endpoint 

https://ahmed-ramzi-master-thesis.vercel.app/api/products/create 

 
Figure 59: Creating Single Record in Collection 

Data must be entered in singular object form otherwise the API will return an error with 

status code 422. 
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Figure 60: API Error 422 

The following data should be used for bulk data population 

https://ahmed-ramzi-master-thesis.vercel.app/api/products/create/bulk 

 
Figure 61: Bulk data creation 
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In seconds, the database should be filled with the mock data. 

 
Figure 62: Database populated 

Now I can use the GET endpoint to read all my products that are in the database using 

Dataddo’s JSON Universal connector 

https://ahmed-ramzi-master-thesis.vercel.app/api/products 
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Figure 63: Personal API request on Dataddo’s platform 

I use the following transformation to create the table for the Data Source 
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Figure 64: Data Source Creation for Personal API 

The following step will be to configure the Data Flow to Google BigQuery 
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Figure 65: Data flow configuration Personal API to Google BigQuery 

The data should be written to the Data Warehouse. 

 
Figure 66: Personal API Migrated to Google BigQuery 
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5 Results and Discussion 

In this project, we look at the multiple use cases and trends on how to imply Data 

Integration into your business process. As we have become a world filled with data and 

information, it is simple to ignore how pieces of data help your business. The lack of 

utilising those data can cause an enterprise performance damage and not a clear 

understanding of its audience. As more services like YouTube Analytics, Facebook Ads, 

LinkedIn Ads, HubSpot CRM, ADP and many more services emerges to help enterprise 

clients do a specific task, its good to remember that most of these services support API 

services and your data can be integrated into your preferred destination to do your business 

analytics.  

 

You do not need to be confided to you use the charts and graphs that the service your use 

gives you. For example, let us say you make advertisement campaigns on Facebook Ads, 

they also give you an analytics virtualisation section in their platform to observe the 

performance of your campaigns, but they could be very limited in terms of defining scopes 

for your dataset and reporting. Therefore, you do not have to be limited by their tools, You 

can extract your data and send it to much better Dashboarding platforms that are 

specialised in defining scopes and generating reports, Google Data Studio, Power BI …etc.  

 

Not only that, but most services also give you the power to extract historical data from 

their API. These historical data can be crucial to most enterprises to draw a big picture that 

can help them in defining the trajectory of their goals and performances, past and also plan 

for the future. 

 

In this study, we only look into one form of Data Integration, and that is ETL 

methodology, and from this study, we see in section 4.1.2.1, that ETL comes in very handy 

when migrating from one Datawarehouse to another. Especially when we want to migrate 

from SQL to a NoSQL type of database could be tricky and not so easy for those people 

who do not have much knowledge of the migration process or are afraid to drop some 

tables in the process of migration. 
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6 Future Work Recommendation 

As Data Integration usage increases daily and a new type of use case emerges. Data 

Integration specialists should study more the about the term Reverse ETL. Reverse ETL is 

now being adopted in a few platforms, like Dataddo and Integrate.io, where the data are 

sent backwards from DWH to Data Sources. The reason for this usage may vary and a 

detailed study of enterprises' usage will be required as it slowly becomes popular with the 

crowd. 

 

Conclusion 

Working in a firm that builds Data Integration tools for clients and handles their projects 

made this project topic an interesting study that I have been very keen on learning more 

about it for the last two years. In my thesis, I elaborate on how DI solutions used to be very 

costly, 2 or more decades ago, and with the explosion of big data, social media marketing 

and so on, small businesses started to utilise these free data-oriented platforms, whether for 

sales, marketing, CRM purposes …etc. With time, affordable integration platforms have 

emerged and made the process much easier for data scientists to analyse their data. 

 

This thesis was divided into two parts, theoretical and practical parts. The theoretical part 

investigated multiple terms and concepts of Data Integrations, including key methods that 

were further elaborated on and demonstrated in the practical part. It also looked at how it is 

vital to business and how can some DI platforms can be affordable to enterprises, 

especially start-up and middle-sized companies, depending on their use case 

 

The methodology then focuses on taking those key points and I lay multiple use cases for 

different client usages. It starts with easy day-to-day integrations, to more complicated 

ones. However, there are many more use cases in that many clients come to me for 

consultation, and every client becomes a learning experience when I take on their project. 

 

Different scenarios were taken in the studies to simulate the overall picture for the use case 

analyses. 
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8 Appendix

Personal API Codes: 

https://github.com/ahmed-ramzi/api-master-thesis 

 

Google Data Studio Reports: 

~Use case 1: 

https://datastudio.google.com/reporting/79fc5c59-5c2d-4bdc-a448-

cc7345682da1/page/rtO7C 

 

~Use case 4: 

https://datastudio.google.com/reporting/4b27e059-0bbd-4ec7-bd24-

780ab80f77a5/page/B3d7C 

 

Documentations : 

YouTube API: 

 https://developers.google.com/youtube/analytics/data_model 

 

Google Sheet API:  

 https://developers.google.com/sheets/api/reference/rest/v4/spreadsheets/get 

 

Firebase Cloud Store 

https://firebase.google.com/docs/firestore 

 

https://github.com/ahmed-ramzi/api-master-thesis
https://datastudio.google.com/reporting/79fc5c59-5c2d-4bdc-a448-cc7345682da1/page/rtO7C
https://datastudio.google.com/reporting/79fc5c59-5c2d-4bdc-a448-cc7345682da1/page/rtO7C
https://developers.google.com/youtube/analytics/data_model
https://developers.google.com/sheets/api/reference/rest/v4/spreadsheets/get
https://firebase.google.com/docs/firestore
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