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Abstract 
Voice conversion ( V C ) aims at converting the voice of source speaker to the voice of target 
speaker. It is popular i n funny Internet videos but has also series of serious use cases, such 
as dubbing of audiovisual mater ial and anonymizat ion of voice (for example for witness pro
tection). A s it can serve for spoofing of voice identification systems, it is also an important 
tool for development spoofing detectors and counter-measures. 

Tra in ing V C models has mainly been on parallel audios (ie. two speakers uttering the 
same text) and on high quali ty audio material . The goal of this thesis was to investigate 
developing V C on non-parallel data and wi th low quali ty signals, mainly from publ ic ly 
available dataset VoxCeleb. 

This work follows the state-of-the-art A u t o V C architecture defined by Q i a n et a l . It 
is based on neural network (NN) autoencoders, a iming to separate speech into content-
and speaker-dependent embedding. The target speech is then obtained by replacing source 
speaker embedding by the target speaker one. We have improved Qian 's architecture to 
process low-quality audio by experimenting wi th different speaker embeddings (d-vectors 
vs. x-vectors), introducing a speaker classifier from content embeddings i n an adversarial 
setup, and tuning the size of content embeddings imposing an information bottleneck to the 
autoencoder. Also , we have defined another adversarial architecture by comparing original 
content embeddings wi th those obtained after the V C process. 

The results of experiments prove that non-parallel V C on low-quality data is indeed 
doable. The resulting audios were not so good as in case of using high-quality ones, but the 
speaker verification results after spoofing by proposed system have clearly shown a shift of 
voice characteristics toward the target speakers. 

Abstrakt 
Cílem konverze hlasu (voice conversion, V C ) je p řevés t hlas zdro jového řečn íka na hlas 
cílového řečn íka . Technika je p o p u l á r n í je u v t i p n ý c h i n t e r n e t o v ý c h videí, ale m á t a k é ř a d u 
seriózních využ i t í , jako je d a b o v á n í aud iov izuá ln ího m a t e r i á l u a anonymizace hlasu (např ík
lad pro ochranu svědků ) . Vzhledem k tomu, že m ů ž e sloužit pro spoofing s y s t é m ů identi
fikace hlasu, je t a k é dů l ež i t ým n á s t r o j e m pro vývoj d e t e k t o r ů spoofingu a p r o t i o p a t ř e n í . 

Mode ly V C byly dř íve t r é n o v á n y p řevážně na pa ra le ln ích (tj. dva řečníci č tou s te jný 
text) a na vysoce kval i tn ích audio ma te r i á l ech . C í lem t é t o p r á c e bylo prozkoumat vývoj V C 
na nepara le ln ích datech a na s ignálech nízké kvality, ze jména z veřejně d o s t u p n é d a t a b á z e 
VoxCeleb . 

P r á c e vycház í z m o d e r n í architektury A u t o V C definované Qianem et a l . Je za ložena 
na neu rá ln í ch a u t o e n k o d é r e c h , jejichž cí lem je oddě l i t informace o obsahu a řečníkovi do 
s a m o s t a t n ý c h n ízkod imenz ioná ln ích vek to rových r ep rezen tac í ( e m b e d d i n g ů ) . Cílová řeč se 
potom získá n a h r a z e n í m e m b e d d i n g ů zdro jového řečn íka embeddingem cílového řečníka . 
Qianova architektura byla vy lepšena pro zp racován í audio nízké kval i ty e x p e r i m e n t o v á n í m 
s r ů z n ý m i embeddingy řečn íků (d-vektory vs. x-vektory), zaveden ím klas i f ikátoru řečn íka 
z obsahových e m b e d d i n g ů v a d v e r s a r i á l n í m s c h é m a t u t r énován í n e u r o n o v ý c h sí t í a l a d ě n í m 
velikosti obsahového e m b e d d i n g ů tak, že jsme definovali in formační bottle-neck v př ís
lušné neu ronové sí t i . Definovali jsme t a k é dalš í adve r sa r i á ln í architekturu, k t e r á p o r o v n á v á 
p ů v o d n í obsahové embeddingy s embeddingy z í skanými ze zkonver tované řeči. 

Výs ledky e x p e r i m e n t ů prokazuj í , že nepa ra l e ln í V C na nekva l i tn ích datech je sku t ečně 
m o ž n á . Výs l edná audia nebyla tak kva l i tn í p ř í p a d ě "h i f i " v s t u p ů , ale výs ledky ověření 
řečn íků po spoofingu v ý s l e d n ý m s y s t é m e m j a s n ě u k á z a l y posun h lasových charakteristik 
s m ě r e m k c í lovým řečn íkům. 
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Rozšířený abstrakt 
Cílem konverze hlasu (voice conversion, V C ) je p řevés t hlas zdro jového řečn íka na hlas 
cílového řečn íka . Technika je p o p u l á r n í je u v t i p n ý c h i n t e r n e t o v ý c h videí, ale m á t a k é ř a d u 
seriózních využ i t í , jako je d a b o v á n í aud iov izuá ln ího m a t e r i á l u a anonymizace hlasu (např ík
lad pro ochranu svědků ) . Vzhledem k tomu, že m ů ž e sloužit pro spoofing s y s t é m ů identi
fikace hlasu, je t a k é dů l ež i t ým n á s t r o j e m pro vývoj d e t e k t o r ů spoofingu a p r o t i o p a t ř e n í . 

Mode ly V C byly dř íve t r é n o v á n y p řevážně na para le ln ích (tj. dva řečníci č tou s te jný 
text) a na vysoce kval i tn ích audio ma te r i á l ech . C í lem t é t o p r á c e bylo prozkoumat vývoj V C 
na nepara le ln ích datech a na s ignálech nízké kvality, ze jména z veřejně d o s t u p n é d a t a b á z e 
VoxCeleb . 

P r á c e ne jdř íve zadefinuje konverzi hlasu, rozdí l mezi pa ra le ln í a nepa ra l e ln í konverzí 
a ná s l edne tzv. one-shot konverzí . One-shot konverze z n a m e n á , že mluvčí , na k t e rých je 
s y s t é m t e s tován nebyli zahrnut i v t r énovac í sadě . Tato technika získává v p o s l e d n í m roce 
více pozornosti d íky vývoj i a snaze posouvat hranice v oblasti konverze hlasu. 

Dá le je p o p s á n a Voice Conversion Challenge ( V C C ) . V C C je soutěž , ve k t e r é se snaží 
účas tn íc i vy tvo ř i t co nejlepší s y s t é m pro konverzi hlasu. Se s y s t é m e m , k t e r ý v z n i k l z t é t o 
p ráce jsme se j í t a k é účas tn i l i , p r ávě p o u ž i t í m one-shot metody. 

P ř e d s a m o t n ý m j á d r e m jsou ne jdř íve zadef inovaný vrs tvy a ak t ivačn í funkce n e u r o n o v ý c h 
sítí , k t e r é jsou dá le používány. 

V h l avn í čás t i p r á c e jsou p o p s á n y a u t o e n k o d é r y jako neu ronové s í tě , k t e r é mohou 
rozděl i t řeč na čás t reprezentu j íc í mluvč ího a čás t reprezentu j íc í obsah, tzv. "Speaker 
disentanglement". T é t o techniky využ ívá více s y s t é m ů a t ř i z nich jsou deta i lně j i pop
sány: C y c l e V A E využ ívá modif ikovaný a u t o e n k o d é r - Var ia t iona l Autoencoder. Nás leduje 
metoda, k t e r á využ ívá t ex tové vstupy pro lepší zadef inovaní v ý s t u p u řečového e n k o d é r u a 
zároveň využ ívá dva klasif ikátory, jeden pro separaci pouze informace o m l u v č í m a d r u h ý 
pro k o n t r a d i k t n í (adversarial) t r énován í obsahové čás t i tak, aby v n í b y l co nejvíce p o t l a č e n ý 
mluvčí . 

Hlavn í čás t p r á c e vycház í z m o d e r n í architektury A u t o V C definované Qianem et a l . 
Je za ložena o p ě t na neurá ln í ch a u t o e n k o d é r e c h . Tato metoda použ ívá s e p a r á t n ě v y t r é n o 
vaný extraktor e m b e d d i n g ů mluvč ího (vektor, k t e r ý jej reprezentuje). D e k o d é r se pod
miňuje t í m t o embeddingem, tak aby vy tvoř i l o p ě t n a h r á v k u zrojového mluvč ího . D íky 
tomu m ů ž e m e t r énova t tento s y s t é m s t a n d a r d n í ob jek t ivn í funkcí na rekonstrukci původ 
n ího vstupu. 

Řeč cílového řečn íka se po tom získá n a h r a z e n í m e m b e d d i n g ů zdro jového řečn íka p rávě 
embeddingem cí lovým. Qianova architektura byla vy l epšena pro zp racován í audio nízké 
kval i ty e x p e r i m e n t o v á n í m s r ů z n ý m i embeddingy řečn íků (d-vektory vs. x-vektory). Dá le 
jsme se inspirovali výše u v e d e n ý m i metodami a modifikovali jsme tuto metodu zaveden ím 
klas i f ikátoru řečn íka z obsahových e m b e d d i n g ů v a d v e r s a r i á l n í m s c h é m a t u t r énován í neu
ronových s í t í a l a d ě n í m velikosti obsahového e m b e d d i n g ů tak, že jsme definovali in formační 
bottle-neck v p ř í s lušné neu ronové sí t i . Definovali jsme t a k é dalš í adve r sa r i á ln í architekturu, 
k t e r á p o r o v n á v á p ů v o d n í obsahové embeddingy s embeddingy z í skanými ze zkonver tované 
řeči, tato metoda je zase insp i rována z p ů s o b e m t r énován í s y s t é m u C y c l e V A E . 

Dů lež i tou součás t í s y s t é m ů pro konverzi hlasu je vokodér , k t e r ý transformuje s p e k t r á l n í 
reprezentaci n a h r á v k y zpě t do podoby s ignálu . V prác i jsou p o p s á n y dva vokodéry : dnes již 
t é m ě ř l egendá rn í WaveNet a p o t é Para l le l W a v e G A N . WaveNet b y l v y v i n u t ý v roce 2016 
a získal si velkou popular i tu , d íky tomu, že dokáže generovat n a h r á v k y ve velmi vysoké 
kval i tě . N e v ý h o d o u WaveNetu je, že generování je časově velmi n á r o č n é . Tento p r o b l é m řeší 



d r u h ý z m í n ě n ý vokodér Para l le l W a v e G A N , k t e r ý dosahuje s te jné kval i ty syn te t i zovaného 
hlasu, ale dokáže jej produkovat v r e á l n é m čase. 

J e d n í m z cílů t é t o p r á c e je vyzkouše t konverzi hlasu na nekva l i tn ích datech. V dalš í 
čás t i je zadefinován dataset, na k t e r ý m je s y s t é m t r énován . 

Výs ledky e x p e r i m e n t ů prokazuj í , že nepa ra l e ln í V C na nekva l i tn ích datech je sku t ečně 
m o ž n á . Výs l edná audia nebyla tak kva l i tn í p ř í p a d ě "h i ŕi" v s t u p ů , ale výs ledky ověření 
řečn íků po spoofingu v ý s l e d n ý m s y s t é m e m j a s n ě u k á z a l y posun h lasových charakteristik 
s m ě r e m k c í lovým řečn íkům. 
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Chapter 1 

Introduction 

Voice conversion ( V C ) is one of speech processing fields closely related to speech synthesis, 
voice cloning or speaker identification. The goal of voice conversion is to transform speech 
of the source speaker to sound like it was uttered by target speaker while not altering 
linguistic content. 

Ar t i f i c i a l speech of desired speaker can be also generated using text to speech system 
trained on target speaker, but these systems are usually only trained for specific speaker 
and do not work on other speakers. Th is problem might be solved by using voice cloning 
techniques, but there is no control over target speakers prosody which is, in some cases, 
useful to preserve. Voice conversion does not have hard definition in terms of which parts 
of the speech to convert. For the purposes of voice conversion, we can split speech into 
linguistic content, t imbre and prosody, where prosody means fundamental frequency and 
speaking rate. W h a t is always transformed is t imbre but even such a speaker specific 
component as fundamental frequency can be useful not to convert (for example in singing 
voice conversion). Simi lar case is w i t h the speaking rate, which is sometimes useful to 
transform, but i n some applications it is better to preserve source speakers rate, for example 
for dubbing purposes. Usually, quali ty of V C system is measured i n terms of naturalness of 
resulting voice and s imilar i ty to the target speaker. B u t also other methods like spoofing 
might be used. 

Voice conversion techniques can be used for spoofing speaker verification systems and 
to develop counter measures. R i s ing topic for a few last years is speaker privacy, where the 
goal is to hide speaker identity, voice conversion might serve as anonymizat ion method. 

1.1 C l a i m s of this Thesis 

In this thesis, I am focusing mainly on one-shot voice conversion, which means, that the 
system is able to convert voice from and to any desired speaker w i th only few seconds of 
audio samples. V C systems are usually developed and evaluated using clean audio data 
recorded i n controlled environment without background noise. Second main task is to 
evaluate one of current V C systems on w i l d dataset and to examine quali ty degradation. 

1.2 Scope of Chapters 

Further i n the thesis, the voice conversion field and it 's variations are summarized wi th 
definition of parallel and non-parallel voice conversion, followed wi th description of Voice 
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Conversion Challenge. Next , a specific family of V C techniques, speaker disentanglement, 
is presented. Most of the V C systems transform only spectral representation of speech, 
therefore it is crucial to use high-quality vocoders to transform spectral representations 
into raw speech. Some of neural vocoders are described in the next chapter. Thesis follows 
wi th used datasets and experiments. It is concluded i n the last chapter. 
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Chapter 2 

Voice Conversion Overview 

In this chapter, the difference between parallel and non-parallel V C is described, following 
wi th the types of non-parallel V C . Later , the Voice Conversion Challenge is introduced. 

2.1 P a r a l l e l Voice Convers ion 

In parallel voice conversion, the voice conversion model (further denoted only as „model" ) 
is t rained using parallel dataset. That means that the same set of utterances from each 
speaker is present i n the t ra ining dataset. Usually, t ra ining is done for each pair of source -
target (S - T ) speakers (so called one-to-one V C ) . T y p i c a l structure of parallel V C models is 
shown i n figure 2.1. For parallel V C systems, some form of t ime alignment (e.g. Dynamic 
T ime Warping) is typical . T ime alignment allows direct mapping from source to target 
features and makes conversion of the prosody easier. These systems have slightly better 
s imilar i ty and naturalness results than the non-parallel ones, but this difference is getting 
less significant w i th current state-of-the-art models. The need of parallel dataset on the 
other hand is a huge disadvantage of this approach, which leaves it w i t h very few real world 
applications. 

2.2 N o n - P a r a l l e l V C 

Non-paral lel V C , where parallel dataset is no longer needed, has more pract ical use. V C 
techniques using this configuration are being developed for past few years and they have 
achieved impressive results. 

Non-paral lel models have to learn mapping from one speaker to another without being 
able to al ign frames wi th the same content. Neura l networks are almost exclusively used 
for this task and various models were adapted such as Generative Adversar ia l Networks, 
Autoencoders or Var ia t iona l Autoencoders. 

We can further split non-parallel V C systems into groups depending on their „level of 
generalization": 

• One-to-One: S imi lar ly to the parallel V C , a special model is trained for each pair of 
speakers. 

• Many- to -Many : One universal model can be used to perform conversion among vari
ous speakers from the t ra ining dataset. 

5 



Figure 2.1: Scheme of basic parallel V C system. Tra ining part is on the top and conversion 
part at the bot tom. M a p p i n g function can be Gaussian M i x t u r e M o d e l or Neura l Network 
based model. M a p p i n g function is unique for each source - target speaker pair —>• one-to-one 
conversion system. 

2.3 One-Shot Voice Convers ion 

Above mentioned many-to-many systems consider only conversion among speakers i n the 
t ra ining dataset. In order to step up generalization of V C systems, one-shot voice conversion 
was introduced. One-shot means, that as l i t t le as one utterance of the source or target 
speaker is required to perform transformation from one speaker to another. Some authors 
cal l this type of V C as „Zero-shot" conversion (e.g. [14]), but I decided to follow „One-sho t" 
notation, because at least one utterance of each speaker is needed. 

It is also wor th to mention, that w i th this level of generalization, V C field is slowly 
approaching the speaker identification, where models are always tested against speakers 
outside of the t ra ining dataset. 

2.4 Voice Convers ion Chal lenge 

Voice Conversion Challenge ( V C C ) is a series of events promoting development of new V C 
techniques and providing comparison of submit ted V C systems using identical data and 
evaluation methods. Two challenges were organized in years 2016 [20] and 2018 [5], w i th 
the 2020 evaluation currently i n progress. 

In the first challenge, there was only one task: to create V C system using parallel 
dataset. The second challenge consisted of two tasks: Manda to ry „ H u b " task using parallel 
data and optional „Spoke" w i th non-parallel data. Th is year (2020), the th i rd V C C takes 
place, where no parallel conversion is done at a l l . It once again consists of two tasks. In the 
first one, the goal is to develop non-parallel V C system, but in the second one, V C settings 
are cross-lingual - samples of the target speakers are uttered i n different language than the 
source speakers. Selected target languages are F inn ish , German and Mandar in . 

G 



B o t h past challenges used two subjective metrics for evaluation (exact conditions are 
described i n [20] or [5]): 

• Naturalness: Subjects evaluated naturalness of converted speech samples on standard 
Mean Opin ion Score ( M O S ) scale from 1 to 5. Or ig ina l samples were included for 
reference. 

• Similarity: Subjects were asked to compare two recordings and decide whether they 
were produced by the same speaker. Subjects were also supposed to ignore distort ion 
and artefacts i n converted speech. 

TOO • 

NI7 • 

ND8 

D03 • * 
NIB N ; 2 

N lti 
NO? 

• DOS 
• 

M y • 

N £ 3 D02 

son 

Naturalness MOS uosso.ro 

(a) V C C 1 6 results. S and T denote original source (b) V C C 1 8 Hub task results. SOO and TOO denote 
and target speech samples [20]. original source and target speech samples [5]. 

Figure 2.2: Compar ison among systems submitted to V C C 1 6 and V C C 1 8 . W h i l e the best 
systems from V C C 1 6 d id not pass 3.5 naturalness M O S and 80 % similarity, the best 
systems from V C C 1 8 passed both values and i n terms of M O S , even 4.0. Para l le l dataset 
was used i n both tasks. 

There is a huge improvement between systems from year 2016 and 2018 i n terms of 
both naturalness and s imilar i ty as seen i n figure 2.2. The main difference is using neural 
networks as model and developing better quali ty vocoders such as WaveNet [21]. Also , 
from comparison of H u b and Spoke tasks i n figure 2.3, we can deduce, that even though 
non-parallel V C is harder, it is possible to obtain the same or even better results compared 
to parallel V C . 

2.4.1 Base l ine Sys tems 

The baseline system i n the first challenge was a modified voice conversion system from 
FestVox too lk i t 1 , It used fundamental frequency and Mel-cepstrum as the input, parallel ut
terances were synchronized using dynamic t ime warping ( D T W ) and the mapping was done 
using joint Gaussian M i x t u r e M o d e l ( G M M ) trained wi th Expec ta t ion-Maximiza t ion ( E M ) 
algori thm. FO was converted using global mean and variance of the target speaker. Con
verted Mel-cepstral coefficients and FO were then synthetized to waveform using FestVox's 
vocoder. 

1 ht tp : / / f estvox.org/ 
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(a) V C C 1 8 Hub task results. SOO and TOO denote (b) V C C 1 8 Spoke task results. S00 and TOO denote 
original source and target speech samples [5]. original source and target speech samples [5]. 

Figure 2.3: Compar ison of results of H u b and Spoke task. Most systems achieved worse 
results i n non-parallel settings except for the best system "N10" , which has a slightly better 
results in Spoke task. 

Sprocket [3] was used as baseline system for H u b task i n V C C 1 8 . It can perform 
conversion i n three modes; the first one uses similar principle as above described system 
from FestVox, described i n detail i n [19]; the second approach uses vocoder-free method for 
t imbre conversion, where differential GMM (DiffGMM) t rained filter is applied directly to 
the waveform without FO conversion and the th i rd one combines D i f f G M M approach wi th 
FO transformation. 

The second baseline for V C C 1 8 was M e r l i n toolki t [25], which is again support ing only 
parallel conversion and uses deep neural network ( D N N ) for spectral feature mapping. 

There are again two baseline systems developed for V C C 2 0 . The first one uses Au to 
matic Speech Recognit ion system to extract content of the speech utterance and then syn
thesizes target speaker's speech using text-to-speech model . It is part of E S P n e t t oo lk i t 2 . 
The second one is C y c l e V A E [18] and it is further described i n section 4.2 as it is more 
related to the core of this work. 

2https: / / github.com/espnet / espnet 
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Chapter 3 

Neural Networks 

In this chapter, layers and activation functions of used neural networks (NN) are described. 
On ly layers, that are further referred to in the thesis are mentioned. Objective functions 
are described for each network separately in the text. 

Nota t ion of equations is adapted from Py to rch documentat ion 1 [11]. 

3.1 Layers 

Numerous different layers are used in N N s . Some of them, that are used further i n this 
thesis are defined in this section. In the following equations, data vector x = [xi,..., XD]T 

Vector of biases biayer is expl ic i t ly added. 

• Linear layer, sometimes called fully connected or dense, consists only of mul t ip l i 
cation of input data w i th weights and summing them together. Weight mat r ix has 
dimensions D x N, where iV is number of cells in layer. 

/ L ( x ; W ) = W x + b L (3.1) 

fL : RD —>• RN, (3.2) 

where x = [x\,..., XD]T is input vector, and b^ is D dimensional vector of biases. 

• Convolutional layer applies convolution instead of mul t ip l ica t ion. In speech pro
cessing, I D convolutions along frequency domain are usually used. Kerne l size is 
k = ( 2 n + 1), n G N 0 . 

D (fc-l)/2 

/ c ( x ; W ) = b c + ̂  W ( - , i ) x ( i + i ) (3.3) 
i = l j=-(fc-l)/2 

fc •• K D ->• RN (3.4) 

Note, that operation used i n equation 3.3 is actualy a cross-correlation instead of 
convolution. The only difference between those two operations is kernel flip. Kerne l 
values are learnt dur ing training, therefore there is no difference between outputs. To 
avoid filtering outside of the input vector or reducing output size, (zero) padding of 
size p = (k — l ) / 2 is usually used. 

xhttps: //pytorch.org/docs/stable/ 
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• Batch Normalization is used to speed up training of the network. It normalizes 
features across the batch. In speech processing, I D version is used wi th statistics 
computed per-dimension. 

x — IE (x) 
fbatchnormi.^) — _ 777\ ^ T ß> a(x) 

(3.5) 

where 7 and /3 are learnable parameters 

Long Short Term Memory (LSTM) layer is a variat ion of the Recurrent neural layer. 
Recurrent neural networks ( R N N ) process input i n sequence and they have two inputs, 
one regular and the second one is from the previous - hidden - step. B o t h inputs 
have they own set of weights W i ; _ and W h , _ respectively. R N N ' s output at time t 
is computed as h/t\ = tanh (Wj^xj + 6j5„ + ~Wh,nh^-i) + bh,n)- x is again a feature 
vector, and subscript t is added in order to denote precisely its t ime. Standard R N N 
have problem, that past inputs loose quickly influence on the output (the network 
forgets). These issues are addressed by L S T M , where cell state is introduced. C e l l 
state ct is a hidden feature of the cell, it is passed to the next step wi th only residual 
modifications. Th is leads to a possibil i ty of keeping long t ime context in the network. 
Scheme of L S T M cell is i n figure 2 3.1. 

it = a (Wj,jXt + 6j,j + Wh,ifh-i + bh,i) 

ft = a (Wi , /x t + hj + Whjht-i + bhJ) 

gt = tanh ( W i i 9 X ( + bij9 + Whj9ht-i + bhj9) 

ot = a ( W i j 0 x t + bit0 + Whj0ht-i + bhj0) 

ct = ft® ct-i + kOgt 
ht = otQ tanh(ct) 

1 

Figure 3.1: L S T M cell scheme. 

2Picture is taken from Christopher Olah's blog https://colah.github.io/posts/2015-08-
Understanding-LSTMs/ 
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3.2 A c t i v a t i o n Funct ions 

Stack of only linear layers would result only in a linear transformation of the input . To 
break the linearity, act ivat ion function needs to be used. For example, L S T M layer has 
these activations buil t inside, but other layers, like linear of convolutional, need to use 
them explicit ly. 

Typ ica l ly used activation functions are: 

Rectified Linear U n i t - R e L U (x) = max (0, x) and its modified version 
L e a k y R e L U (x) = max (cx, x) where c £ (0,1) 

Logist ic sigmoid - a (x) = 1 + e - x 

Hyperbol ic tangent - tanh (x) = e

eX~^e

e-x 

Softmax is usually used at the end of network together w i th cross-entropy loss. It 
rescales input vector so that it sums up to one and can thus serve as probabilities in 
categorical dis tr ibut ion: 

exp (xj 

E f = i e x P ( x j ) 
softmax ( X J ; x) =  l——- (3.6) 

Rectified Linear Unit (ReLU) Leaky Rectified Linear Unit (LeakyReLU) 

Logistic sigmoid - a Hyperbolic tangent - tanh 

Figure 3.2: Ac t iva t ion functions. 
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Chapter 4 

Speaker Disentanglement for Voice 
Conversion 

In general, disentanglement refers to a method of separating compound object into prefer
ably disjoint features. 

In the voice conversion, Speaker Disentanglement is a technique of separating speech into 
speaker and linguistic (content) dependent representations that can be later reconstructed 
back to speech. To enforce this separation, some form of dimensionality reduction needs to 
be done on the input speech data. 

In this chapter, the concept of autoencoder architecture and a way to use it for speaker 
disentanglement is described. Later , some V C methods, which are using autoencoders and 
speaker disentanglement, are described. 

4.1 A u t o e n c o d e r A r c h i t e c t u r e 

The autoencoders are neural network architectures, that consist of two parts, encoder E 
and decoder D. The task of the encoder is to reduce dimensionality of the input data X 
and create information bottleneck. 

z = E(X.) (4.1) 

O n the other hand, decoder's task is to re-create input data from the output of the 
encoder - often called latent features - w i th as smal l information loss as possible. 

X = D ( z ) (4.2) 

Typ ica l ly autoencoders are trained using mean squared error loss function to achieve data 
reconstruction. 

(4.3) 

In order to create different output or to reconstruct more precise output, decoder can 
be conditioned on some external information. This information can be varying from simple 
binary flag up to the outputs of the whole neural network. B o t h approaches are used in 
the voice conversion. This architecture can be modified by adding more encoders, each 
one can be trained to extract specific part of the input data. Typ ica l ly two encoders are 
used in voice conversion systems. One for extracting speaker-dependent information Eg 
and the other one for the content EQ- Speaker-dependent information is usually in form of 
a embedding (one vector, that uniquely describes speaker). Input of the decoder are latent 

£<Ai E I X - X I 
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features from EQ and it is further conditioned on speaker embedding. Equa t ion 4.2 can be 
now rewritten into the following: 

X S , U = D ( £ C ( X S , U ) , £ 5 ( X S ) ) , (4.4) 

where s and u denote speaker and utterance respectively. X s is any utterance of the speaker 
u. 

To perform voice conversion, we can s imply replace speaker embedding Es(X-s) w i th 
embedding of desired target speaker Es(X.t). 

± t i U = D(Ec(Xs,u),Es(Xt)) (4.5) 

4.1.1 Speaker E n c o d e r 

Speaker Encoder can be either trained together w i th whole V C system or use an already 
pre-trained system for extract ing some form of speaker embedding such as x-vectors [17] or 
d-vectors [23]. Often, the assumption about embedding is, that it stays constant for any 
utterance of the same speaker. Th is assumption is false as seen i n the figure 4.1, but mean 
vector of several embeddings can be taken as a representative and used further for the V C 
system training. 

4.1.2 C o n t e n t E n c o d e r 

Content Encoder 's task is to derive speaker independent information from the input speech. 
Phrase speaker independent is important as even though we assume, that the output is some 
form of text representation (it can be called „ text embeddings"), there is more information 
„h idden" in latent features such as prosody or background noise. 

There are several proposals how to force EQ to remove speaker information from the 
utterance, naMely: 

• Create bottleneck narrow enough, that a l l speaker information i n reconstructed speech 
is taken from speaker embedding [14]. 

• Use addi t ional speaker classifier to classify latent features and t ra in EQ against it [27]. 

• Sl ightly different approach is to use separately trained automatic speech recognition 
system to extract the text information i n form of text embeddings 

4.1.3 D e c o d e r 

The decoder creates desired speaker's spectrogram using latent features from Ec and target 
speaker's embedding as the only information about speaker. 

It is worth to notice, that the decoder has a similar functionality as text-to-speech ( T T S ) 
models, which take text as the input data (vs. latent features) and are trained on a specific 
speaker or as voice cloning systems, which, again, take text as input, but also use speaker 
embedding to generate target speaker's voice. 

Decoder's architecture is usually similar to some T T S model as they have similar pur
pose - to produce spectrogram. B o t h [14] and [27] used slightly modified architecture of 
Tacotron 2 [16]. 

13 
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Figure 4.1: t - S N E [6] visual izat ion of speaker embeddings. Shown embeddings are x-vectors 
of subset of speakers from VoxCeleb dataset. 

Postnet 

B o t h systems described further i n Sections 4.3 and 4.4 use post-network at the end of the 
decoder. It was proposed i n Tacotron 2 [16] to improve Mel-spectrogram's fine details. Post-
net's architecture is show further i n table 4.1. It predicts residual of the Mel-spectrogram 
and adds it to the output of the decoder. Compar ison of Mel-spectrograms wi th and without 
postnet can be seen i n Figure 4.2. 

4.1.4 V a r i a t i o n a l A u t o e n c o d e r s 

V A E s are generative models, which use similar architecture as autoencoders. Generative 
model means that it can create new unseen data. In V A E s , it is done by sampling from 
the latent space. In order to be able to generate meaningful data, the latent space needs 
to be regular, which means that sampling the slightly different features result into slightly 
different meaning as visualised i n Figure 4.3. Basic autoencoders do not guarantee this 
property, thus cannot be regarded as generative models. 
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D + PSNT 

PSNT mult 26.9519 times 

frames 

Figure 4.2: Compar ison of the decoder (D) output w i t h added postnet ( P S N T ) residual in 
the first plot, only decoder outputs without postnet output in the second plot, and finally 
only postnet's residual mul t ip l ied by maxrp(x\) to get values between 0 and 1. 

o — i 

Figure 4.3: Visua l iza t ion of regular latent space (underlaying circles) and its decoded rep
resentations (shapes). P ic ture is from [15]. 

V A E ' s encoder does not output a sample i n the latent space, but a latent probabil i ty 
dis tr ibut ion instead. Latent feature is then sampled from that dis t r ibut ion and decoded: 

p ( z | x ) = E(x) (4.6) 

z ~ p (z |x) (4-7) 

x = D ( z ) (4.8) 
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Furthermore, p (z|x) is normal dis t r ibut ion. To achieve regular latent space, KL-divergence 
term in loss function is introduced to push latent space towards normal dis t r ibut ion [15]: 

-DKL(p(z,\x)\\X(0,I)) (4.9) 

KL-divergence 

KL-divergence (short for Kul lback-Le ib le r divergence) is a term, that measures difference 
between two probabil i ty distributions p(x) and q(x). It is defined for continuous distr ibu
tions as: 

DKL(P\\Q)= f p(x)]og(^\) (4.10) 

KL-divergence is not commutative operation DKL(P\\Q) 7̂  DKL(Q\\P) and it has a close 

form solution for DKL between diagonal multivariate Gaussian dis t r ibut ion and multivariate 
standard normal dis t r ibut ion M 

1 -
DKL {M ( [ / X I , . . . , / i D ] T , diag(al..., a2

D)) \\M (0,I)) = — ^ ( a 2 + , i 2 - In a 2 - l ) 
d=l 

(4.11) 

4.2 C y c l e V A E V C 

C y c l e V A E V C 2 [18] uses cyclic variat ional autoencoder to perform voice conversion, it is 
also one of the baseline systems i n Voice Conversion Challenge 2020. It creates one-to-one 
V C system. 

The cycle can be broken into two parts: i n the first part, input features of the source 
speaker are converted to the target speaker and also back to themselves; i n the second part 
converted target features are converted back to the source speaker as shown i n figure 4.4. 

Used features are Mel-spectrogram and fundamental frequency extracted using W O R L D 
toolki t [8]. /o is transformed linearly in log-domain using mean and variance of the source 
and target speakers pitch: 

fOtar = — (fOsrc ~ Msrc) + l^tar (4.12) 
&src 

C y c l e V A E creates separate model for each speaker pair, therefore there is no need to 
use embeddings wi th speaker information. We can replace it by simply using a binary 
flag. Authors also state, that for many-to-many conversion, one-hot vector can be used to 
determine desired target speaker. However, in order to perform one-shot V C , addi t ional 
speaker information (and separately extracted) must be provided instead of using one-hot 
vector. 

Loss of this network is based on the standard V A E loss, w i th exception, that mean 
absolute error is used instead of mean squared error. Loss for one cycle is then implemented 

xhttps://en.wikipedia.org/wiki/Kullbacky,E2y,807,93Leibler_divergence#Examples also used in Cyc
le VAE's [18] implementation, https://github.com/patrickltobing/cyclevae-vc/  

2Implementation is available on https://github.com/patrickltobing/cyclevae-vc 

C-VAE = E I X - X I 
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Figure 4.4: Scheme of C y c l e V A E V C training process. Top part of the figure is simple 
V A E voice conversion and whole graph shows one cycle of C y c l e V A E during t ra ining phase. 
P ic ture is heavily inspired by [18]. 

as follows: 

Cycle,n E 

+ E 

\^-n,t — ^-0,b\ 

| X „ h — X q 6 (4.13) 

- Z ? X L ( p ( Z n , t | X n _ l i b ) | | i V ( 0 , I ) ) 

- D K L ( p ( z n > 6 | Y n ) | | J V ( 0 , I ) ) 

A l l symbols follow the notat ion from figure 4.4. F u l l loss is then constructed as sum over 
al l iV cycles: 

N 

£-CycLeVAE = 'S^2/£-CycLe,n (4-14) 
n=l 

4.3 N o n - P a r a l l e l Sequence-to-Sequence Voice Convers ion 

In this me thod 3 , proposed i n [27], phonetic transcriptions T = [t\, . . . £ M ] are used together 
wi th acoustic features. Furthermore, auxi l iary speaker classifier is used to enforce better 
disentanglement. The model is trained on both auto-encoding and text-to-speech task. 
Whole structure of this system is shown i n figure 4.5. 

F ive modules are used in t ra ining or conversion process: 

3Implemenation is available on https://github.com/jxzhanggg/nonparaSeq2seqVC_code 
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Seq2seq decoder % 

Figure 4.5: The architecture of Sequence-to-Sequence V C model . Image is taken from [27]. 

• Speaker encoder E$ is used for extracting speaker embedding e s from acoustic fea
tures. It consists of 2 B L S T M layers w i t h 128 output cells followed by average pooling 
and one fully connected layer w i t h tank activation. 

• Text encoder ET extracts vector of text embeddings H ' = [ h * , h ^ ] from phoneme 
transcript ion of the input speech. 

• Recognit ion encoder En is t rained to extract the same sequence of embeddings 
H r = [hj , . . . ,h^] as ET except it takes acoustic features as the input . Th is is the 
„content encoder" when following the terminology from above. 

• A u x i l i a r y classifier Cs predicts speaker identity from H r and is used to eliminate 
remaining speaker dependent information in H r . 

• Decoder DA recovers the acoustic feature sequence from H r and e s for auto-encoding 
or H ' for text-to-speech task (both are used during training). Decoder predicts two 
frames at each t ime step. Archi tecture of the decoder is similar to Tacotron 2 [16]. 

Several Loss functions are used for training: 

1. Loss for phoneme sequence classification compares H r w i th original phoneme sequence 
using Cross Entropy. 

C T C = E [ C E ( t n , so f tmax(Wh; ) ) ] , (4.15) 

where W are trainable parameters of the softmax layer. 

2. Cs module is t rained again w i t h cross entropy wi th p s as true speaker labels and p* 
as predicted speaker probabili ty. 

C C S = E [ C E ( p s , p ^ ) ] (4.16) 
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3. Linguis t ic embedding s imilar i ty loss is introduced to increase s imilar i ty between h r 

and h' when m = n and reduce s imilar i ty for m 7^ n . 

N,N 

£-CT = ^mndmn + (1 — Imn) max(< i m n , 0) 
m=l,ra=l 

h' 
h r

 9 Ih' Ho I " n 11 <Z 

(4.17) 

(4.18) 

where I is indicator matr ix and Imn 

between hL and h* 
1 when m = n and 0 otherwise. dmn is distance 

4. Adversar ia l loss is used for recognition encoder t raining. It compares C s ' s predicted 
probabilities p* wi th uniform dis t r ibut ion e„ = — . Th i s loss function forces 

Nspkrs 
recognition encoder to produce text embeddings wi th no information about speaker. 

£ A W = E [ | | e - p * | | | ] (4.19) 

5. Speaker encoder is t rained using cross entropy loss. 

C S E = C E ( p s , softmax ( V h s ) ) , (4.20) 

where V are trainable parameters of the softmax layer. 

6. Decoder is trained on reconstruction loss. It is using absolute error instead of squared 
error. 

RC E X X (4.21) 

7. To end generation of the speech sample during conversion, hidden state of L S T M layer 
in decoder is projected into scalar value using a linear layer and sigmoid activation 
fend- Cross-entropy is used to guess the correct ending frame. 

C-ED = CE I fend, ft lend (4.22) 

Text-to-speech and self-reconstruction is alternating i teration by iteration. 
Tra in ing of this model consists of two stages. D u r i n g pre-training stage large amount of 

speakers is present in t ra ining data. In the fine-tuning stage, specific pair of source-target 
speaker is trained. Speaker encoder E$ is also discarded in fine-tuning stage and replaced 
wi th averaged embedding for each speaker. 

Resul t ing Mel-spectrogram is transformed into waveform using WaveNet vocoder[21]. 
The model is able to perform only one-to-one V C under these conditions, however, 

authors c la im that many-to-many V C is possible by s imply using more speakers in pre-
t ra ining stage. 

4.4 A u t o V C 

A u t o V C 1 [14] is one of the many-to-many V C systems. It uses regular autoencoder and 
conditions decoder on the speaker embeddings. Th i s model is also one of the first V C 
systems, that is capable of one-shot conversion (called zero-shot in the paper). 

Implemenation is available on https://github.com/auspicious3000/autovc 
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A u t o V C achieves disentanglement by designing bottleneck narrow enough to exclude 
speaker information but wide enough to preserve the content. A l l this is done without any 
adversarial t raining. 

Scheme of the full network is shown i n figure 4.6 and its architecture i n table 4.1. 

X 

Source speaker 
mel-spectrogram 

Reconstructed 
mel-spectrogram 

X 
Reconstruction 

Loss 

Mean Absolute Error Loss 

Figure 4.6: Scheme of A u t o V C autoencoder. 

4.4.1 A u t o V C S t r u c t u r e 

A u t o V C autoencoder has the following structure. 
Content encoder EQ extracts content codes (C) from acoustic features. Codes do 

not contain only l inguistic but a l l speaker independent information. Input of the EQ is 
Mel-spectrogram concatenated wi th separately extracted speaker embedding of the source 
speaker. Supplied embedding should allow Ec to learn faster, what information to discard. 
Output is vector of content embeddings reduced i n both t ime and channel dimensions. Let 
c_s. (t) and c<_ (t) be B L S T M outputs i n forward and backward way respectively at time 
frame t. B o t h are dneck dimensional vectors. Downsampl ing rate is df. F i n a l content codes 
are extracted as: 

(4.23) 

Decoder D recreates Mel-spectrogram from content encoder and supplied speaker em
bedding of the target speaker concatenated together. A s mentioned i n section 4.1.3, archi
tecture is inspired by Tacotron 2 [16] decoder model . F i r s t , it upsamples content codes by 
copying them into the same temporal resolution as was the original Mel-spectrogram, then 
target speaker embedding is concatenated to each frame (original speaker during training). 
To further improve reconstruction, postnet is used and its outputs are added to the decoder 
output. 

WaveNet conditioned on Mel-spectrograms is used for waveform generation. 

<V(0) ) ' \ c « _ ( i d / ) J'-'y c^födf 
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Table 4.1: Archi tecture of the A u t o V C ' s encoder. 

C o n t e n t E n c o d e r 
Layer Mise Output 
Input - (80 + 256) x T 

, ConvlD 
3 x <̂  BatchNormlD 

L ReLU 

kernel = 5 512 x T 

2 x BLSTM -
dneck * T Downsample - ^(^neck X 

D e c o d e r 
Layer Misc Output 
Input - (2dneck + 256) x X 

Upsample copying (2dneck + 256) x T 
LSTM - 512 x T 

r ConvlD kernel = 5 512 x T 
3 x <̂  BatchNormlD - -

I ReLU - -
2 x LSTM - 1024 x T 

Linear - 80 x T 

Postnet 
Layer M i s c Output 
Input - 80 x T 

< ConvlD kernel = 5 512 x T 
4 x <̂  BatchNormlD - -

I tanh - -
ConvlD kernel = 5 80 x T 

Table 4.2: Archi tecture of the Speaker Encoder. 

A u t o V C ' s Speaker E n c o d e r (d-vector system) 
Layer M i s c Output 
Input - 80 x T 

3 x LSTM only last output i n t ime domain is considered 768 x 1 
Linear projection - 256 
L2 normalization - 256 

4.4.2 Speaker E n c o d e r 

Speaker encoder E$ i n A u t o V C system is network extracting deep neural embeddings called 
d-vectors [23]. Archi tecture of the Eg is similar to the previous method, except that for 
A u t o V C , the speaker encoder is trained separately. 

Loss function used for t ra ining is Generalized end-to-end loss function [23]. Th is loss 
was designed specially for embedding extraction and it pulls embeddings from the same 
speaker towards their centroid and pushes them further away from centroids of a l l other 
speakers. This is consistent w i t h assumption that embeddings are constant throughout 
various utterances of the same speaker. 
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Centroid is computed as mean of embeddings [e^i,. . . e^] from one speaker k 

1 M 

Ü E e ^ M 
(4.24) 

m=l 

Training batch is constructed containing iV different speakers and each speaker has M ut
terances. Then similar i ty matr ix is created as scaled cosine distance (equation 6.2) between 
each utterance and each centroid. 

Sji,k = w cos (eji, ck) + b, (4.25) 

where j is index of speaker and i is index of the utterance. To compute centroid for s imilar i ty 
matr ix when j = k, embedding m = i is excluded to increase stabil i ty during training. 

1 
M 

M 

E e*.< 
m = l , m ^ i 

(4.26) 

Simi lar i ty matr ix is then designed as follows: 

_ J wcos (ejj,c^,~l)  

aji,k — S } . 
{ wcos (eji, ck) + o 

F i n a l loss function for speaker encoder is then defined as: 

N 

+ b k = j 
(4.27) 

£(eji) = -Sjij + l o g ^ ] e x p ( 5 Ä f c ) (4.28) 
fe=i 

4.4.3 T r a i n i n g 

A u t o V C ' s autoencoder is trained only on self-reconstruction error and content code re
construction error i n an almost unsupervised way (speaker encoder was s t i l l t rained wi th 
supervision). 

£PSNT = IE | J | X — X | | | J , (4.29) 

L D = E [ | | X - X | | l ] , (4.30) 

CCD = E [\\ES ( x ) - C | | i ] , (4.31) 

C = CPSNT + CD + £E, (4.32) 

where X is reconstructed Mel-spectrogram before postnet outputs are added. 
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Chapter 5 

Vocoders in Voice Conversion 

V C systems usually produce only converted (Mel-)spectrogram which can be used directly 
in some cases for example as augmented data for t ra ining of some other network, but usually 
it needs to be further processed in order to obtain waveform. 

In t radi t ional V C systems, high-quality parametric vocoders such as S T R A I G H T [1] 
or W O R L D [8] have been used for feature extraction and synthesis. Some systems are 
vocoder-free like sprocket [3] (designs only filter applied direct ly on waveform). M o d e r n 
V C systems usually use neural vocoders such as WaveNet or Para l le l W a v e G A N , which is 
also used i n V C C 2 0 baselines. 

5.1 W a v e N e t 

WaveNet [21] is one of the state-of-the-art neural vocoders which produces speech wi th 
quali ty almost s imilar to the recorded one. 

WaveNet models joint probabil i ty density function of the signal samples as product of 
condit ional probabilities of previous samples. 

T 

p(x) = Y\_p(xt\xi,x2,...,xt-i) (5.1) 
t=i 

To consider only past frames and not future ones, causal convolution layers are used (fig
ure 5.1a). Causa l convolution works s imilar ly to the regular convolution, except it computes 
output only from previous samples, i . e. this is the convolution, that is used when pro
cessing online signal, seen in figure. To generate speech, large temporal context is needed. 
Tha t means, that large number of convolutional layers would be needed. To increase tem
poral context, di lated causal convolution layers are used (figure 5.1b). Di la ted convolution 
achieves larger perception field while using the same kernel size k by skipping some inputs 
w i th di la t ion factor d. 

D k-d-l 

/ ( x ; W ) = b + ]T ]T W(-,k+j)x(i + dj) (5.2) 
i=l j=0 

In WaveNet, d i la t ion is doubled for each layer up to the l imi t and then reset to 1. 
W h e n considering speech to be stored i n 16 bit integer for each sample, the last softmax 

layer, which predicts the next timestep, would need to compute 2 1 6 = 65536 probabilities. 

23 



(a) Visualization of causal convolutional layers. (b) Visualization of dilated causal convolutional lay
ers. 

Figure 5.1: Compar ison between causal convolution layers and dilated causal convolution 
layers. B o t h stacks use 5 layers w i th kernel size 2. The regular one has temporal context 5 
and the dilated one 16, while using the same number of parameters. Advantage of larger 
context is preserved wi th regular convolutional layers. B o t h pictures are from [21]. 

To make it easier to t rain, the speech is quantized using //-law: 

/ p W = S 9 „ W ! ^ j £ ! ) (5.3) 

Where sgn is a sign function, /j, = 255 and — 1 < x < 1. 
WaveNet is constructed wi th residual blocks buil t in stacks. Visua l iza t ion of residual 

block is in figure 5.2. In each block, input is passed through dilated convolution layer. 

Residual 

4 
1 X 1 

Dilated 
Conv 

k Layers I 

a 

Softmax Output 

Skip-connections 

Causal 
Conv 

t 
Input 

Figure 5.2: Structure of residual block i n WaveNet . P ic ture is from [21]. 

Then , a non-linearity is applied: 

z = tanh (W f c x) 0 a (W f c x) , (5.4) 

w i th 0 as element-wise mul t ip l ica t ion and W as weights of di lated convolution layer i n k-th 
residual block. After non-linearity, l x l convolution is applied and output is either added 
to the input of the block. Output of the residual block serves as one of the inputs for the 
next block i n stack. E a c h stack processes the whole signal. 

Input is passed through causal convolution layer before being fed to the residual blocks. 
Output of each stack is also (before adding the input) saved as skip-connection. Once 

al l residual blocks are processed, skip-connections are summed together and then R e L U , 
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l x l convolution, R e L U and one more l x l convolution are applied. F ina l ly , softmax layer 
predicts correct quantized sample. 

5.1.1 C o n d i t i o n a l W a v e N e t 

WaveNet, i n general, is a generative model, i.e. it creates new samples from previous ones. 
To produce more customized outputs, WaveNet can be conditioned globally or locally on 
addi t ional input . L o c a l condit ioning on Mel-spectrogram is used, when using WaveNet as 
a vocoder. 

Input Mel-spectrogram needs to be first upsampled to match output signal in time 
domain. To do that, interpolation and 2d convolution are stacked into layers. In each 
stack, Mel-spectrogram is stretched by certain scale and product of the scales must match 
hop-size of Discrete Fourier transform used for spectrogram extraction. 

Upsampled Mel-spectrogram s is then passed through I d convolutional layer and summed 
together wi th outputs of di lated convolutional layer in residual block: 

z = tanh (W f c x + V f c s) 0 a (W f c x + V f c s ) , (5.5) 

where V& are weights of convolutional layer for the condit ioning input . W h e n using local 
conditioning, input to the WaveNet can be just vector of zeros. Speech waveform is then 
created from Mel-spectrogram and speech samples generated in previous steps. 

5.2 P a r a l l e l W a v e G A N 

Paral le l W a v e G A N uses Generative Adversar ia l Network ( G A N ) scheme together wi th 
multi-resolution short-time Fourier transform ( S T F T ) auxi l iary loss [26]. 

Scheme of Para l le l W a v e G A N training process and its architecture is shown in figure 5.3 

G A N s are generative models, which use two separate neural networks. Generator G 
produces samples x w i th the target to deceive a Discr iminator D. The discriminator is 
trained to classify ground-truth samples x as real and the samples from generator as fake: 

( 1 - Z ? ( x ) ) 2 + K~M(o,i) D(G(z))2 

Adversar ia l loss function for the generator is following: 

C-adv (G, D) E, 'z~A/"(0,I) (l-D(G(z))Y 

(5.6) 

(5.7) 

Note the power of two on the subtraction term, standard G A N s do not have it , P W G uses 
least squares G A N modification proposed i n [7]. 

A u x i l i a r y ( S T F T ) loss improves the stabil i ty and efficiency of the adversarial t raining 
process. 

£s {G) — ̂ z~p(z),x~p d a t a [£sc (x) x) + £-mag (x> x) 

|| | S T F T ( x ) | - | S T F T ( x ) | \ \ F 

l~>SC (X) x 

£-mag (x> x) N 

|| | S T F T ( x ) | \ \ F 

log | S T F T (x) | - log | S T F T (x) 

(5.8) 

(5.9) 

(5.10) 
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Figure 5.3: Scheme of P a r a l l e l W a v e G A N . Image is taken from [26] 

where || • \\p and || • | | i denote Frobenius and LI norms, respectively. 

M N 

v EE 
\ i=i j=i 
M N 

\ A h = Y,Y,\ai-
i=i j=i 

• |2 (5.11) 

(5.12) 

S T F T (•) | and iV denote the S T F T magnitudes and number of elements i n the magni
tude, respectively. M u l t i p l e S T F T configurations (window size, number of F F T point and 
frame shift) are used i n t raining, i n order not to get over-fitted to only one S T F T setting 
and to better learn time-frequency characteristics of speech (short window gives better time 
resolution and wide window more precise frequencies). Complete auxi l iary loss is defined 
as: 

M 

Laux(G) = - Y J ^ { r \ G ) , (5.13) 
m=l 

where M is number of S T F T configurations. Complete loss function is then linear combi
nation of multi-resolution S T F T loss and adversarial loss: 

£-G (G, D) — Caux (G) + Xadv^-adv (G, D) (5.14) 

wi th Aadv as balancing parameter between two losses. 
Generators architecture is similar to the WaveNet w i th some modifications. It does not 

use causal convolutions but regular ones. Input to the WaveNet is not a vector of zeros but 
noise sampled from Gaussian dis tr ibut ion. 
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Discr iminator consists of ten 1-D convolution layers w i t h leaky R e L U activation func
t ion. Input features for t ra ining are normalized Mel-spectrograms. More implementat ion 
details are i n [26]. 

Paral le l W a v e G A N can generate speech wi th s imilar quali ty to the WaveNet , but it 's 
trained faster 1 and its inference t ime is faster than real-time. 

G r o u n d 3 days on Nvidia T I T A N V according to freely available implementation https : //github.com/ 
k2kobayashi/ParallelWaveGAN. 
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Chapter 6 

Data and Metrics 

Datasets used for t ra ining V C systems are described in this chapter. Later , metrics used 
in V C are introduced. 

6.1 Datasets 

It was difficult to obtain data for Voice conversion i n the past due to need of parallel set 
of utterances. Available free datasets are for example M O C H A - T I M I T [24] or Device and 
Produced Speech ( D A P S ) [9]. Subset of D A P S dataset was also used for t ra ining and 
evaluation i n V C C 1 6 and V C C 1 8 (see section 2.4). 

Non-paral lel systems are usually using clean speech datasets, such as V C T K [22]. Other 
popular dataset for t ra ining and testing V C systems is V C C 1 8 ' s Spoke (non-parallel) task 
dataset. Us ing this dataset is handy for direct comparison wi th the systems from the 
challenge, however, subjective evaluations are depending on the testers and on specific 
design of the test, e.g. how many samples are rated by each evaluator or what is their 
order. 

6.1.1 V C T K 

The V C T K [22] dataset was designed for the Voice C lon ing Toolki t created by The Centre 
for Speech Technology Research at the Univers i ty of Edinburgh . It consists of 109 speakers 
and each speaker reads about 400 sentences and text transcriptions are provided. A l l utter
ances are recorded i n hemi-anechoic chamber w i t h identical settings. Sampling frequency 
is 48 k H z wi th 16 bits. Each speaker reads different set of sentences from the newspapers 
and each speaker reads elici tat ion paragraph 1 and rainbow passage 2, which a im to identify 
speaker's accent. 

6.1.2 V o x C e l e b dataset 

VoxCeleb [10] consists of audio samples downloaded from Y o u Tube videos. Two versions 
are available V o x C e l e b l and VoxCeleb2 w i t h over 1000 speakers i n the first one and almost 
6000 i n the second one. There is not that strong emphasis on the number of speakers for 
t ra ining of V C systems. However, independent speaker encoder only benefits from larger 
number of speakers i n t ra ining dataset. 

xhttp: / / accent.gmu.edu/howto.php 
2https: //www.dialectsarchive.com/the-rainbow-passage 
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VoxCeleb was used only to obtain easily reproducible set of utterances. 30 speakers 
wi th the most speech data from VoxCeleb2 test dataset were picked. These utterances were 
processed wi th Phonexia 's speech quali ty estimator sqes t im^, which computes signal-to-
noise ratio in d B based comparison of gamma vs. Gaussian dis tr ibut ion. O n l y utterances 
wi th S N R higher than 15 dB were picked and 7 speakers were completely discarded. This 
results into 23 speakers w i th number of utterances varying from 135 to 421 wi th mean 244 
and median 228. This sub-dataset is further denoted as VoxCeleb23. 

There is no standardized evaluation process for V C systems like in other fields of speech 
processing. Generally, metrics can be divided into two: subjective and objective. 

6.2.1 Subjec t ive M e t r i c s 

Subjective metrics are using human listeners. Two properties of V C systems are usually 
tested: naturalness of synthesized voice and s imilar i ty to the target speaker. The most 
popular naturalness metric is M O S where testing subject rate each utterance on scale from 
1 to 5. Or ig ina l samples need to be included for reference. 

To measure similarity, subjects rate pairs of utterances, whether they are from different 
or same speaker. It is difficult to design this test properly: converted and original samples 
need to be randomized, also human listeners cannot process large number of utterances, 
therefore it is expensive to perform large scale subjective testing. 

6.2.2 O b j e c t i v e M e t r i c s 

One of frequently used objective evaluation metric is M e l Cepst ra l Dis tor t ion , introduced 
for V C i n [19]. Th is metric compares D dimensional converted Mel-cepstral coefficients 
mc^ w i t h those of the target speaker mc^: 

This metric can be used only on parallel utterances, which need to be synchronized at first 
(e.g. D T W ) , therefore it is not suitable for purposes of this thesis. 

6.2.3 T e s t i n g V C w i t h Speaker Ver i f i ca t ion a n d Spoof ing 

Other way to measure effectiveness of conversion is from spoofing perspective. F i rs t , stan
dard speaker verification test is conducted wi th two types of trials. Target t r ia l contains two 
different utterances of the same speaker and non-target t r i a l uses different speakers. F ina l ly , 
to measure quali ty of verification system, equal error rate ( E E R ) is computed (error rate 
wi th the same probabil i ty of miss and false alarm). Then one utterance of each non-target 
t r i a l is converted to the speaker of the second one and the same test is performed. 

To test anonymizat ion properties of V C system, the same test can be performed, but 
instead of converting utterance from non-target t r ia l , one utterance from target t r i a l is 
converted to a different speaker. 

3https: //www.phonexia.com/en/product/speech-quality-estimation 

6.2 M e t r i c s 
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Table 6.1: Compar ison of equal error rate on VoxCeleb 1 test dataset. 

M e t h o d E E R [%] 
cosine s imilar i ty 9.7 

cosine s imilar i ty + L D A 3.9 
P L D A 3.1 

In bo th approaches, the expected outcome is increased E E R . 
Further in thesis, speaker verification/spoofing tests are used wi th t r i a l list adopted 

from V o x C e l e b l . To compare two utterances, D N N embedding x-vector (described i n sec
t ion 7.2.2) is computed from each one. Then , linear discriminant analysis ( L D A ) is used to 
reduce dimensionality of x-vectors from 512 to 100 and cosine s imilar i ty is used as distance 
metric. Cosine s imilar i ty between two vectors is computed as dot product divided by length 
of each vector: 

C O S ( X l , X 2 ) = C O S ( $ ) = j 77—r r— (6-2) 
| | X l | | 2 | | x 2 | | 2 

Probabi l is t ic linear discriminant analysis ( P L D A ) might be used to further improve 
E E R , but described method is sufficient for the task. X-vector system is trained on VoxCeleb 
1 and 2 as well as P L D A 1 . L D A was trained on VoxCeleb 1 t ra in set. Table 6.1 shows, that 
L D A and P L D A results are comparable and the main focus is on comparing results.. 

4https: //kaldi-asr.org/models/m7 
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Chapter 7 

Experiments 

The ma in task of this thesis is to examine the effectiveness of current Voice Conversion sys
tems on datasets, which do not consist of studio quali ty samples. For this taskm VoxCeleb 
dataset was selected. 

Later in this chapter some changes to A u t o V C system (section 4.4), which should im
prove its conversion quali ty on VoxCeleb dataset and overall are proposed. 

7.1 Feature extrac t ion 

Used acoustic features are Mel-spectrograms. Mel-spectrogram i n general is created by 
applying Discrete Fourier Transform ( D F T ) to speech frames and converting the result to 
Mel-scale. 

Used feature extraction is from A u t o V C ' s implementation. 

1. Waveform is loaded wi th sampling frequency 16 k H z . 

2. Mean of the raw signal is subtracted. 

3. R a w signal is filtered wi th a highpass filter. 

4. F i l tered signal is augmented w i t h random noise: 

y = 0.96y + rand ( -0 .5 , 0.5) • 1 0 - 6 (7.1) 

5. Fast Fourier transform is applied on windows 64 ms long w i t h 16 ms shift. H a n n 
window function is used. Then absolute value from the spectrogram is taken. 

6. F ina l ly , spectrogram is mul t ip l ied by 80 Mel-bases and resulting Mel-spectrogram is 
converted to [dB]. 

7.2 Embeddings 

Cruc ia l component of A u t o V C is speaker encoder and produced speaker embeddings. The 
most important property of embeddings is to be utterance-invariant and to separate spea
kers. 
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7.2.1 D - v e c t o r embeddings 

Available A u t o V C ' s speaker encoder (d-vector system), described i n section 4.4.2, was 
trained on combinat ion of VoxCeleb 1 and L ib r iSpeech 1 datasets. It turns out, that d-
vectors lost their separating properties when applied on VoxCeleb23 dataset, as seen in 
figure 7.1. 

Figure 7.1: t - S N E vizual izat ion of d-vector embeddings extracted from VoxCeleb dataset. 
Even though there are some visible clusters, most speakers cannot be properly separated 
from the rest. A boundary is visible in the middle, which separates female (left) and male 
(right) speakers. 

7.2.2 X - v e c t o r embedd ings 

X-vectors defined by Snyder et a l . i n [17] are one of the deep neural embeddings that are 
widely used for speaker identification (SID) task. 

The architecture of the x-vector network is in table 7.1. The network consists of five 
t ime delay neural layers. T i m e delay layer is a linear layer, which considers also inputs from 
time context. For input sequence of features X = [ x _ , . . . , x y ] T and context {t — 2, t,t + 2}, 
feature vectors are concatenated into: [x.t-2,xt)Xt+2]T- F r o m this point, it is a standard 
linear layer. Statistics pool ing layer computes mean and standard deviat ion of frame5 layer 
for each dimension across whole t ime domain (2 statistics for each of 1500 dimensions result 
into 3000 output dimensions). 

xhttp://www.openslr.org/12 
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Table 7.1: Archi tecture of the x-vector system. Square brackets mean, that a l l frames in 
interval are used, while compound brackets mean, that only frames on specified indices 
were used. R e L U activations are used after each layer. Table is adapted from [17]. 

X - v e c t o r sys tem 
Layer Layer Context Total Context Input x Output 

frame 1 [t-2,t,t + 2] 5 120 x 512 
frame2 {t-2,t,t + 2} 9 1536 x 512 
frameS {t - 3, t, t + 3} 15 1536 x 512 
frame4 t 15 512 x 512 

frame5 t 15 512 x 1500 
stats pooling [0,T) T 1500T x 3000 

segment6 {0} T 3000 x 512 
segment! {0} T 512 x 512 
softmax {0} T 512 x N 

X-vector network is trained using multiclass entropy loss function: 

N K 

£ = ~ Y . Y 1 l n k l n ( P (spfcr* | x £ J ) ) , (7.2) 
n=lk=l 

where I is indicator matr ix wi th ones when segment n is uttered by speaker k and wi th 

P ^spkrk\x.^!^J as output of the softmax layer. 

Embeddings of size 512 are extracted from the segment6 before non-linearity is applied. 
X-vector system is also implemented in open-source K a l d i speech recognition toolkit [12], 

where example model trained on VoxCeleb 1 & 2 dataset is available. 
X-vectors use Mel-Frequency Cepstra l Coefficients as features. Used configuration is 

from K a l d i VoxCeleb v2 recipe 2 . 
Speaker embeddings extracted using this model nicely separate speakers in the dataset 

as seen i n figure 7.2, therefore they might be used wi th A u t o V C system. Question s t i l l 
remains whether using G E 2 E loss function (loss used for d-vector system, section 4.4.2) 
would improve x-vectors separability properties or not. 

X-vectors with A u t o V C 

A s the authors of A u t o V C cla im, any speaker embeddings, that are sufficiently invariant 
can be used for the decoder condit ioning. F r o m above, x-vectors should be good candidate 
to replace d-vectors without any significant changes. 

The last step i n the speaker encoder network i n A u t o V C was L<i normalizat ion, this 
needs to be performed also on the x-vectors, otherwise t ra ining doesn't converge and CE 
tends to 0 after a few thousand iterations, while other parts of the loss stays the same. 
Besides normalizat ion, there is one more structural difference between d-vectors and x-
vectors: their dimensionality. I experimented wi th dimensionality reduction using Linear 
Discr iminant Analys is ( L D A ) and taking only first 256 dimensions from x-vector. F r o m 
informal subjective evaluation, results w i th reduced x-vectors were slightly worse, therefore 
regular x-vectors were used. 

2https: //github.com/kaldi-asr/kaldi/tree/master/egs/voxceleb/v2 
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Figure 7.2: t - S N E visual izat ion of x-vector embeddings extracted from VoxCeleb dataset. 
Speakers are now well separated. 

7.3 I m p r o v i n g Disentanglement of Speaker and Content In
format ion 

A s described i n Section 4.4, A u t o V C ' s disentanglement properties come from carefully de
signed bottleneck size. W h e n the bottleneck is too narrow, resulting speech looses natural
ness and intel l igibi l i ty significantly. O n the other hand, too wide bottleneck decreases level 
of disentanglement so that resulting speech contains too much information from the source 
speaker. To address this issue, two different approaches are tested. One wi th adversarial 
speaker classifier as used i n method described i n section 4.3, another approach is inspired 
by C y c l e V A E ' s t ra ining process. 

Hypothesis is, that both approaches should reduce amount of source speaker information 
in the bottleneck content codes as well as to allow to increase the size of the bottleneck, 
therefore improve speech quality. 

7.3.1 A u x i l i a r y speaker classifier 

In this modification, A u t o V C ' s original architecture, shown i n figure 4.6, is preserved, but a 
simple speaker classifier is used to classify content codes (where speaker information should 
be suppressed) in an adversarial t ra ining setup. Modif ied version is shown in figure 7.3. 

Authors of A u t o V C [14] state, that bottleneck tuning is more effective, than adver
sarial speaker classifier, while comparing A u t o V C wi th other baseline method, that uses 
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Reconstruction 
Loss 

Figure 7.3: Scheme of A u t o V C wi th auxi l iary speaker classifier i n red oval. 

Table 7.2: Archi tecture of the Speaker Encoder. 

Speaker Classif ier 
Layer Mise Output 

Input - 2(̂ necfc X 

3 x < 
, Convld 

BatchNorm 
Leaky ReL U 

k = l 

Linear - Nlspfcrs X -jj 

adversarial classifier: "Th i s result shows that bottleneck dimension tuning on speaker dis
entanglement is more effective than the more sophisticated adversarial training." 

Al though A u t o V C has better results, than mentioned baseline, the authors d id not t ry 
to merge both approaches. It is quite t ime consuming to find proper size of the bottleneck 
and this approach might allow to use slightly larger bottleneck size and discard remaining 
source speaker information wi th adversarial speaker classifier. Th is might also improve 
naturalness of the reconstructed speech for the same reasons. 

For this experiment, the same classifier as i n the system described in section 4.3 was 
used, also wi th the same loss functions from equations 4.16 and 4.19. The architecture 
of the speaker classifier is detailed in table 7.2, it classifies speaker for each frame i n the 
utterance. If this classifier were used as standalone system for speaker identification, it 
probably wouldn' t be very good, because of the lack of the temporal context. However, it 
should be sufficient for this task. 
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Complete loss function for this system is the following: 

C s c = CE(C,s) (7.3) 

£-AE = &PSNT + -CD + + ^adv-^ADV} (7.4) 

where Csc is loss for speaker classifier and LAE for autoencoder. CADV is adversarial loss, 
it has weight \adv = 0.5 to keep emphasis on the original autoencoder t raining. 

Tra in ing of this network is divided into two alternating stages. In the first stage, pa
rameters of the classifier are frozen and only autoencoder's weights are updated. In the 
second stage, it is the other way around, i.e. autoencoder's weights are frozen and only 
the classifier is updated. The changing period was set to 100/c iterations wi th 8 : 2 ratio in 
favor of autoencoder. Evo lu t ion of the accuracy i n t ra ining process is shown in figure 7.4. 

Accuracy of speaker classifier during training. 

Figure 7.4: P lo t of accuracy of the speaker classifier dur ing t ra ining process. Yel low line 
shows desired probabil i ty of 4?. 

7.3.2 B o t t l e n e c k consistency t r a i n i n g 

The second tested change is par t ia l ly inspired by C y c l e V A E (section 4.2). The architec
ture of the A u t o V C system stays the same, but the t ra ining process is modified. In the 
original A u t o V C , three terms are present i n the loss function: CPSNT and CD are for 
self-reconstruction and the last: 

"E(X £ s = E 

tries to keep content codes C the same. The second set of content codes is generated from 
the reconstructed Mel-spectrogram. Proposed modification is to extract target content 
codes from converted features of a different speaker. For better idea, the modification is 
visualized in figure 7.5 and the modified part of the loss function is shown i n full format: 

C E m o d = E \\E(D (E ( X ) , ernd)) - E ( X ) ^ . (7.5) 

Otherwise, the loss is the same as i n original A u t o V C (equation 4.29). The decoder is 
conditioned on random speakers embedding ern^, in order not to learn conversion from one 
specific speaker to another. 

The motivat ion for this change is, again, to force the autoencoder to better disentangle 
speaker information wi th possibil i ty of keeping a bit larger bottleneck. D o w n side of this 
approach is, that one more pass through autoencoder is required and it increases t raining 
time. 
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Figure 7.5: Scheme of A u t o V C ' s modified t ra ining process. Ex t rac ted content codes are 
now compared wi th those from different speaker. 

Table 7.3: Compar ison of equal error rate on VoxCeleb 1 test dataset. 

Name T r a i n dataset D a t a size N o . iterations 
P W G V O X VoxCeleb2 t ra in 158 G B 880/c 

P W G _ V C T K V C T K (whole) 15 G B 1000k 

7.4 T r a i n i n g and evaluation 

In this section, configurations of trained networks are described. Later , the evaluation 
results are presented and discussed. 

7.4.1 V o c o d e r s 

Firs t , to compare speech samples, vocoder needs to be set up. A u t o V C ' s authors published 
a WaveNet model pretrained on V C T K dataset 3 . This model was used for in i t i a l testing, 
but later, w i th growing size of the tests, WaveNet 's inference speed became insufficient 
(generating 3 s of speech takes around 5 minutes). Para l le l W a v e G A N ( P W G ) networks 
were trained using data described i n table 7.3. For t raining, the configuration from V C T K 
v o c l recipe in P W G reposi tory 1 was used. Feature extraction was changed to the same one 
as i n A u t o V C , this changes also frame shift (hop-size) in S T F T , therefore upsample scales 
needed to be reconfigured (for detailed explanation see section 5.1.1). Used values were 
[4,4,4,4]. Para l le l W a v e G A N uses Rectified A d a m optimizer [4] w i th default parameters. 

3https: //github.com/auspicious3000/autovc 
4https: //github.com/kan-bayashi/ParallelWaveGAN/tree/master/egs/vctk/vocl 
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Training of each system took around 6 days on N v i d i a GeForce R T X 2080 T i graphics 
card, which was also used for some other task during that t ime. P W G ' s inference t ime is 
faster than real-time w i t h real-time factor of around 0.13. Real- t ime factor is defined as 
time required to generate one second of speech. Even though P W G uses the same feature 
extraction algori thm as A u t o V C , P W G ' s features are normalized for training, therefore 
converted Mel-spectrogram needs to be normalized as well (subtract mean and divide by 
standard deviation). 

7.4.2 A u t o V C t r a i n i n g 

In order to t ra in A u t o V C on VoxCeleb data, bottleneck dimensionality needs to be esti
mated. 50 speakers from V C T K dataset were selected (further denoted as V C T K 5 0 dataset) 
to find bottleneck size of A u t o V C system. Es t imat ing bottleneck size direct ly on VoxCeleb 
data would be much harder, given that results are uncertain. 

In the original A u t o V C implementation, bottleneck has size 32 x 32 (dneck xdf, following 
notation from section 4.4). However, these settings d id not work for V C T K 5 0 dataset even 
though original A u t o V C is evaluated also on V C T K subset (20 speakers). Reason behind 
this might be the use of x-vectors instead of d-vectors. Smaller sizes of dneck always led 
to worse quali ty of speech, therefore smaller downsampling factor df is used ' . A u t o V C is 
trained using fixed speaker embedding for each speaker. 

Resul t ing speech became intelligible w i th bottleneck size 32 x 8, using x-vectors as 
speaker embeddings and P W G _ V C T K as vocoder. System wi th these settings was also 
submitted to the Voice Conversion Challenge 2020 i n completely one-shot setting. 

A u t o V C system is trained using A d a m optimizer [2] w i th learning rate set to 1 0 - 4 , other 
parameters are default. Tra in ing t ime of the original method is around 1 day. W h e n using 
speaker classifier, the t ime rises to 1.5 days and wi th modified training, it reaches 2 days. 
Its inference speed is slightly faster than real-time. 

Further, following notat ion holds: 

• vani l la - original A u t o V C implementat ion 

• spk - A u t o V C wi th speaker classifier 

• targets - A u t o V C wi th modified t raining process 

For each method, systems wi th bottlenecks 32 x 8 and 32 x 4 were trained on VoxCeleb23 
dataset. P W G _ V O X was used as vocoder. The bigger 6 32 x 4 bottleneck is chosen to test, 
whether proposed modifications are less sensitive to the bigger bottleneck. 

Note, that a l l of these systems had first encounter w i th source or target speaker during 
inference t ime through one supplied x-vector. 

F rom listening of a few random samples, resulting speech is sometimes unintelligible, 
but it highly depends on the quali ty of original utterance. Also , fundamental frequency 
is not expl ici t ly converted in A u t o V C method and it sometimes fluctuates between source 
and target speaker. Qu ian et. a l . already published a follow up work, that addresses this 
isssue [13], but it is not covered in this thesis. 

5 Samples of converted speech using various bottleneck sizes are available on h t t p s : //lemlak.github.io/ 
VoiceConversion/#vcc20-tests-32x8 

6 T h i s is a bit counter-intuitive, the second parameter is downsampling factor df, which affects time 
resolution, with smaller df more information gets through the bottleneck, therefore bottleneck is bigger. 
Downsampling process is defined in equation 4.23 
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Table 7.4: Evalua t ion of spoofing tests. Top table shows results using L D A reduction, 
bot tom table shows results without L D A . Miss rate is computed using threshold of the 
original system. The best results i n each are bold. 

Name Miss rate [%] E E R [%] Threshold 
original 3.91 3.91 0.331800 

vanil la 32 x 4 7.37 5.33 0.352123 
vanil la 32 x 8 7.28 5.40 0.352022 

spk 32 x 4 7.23 5.31 0.351022 
spk 32 x 8 9.13 5.9279 0.359745 

targets 32 x 4 7.55 5.42 0.353497 
targets 32 x 8 8.81 5.77 0.358251 

original 9.70 9.70 0.672519 
vanil la 32 x 4 23.64 14.62 0.702462 
vanil la 32 x 8 20.59 13.75 0.698117 

spk 32 x 4 24.81 15.11 0.705208 
spk 32 x 8 25.76 15.28 0.706139 

targets 32 x 4 21.99 14.26 0.700860 
targets 32 x 8 27.45 15.47 0.707319 

7.4.3 E v a l u a t i o n 

Spoofing and anonymizat ion tests using cosine s imilar i ty as metric were conducted. Trials 
for verification were taken from V o x C e l e b l list. There is a to ta l of 37720 tests w i t h the 
same amount of target and nontarget trials. 

Spoofing 

In spoofing task, utterance of one speaker was converted to the second speaker for each 
nontarget t r ia l . The goal is to increase false acceptance (miss) rate. Miss rate is computed 
as number of false accepted trials d ivided by to ta l number of nontarget trials. Results of 
spoofing task are shown i n table 7.4. The best system wi th L D A is spk 32 x 8 w i th miss 
rate increased by more than 5 % absolute. For setting without L D A , the best system is 
targets 32 x 8 w i th miss rate increased by more than 17 % absolute and a l l methods were 
more successful overall. Th is shows, that even simple L D A helps to create a more robust 
speaker verification systems. 

Interestingly, modified methods have worse results w i th larger bottleneck 32 x 4 and only 
original v a n i l l a method benefits from it . Th is might imply, that the bottleneck settings 
were s t i l l sub-optimal. 

Spoofing studies In this subsection, the first task - spoofing wi th L D A - is closer 
examined. There is to ta l of 18860 nontarget trials out of which 3804 (20.17 %) trials were 
spoofed by at least one system, when excluding trials falsely accepted by original verification 
system. Out of those 3804, 217 trials from 131 speaker pairs (considering Si —>• 52 and 
S_ —> Si as one speaker pair) were spoofed by a l l the systems 7 . These utterances seem to 
be mostly intelligible, but they would be rather low on M O S scale. 

7 A few of these samples are in https: //lemlak.github.io/VoiceConversion/#samples-f rom-systems-
trained- on-voxceleb23-dataset 
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Table 7.5: Evalua t ion of anonymizat ion tests. Top table shows results w i th using L D A 
reduction, bo t tom table shows results without L D A . The best results i n each are bold . The 
last column shows adjusted results without „sel f - reconst ruct ion error". 

Name False alarm rate [%] E E R [%] Threshold A d j . F A R [%] 
original 3.91 3.91 0.331800 -

vani l la 32 x 4 85.68 36.00 0.085723 24.49 
vani l la 32 x 8 93.83 43.32 0.044691 16.53 

spk 32 x 4 88.32 37.85 0.075743 24.74 
spk 32 x 8 91.99 42.93 0.047043 22.93 

targets 32 x 4 91.21 39.69 0.065066 24.60 
targets 32 x 8 93.82 43.63 0.043012 17.08 

original 9.70 9.70 0.672519 -
vani l la 32 x 4 75.99 41.78 0.465801 39.81 
vani l la 32 x 8 85.88 47.36 0.415702 26.39 

spk 32 x 4 79.81 42.28 0.462104 38.86 
spk 32 x 8 83.82 46.77 0.421578 34.23 

targets 32 x 4 82.81 44.27 0.444932 36.71 
targets 32 x 8 84.70 46.13 0.427971 32.09 

Table 7.6: Eva lua t ion of self-reconstructions tests. Top table shows results w i th using L D A 
reduction, bo t tom table shows results without L D A . The best results in each are bold. 

w / L D A 

Name False alarm rate [%] E E R [%] Threshold 

w / L D A 

original 3.91 3.91 0.331800 

w / L D A 

vanil la 32 x 4 56.19 18.64 0.185851 

w / L D A 
vanil la 32 x 8 77.30 27.60 0.133703 

w / L D A 
spk 32 x 4 63.58 19.55 0.179817 

w / L D A 

spk 32 x 8 69.06 23.91 0.153849 

w / L D A 

targets 32 x 4 66.61 21.29 0.168811 

w / L D A 

targets 32 x 8 76.74 24.19 0.152333 

w / o L D A 

original 9.70 9.70 0.672519 

w / o L D A 

vanil la 32 x 4 36.18 18.64 0.616193 

w / o L D A 
vanil la 32 x 8 59.49 27.85 0.559989 

w / o L D A spk 32 x 4 40.95 19.88 0.609124 w / o L D A 
spk 32 x 8 49.59 23.83 0.584766 

w / o L D A 

targets 32 x 4 46.10 21.17 0.600744 

w / o L D A 

targets 32 x 8 52.61 23.15 0.588615 

Anonymizat ion 

The second task was to measure anonymizat ion. This t ime, one utterance from each target 
t r i a l was converted to random different speaker. The goal is to increase false a larm rate, 
falsely rejected trials d ivided by number of target trials. A l l methods achieved high score 
in this task, the question is, whether this result is a reflection of good anonymizat ion or 
low quali ty speech sample, which wouldn' t be accepted for any speaker. The highest score 
was achieved by v a n i l l a 32 x 8 system both wi th and without L D A . Results are shown in 
table 7.5. 
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Self-reconstruction To address the question about speech quality, test w i t h self-recon
struction was conducted. Self-reconstruction means, that speaker is converted back to 
him/herself. W h i l e i n anonymization, we were looking for system wi th the highest false 
a larm rate, this time, smaller false a larm rate is better. There would be no change in 
ideal case. We can see i n table 7.6, that the best self-reconstruction is achieved by system 
v a n i l l a 32 x 4. G iven rather smal l miss rate, this system achieved, it is probably due to the 
fact, that there is too much speaker information left i n the bottleneck (this is also the largest 
bottleneck). W h e n self-reconstruction false a larm rate is subtracted from anonymizat ion 
results, system v a n i l l a 32 x 8 is now on the opposite side. Th is adjusted false a larm 
rate should represent anonymizat ion better, without influence of the global error of the 
voice conversion. Adjusted results are in table 7.5 i n the last column. Figure 7.6 shows 
histograms 8 of cosine similarities for the best methods. 

o r i g i n a l J d a l O O miss : 0 .0391 

- 0 . 5 0.0 0.5 
cosine similarity 

(a) Original X-vector system. 

150 

125 

100 

spk_32x8_vox_ lda l 00 miss : 0 .0913 

- 0 . 5 0.0 0.5 
cosine similarity 

' an i l l a_32x8_vox_ lda l00_anonym fa lse a l a r m : 0.93f 

100 " " 

- 0 . 5 0.0 0.5 
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(b) System with the highest miss (c) System with the highest false 
rate on spoofing test. Spk 32 x 8. alarm rate on anonymization test. 

Vanil la 32 x 8 

or ig inal no lda miss : 0 .0970 
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target 
nontarget 

ta rgets_32x8_vox_no lda miss : 0 .2745 
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(d) Original X-vector system. 
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(e) System with the highest miss (f) System with the highest false 
rate on spoofing test. Targets 32 x 8. alarm rate on anonymization. 

Vanil la 32 x 8. 

Figure 7.6: Histograms showing dis t r ibut ion of target and nontarget trials for different 
tasks. Top histograms are w i t h L D A and bo t tom ones are without L D A . Black dotted line 
denotes original threshold and the red one threshold for E E R on modified data. 

A l l histograms are available at h t t p s : / / l emlak .g i thub . io /VoiceConvers ion /#spoof i ng -and-
anonymization-histograms 

41 



Chapter 8 

Conclusion 

The voice conversion using speaker disentanglement was studied i n this thesis. It follows 
the state-of-the-art A u t o V C architecture defined by Q i a n et al . 

The emphasis is on one-shot voice conversion, where conversion is tested on speakers 
outside of t ra ining data and on conversion on dataset w i th low-quality data, VoxCeleb. 
Objective evaluations on speaker verification/spoofing were conducted wi th a im to fool 
verification system by either impersonating the target speaker or h iding speakers identity. 

Two modifications of baseline A u t o V C system were proposed: one using adversarial 
speaker classifier and the other one based on comparing original content embeddings wi th 
those obtained after the conversion process. Furthermore, more robust speaker embeddings 
- x-vectors - were used to ensure one-shot properties of the V C system. 

The results show, that both proposed modifications outperform regular A u t o V C in 
terms of spoofing. The best created conversion system was able to increase miss rate by 
5 % absolute when using Linear Discr iminant Analys is and by 17 % absolute without it. 
Th is proves, that resulting speech was shifted towards target speaker even under these hard 
conditions. 

Output speech quali ty was not evaluated i n formal listening test, however, it highly 
depends on specific utterance. Background noise or low quali ty microphone can cause con
verted utterance to be completely unintelligible while cleaner recordings produce reasonably 
well converted samples. 

8.1 Future works 

In my opinion, A u t o V C framework is promising concept of voice conversion, mainly due 
to s implic i ty of t raining, without need any text transcriptions, but it definitely needs to 
include conversion of fundamental frequency. 

A u x i l i a r y speaker classifier might be further tested wi th different architectures. Used 
implementation classifies each frame and it might be interesting to use some recurrent 
layer. Also , different methods of t ra ining might be used, without freezing the parameters. 
Combina t ion of both proposed improvement methods can be also tested. 

8.1.1 F o l l o w - u p works 

Speech is does not consist only of speaker information and content information. It can 
be separated to more parts: fundamental frequency and intonation, speaking rate or even 
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emotions are stored in speech. A l l these parts might be extracted and played wi th to further 
improve our understanding of speech generation and perception. 
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Appendix A 

Cookbook 

A . l L ibrar ies and C o d e 

Here are listed libraries used for t ra ining and experiments w i th A u t o V C . Other versions 
might also work. 

• P y t h o n >=3.6 

• Py to rch 1.3 for neural network model, datasets, etc. 

• C U D A 10.0 

• TensorFlow 1.14.0, used only for hyperparameters i n contrib module. This module 
which was deprecated from version 2.0 

• N u m P y 1.18.3 

• S c i P y 1.4.1 

• scikit-learn 0.22.1 

• l ibrosa 0.7.2 

A u t o V C code was used from their authors. 
Kald i -asr was used to extract x-vectors i n following way. After wav . scp , s p k 2 u t t 

and u t t 2 s p k are created 1 M F C C features are created and then vad decisions. W i t h data 
prepared, x-vectors can be extracted using pretrained m o d e l 2 . 

To extract mel-spectrograms, script make_spect .py is ran i n folder containing wavs 
directory w i t h folders w i th utterances divided by speakers. Mel-spectrograms are generated 
into spmel directory, again wi th the utterances divided into folders by speakers. Now 
corresponding embeddings are copied into the speaker folders, one embedding for each 
utterance. Script make_metadata creates t ra ining file i n spmel directory, m a i n . p y script 
is used for network training. 

To convert samples, script c o n v e r t _ c y c l e .py can be used. It takes as parameters list of 
utterances to convert i n format <wav> <src id> <t rg id>, map of embeddings that contains 
speakers i n the list and trained network model. 

xhttps: //kaldi-asr.org/doc/data_prep.html 
2https: //kaldi-asr.org/models/m7 
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A . 2 M e d i a Content 

Root folder contains directories: 

• src: source codes of A u t o V C , modifications and P a r a l l e l W a v e G A N 

• models: t rained neural networks 

• images: histograms from verification 

• samples: sample converted utterances 

• webpage: source codes for webpage 
h t t p s : / / l e m l a k . g i t h u b . i o / V o i c e C o n v e r s i o n / , together w i th samples and images 
(duplicates) 

• misc: contains map of xvectors, example list of utterances and trained Ida model 
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