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Abstract

The rapid advancements in the field of artificial intelligence over the past few years
suggest that humanity is likely to rely more and more on Al in various fields. Among
these fields, chatbots have become an exciting emerging domain within artificial
intelligence. In this bachelor thesis, the evolution of artificial intelligence is presented
initially, providing context for the core principle of chatbot operation. The inner
workings of chatbots are then described, and several types of chatbots are introduced
according to different classifications. These facts lay the groundwork for the main
topic of this thesis, ChatGPT. Findings from the literature review show that large
language models, exemplified by ChatGPT, may be a turning point in human
interaction with Al, opening up new possibilities in the digital era but also raising

concerns about its pitfalls.
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Abstrakt

Diky rychlému pokroku v oblasti umélé inteligence v poslednich né€kolika letech je
pravdépodobné, ze bude lidstvo na umélou inteligenci spoléhat ¢im dal vice
v nejruznéjSich oblastech. Jednou takovou zajimavou rozvijejici se oblasti v ramci
umélé inteligence se stavaji chatboti. V této bakalaiské praci je nejprve predstaven
vyvo] umélé inteligence, ktery poskytuje kontext pro zakladni princip fungovani
chatbott. Poté je popsano vnitini fungovani chatboti a predstaveno nékolik typua
chatbotti rozdélenych dle nékolika riznych klasifikaci. Tyto fakta slouzi jako podklad
pro zkoumani hlavniho tématu této prace, ChatGPT. Poznatky z reSerSe literatury
ukazuji, ze velké jazykové modely, jako je pravé ChatGPT, mohou byt pfelomem
v lidské interakci s umélou inteligenci, otevirajici nové moznosti v digitalni éfe,

ale také vyvolavajici obavy o jejich uskalich.
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RozSireny abstrakt

Umeéla inteligence (Al) zaziva v poslednich nékolika letech vyznamny technologicky
pokrok a ovliviiuje svét kolem nas. Mimo jiné obory umélé inteligence se tento vyvoj
dotyka zejména oblasti Al chatbotd, ktefi se stavaji nedilnou soucasti naSich
digitalnich zivott. S rychlym rozvojem této oblasti vznika fada nastroja vyuzivajicich
principy umg¢lé inteligence. Jednim takovym nastrojem, jimz se zabyva praveé tato
bakalarska prace, je chatbot zvany ChatGPT.

Cilem této bakalarské prace je provést reSer§i dostupné literatury, jejimz
prostiednictvim budou popsany zakladni principy chatbotti a predstaven ChatGPT se
zamétfenim na jeho fungovani a vyuziti v praxi, dale seznamit ¢tenare se sou¢asnymi
technickymi a etickymi limity této technologie a na zakladé toho zhodnotit jeji pfinosy
a uskali. Z hlediska metodologie je tato bakalarska prace reSerSi odborné literatury
a ¢lanku zabyvajicich se tématy umeélé inteligence, chatbott a technologii ChatGPT.

Umeéla inteligence je jednou z nejrychleji se rozvijejicich oblasti v moderni
technologii a predpoklada se, ze jeji vliv na lidstvo bude nejvétsi v historii civilizace.
Vyznacuje se svou vSestrannosti a schopnosti uplatnit se pfi feSeni riznych ukola
vyzadujicich lidsky intelekt. Vyuziti nachézi predevsim v profesich a odvétvich jako
je online zakaznicky servis, vyroba, kontrola kvality, automobilovy pramysl,
zdravotnictvi, internetové bankovnictvi a marketing. M¢li bychom vsak o¢ekavat jeji
postupné proniknuti do dalSich oblasti jako je vzdélavani, bezpecnost a doprava,
protoze schopnosti umélé inteligence se zdokonaluji a jeji limity se neustale posouvaji.

Vuvodu se tato prace zabyva vyvojem umélé inteligence, respektive jejimi
podobory, jimiz jsou strojové uceni, hluboké uceni, neuronové sité a zpracovani
ptirozeného jazyka.

Strojové uceni predstavuje zakladni pilit umélé inteligence. Jde o proces, pfi
kterém se pocita¢ uci z vlozenych dat za pomoci algoritmi, na jejichz zaklad€ pfifazuje
vystupy k vstupnim proménnym v urcitych modelovych situacich. V reakci na urcitou
situaci pak na zakladé predikce a pravdépodobnosti provede zadanou operaci bez
explicitniho programovani clovékem.

Hluboké uceni, zalozeno na principech strojového uceni, se ale vyrazné lisi
mnozstvim dat, pouzitych algoritmt a architektury, ktera je slozit€jsi a zahrnuje vice
vrstev. Pojem , hluboké“ v nazvu tohoto podoboru pak poukazuje na hloubku sité,

respektive praveé na pocet téchto vrstev v neuronové siti modelu.



Neuronové sité, jako dal§i podobor umeélé inteligence, jsou zalozeny na analogii
s neuronovymi spojenimi v lidském mozku. Princip neuronové siti je mozné si
predstavit nasledovné: Ve vstupni vrstvé jsou data ve formé€ neurond. VSechny tyto
neurony jsou spojeny s neurony v prvni skryté vrstvé, pticemz téchto skrytych vrstev
muize byt nékolik. Tim vznika nékolik neuronovych spojeni napfi¢ vrstvami.
Ve skrytych vrstvach jsou kazdému neuronovému spojeni pfifazeny vahy a prahy
(angl. biases). Tyto parametry ovliviiuji zptsob, jakym neuron reaguje na vstupni data,
a tedy pfimo ovliviluje jeho aktivaci v dalSich vrstvach. Tak je tomu az do vrstvy
posledni, kde se na zaklad¢ predikce a trénovani sité objevi pozadovany vystup.
Na zéklad€ takové sité je pak mozné zpracovavat pfirozeny jazyk. Zpracovani
ptirozeného jazyka (NLP), jakozto posledni podobor, se zabyva porozuménim
a generovanim lidského jazyka. Pfedstavuje soubor technik pouzivanych v chatbotech
pro ziskavani a interpretaci informaci ze zdroji dat nebo databazi obsahujici texty
psané v pifirozenym jazyce vlozenych do chatbota béhem faze uceni. Stejné techniky
se dale pouzivaji pro porozuméni textu zadaného uzivatelem a pii generovani nasledné
odpoveédi v pfirozeném jazyce.

V dalsi kapitole prace navazuje tématikou chatbotd. Po stru¢ném uvodu do
problematiky je popsan princip fungovani chatbotii graficky podpoteny blokovym
diagramem popisujicim jejich architekturu. V dalsi ¢asti této kapitoly je uvedeno Sest
klasifikaci, pficemz pét znich rozdéluje chatboty dle jejich kvality, rychlosti
a spravnosti odpovédi na otazky, vyzvy, nebo pozadavku uZivatele. Sesta klasifikace
déli chatboty dle jejich designu ve fazi vyvoje. Souhrnné pak téchto Sest klasifikaci
rozdéluje chatboty na patnact odliSnych typa, pficemz kazdy ztéchto typu se
vyznacuje urcitymi klicovymi charakteristikami. Ty jsou spolu s klasifikacemi a typy
preneseny do tabulky, ktera slouzi jako tvodni strucny piehled této Casti.

Kapitola treti pojednava o samotném ChatGPT. Nejprve je vysvétlen samotny
vyznam zkratky GPT, v angl. , Generative Pre-trained Transformer* (dosl. generativni
predtrénovany transformator). Kazda ¢ast této zkratky ma sviij vyznam: , Generative*
odkazuje na schopnost modelu generovat odpovédi ve formé psaného textu a na
zatazeni do kategorie generativnich chatbotl. ,Pre-trained” zduraziuje skutecnost
predchoziho tréninku neuronovych siti na rozsahlém korpusu dat, tak aby poskytovaly
relevantni odpovédi. , Transformer* naznacuje pouziti jistého typu architektury

neuronové sité, ktera vyuziva tzv. mechanismus pozornosti. Ten umoznuje nastavit



prahy dynamicky a nezavisle na vzdalenosti slov, coz zajistuje efektivnéjsi zachyceni
vztahli mezi nimi.

Dle klasifikace chatboti lze ChatGPT povazovat za generativni chatbot
s otevienou doménou. To znamena, Ze poskytuje odpovedi na zakladé vstupnich dat
vlozenych béhem faze ufeni a pouziva nejmodernéjsi generativni model. Ten mu
umoziuje generovat odpoveédi v piirozeném jazyce. V neposledni fadé se tato ¢ast
kapitoly tfeti zabyva procesem, kterym byl model GPT-3.5 vyvijen.

V kontextu dalSich chatbota je dilezité zminit dva hlavni konkurenty ChatGPT,
Bard a Bing Chat. Sluzba Bing Chat ma vyhodu v podobé pfistupu k internetu
prostfednictvim vyhledavace Bing, coz ji umoziuje uvadét zdroje a poskytovat
aktualni informace. Naopak ChatGPT nabizi zpravidla strukturované€j§i a presnéjsi
odpovédi. Bard si z této trojice vede nejhure, protoze a¢ se jeho odpovédi zdaji
vérohodné, jsou Casto nepiesné.

Systém ChatGPT je dostupny z webového prohlizece. Pro zobrazeni chatovaciho
okna se uzivatel musi nejprve registrovat. Poté se zobrazi uzivatelské rozhrani vCetné
piikazového tfadku, kam muze uzivatel vkladat zpravy v podobé otazek ¢i prikazi.
ChatGPT je na zakladé vlozené zpravy schopny nejen odpovidat na otazky, ale
i poskytovat informace z riznych oblasti a fesit tkoly vyzadujici lidsky intelekt.
Dale je schopny vytvaret, analyzovat ¢i prekladat text.

Prestoze ma ChatGPT Siroké vyuziti v raznych oblastech, omezuji ho jisté
technické limity. At uz jde o velikost databaze, slozitost vyzev, chybéjici pristup
k internetu nebo maximalni pocet znaku ¢i prodlevu a rychlost zodpovézeni otazky.
Dal§imi faktory, které je tfeba zvazit, jsou etické aspekty. Jmenovité je to pritomnost
zaujatosti (bias), otazka ochrany soukromi, moznost vytvareni a Sifeni dezinformaci
a zodpovédné pouzivani ze strany uzivatele. Na zakladé¢ celkové analyzy problematiky
ChatGPT, vcetné zvazeni technickych limita a etickych aspektt, jsou pak v zavéru
prace zhodnoceny piinosy a uskali ChatGPT.

Jak vyplyva z reSerse literatury, ChatGPT pfinas§i nové moznosti interakce
sumélou inteligenci, ale také vyvolava jisté obavy z hlediska objektivni pravdy
a vytvareni dezinformaci. ChatGPT postrada skutecné porozumeéni generovaného
textu a uzivatelskych instrukcei, které zpracovava. Proto by meél byt uzivan spise jako

prostfedek pro ziskani inspirace nez jako relevantni pramen znalosti.
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INTRODUCTION

This bachelor thesis is dedicated to the topic of chatbots. It presents their fundamentals
in the field of artificial intelligence, the principles of their operation, and also different
types of chatbots. Above all else, the main regard in this thesis is given particularly to one
chatbot, called ChatGPT.

The aim of this bachelor thesis is to conduct a literature review in order to describe
the basic principles of chatbots and to introduce ChatGPT in terms of its development,
operation, competitors, and use in practical applications. Furthermore, to shed light on
issues that are related to this technology by providing the reader with an overview of its
current technical limitations and ethical considerations. Last but not least, use the above
for an evaluation of its benefits and pitfalls as an outcome of this bachelor thesis.

Chomsky et al. suggest that ChatGPT, a product developed by OpenAl, is one of the
most discussed and advanced Al chatbots used by the general public in recent times.
The power of ChatGPT lies in its ability to be taught large amounts of data in the form of
texts and, when given a certain input from users, produce context-based outputs that
resemble the natural language and thinking of humans (Chomsky et al.).

Artificial intelligence as an emerging field capable of solving any task that demands
human intellect is discussed in the first chapter of this thesis. Several subfields of artificial
intelligence, such as machine learning, deep learning powered by neural networks, and
natural language processing, are closely related to the core principles of chatbot operation.
In order to fully understand the topic of chatbots and ChatGPT, these concepts will be
explained using the insights from the book by Russell and Norvig.

In the second chapter, chatbots will be introduced. Modern chatbots have evolved
from simple systems that answer questions to sophisticated agents capable of
understanding natural language and performing tasks independently. They are the
evidence of technological progress in the field of artificial intelligence that is reshaping
human-computer interaction. Drawing on the insights of Adamopoulou and Moussiades,
the chapter will discuss the inner workings of their operation as well as their different
classifications. These classifications, which divide chatbots into several types, reflect

their diverse functions and capabilities.
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The main part of this thesis appears in the third chapter and will be dedicated to
ChatGPT itself. In the beginning of this chapter, the question “What is ChatGPT?” will
be answered and an insight into the background will be presented, followed by
an explanation of the concept and its development. Naturally, ChatGPT is not the only Al
chatbot capable of generating the “unimaginable”. Therefore, two other chatbots, namely
Google Bard and Microsoft Bing Chat, will be presented and compared with ChatGPT as
its biggest recent competitors. In the next subchapter, the use of ChatGPT in practise will
be presented and practical applications will be shown, exemplified and evaluated in terms
of executing different types prompts. Moving from its capabilities to its issues, the
technical limitations associated with the architecture and operation of ChatGPT will be
discussed. Furthermore, there are certain ethical considerations related to the use of
ChatGPT that also present an issue, such as a presence of bias, a protection of user
privacy, a possibility of creating and spreading misinformation, or a responsible use of
the system, that will be covered in this chapter.

In the conclusion, after restating the aim of this thesis, the contents of the three
chapters will be summarised briefly and then the benefits and pitfalls of ChatGPT will be
presented and evaluated based on the findings from the literature review, especially with
regard to the revealed technical limitations and ethical considerations.

Having taken into consideration the changes and improvements of ChatGPT and other
chatbots, which are occurring at a rapid pace, it seems important to state in the
introductory section that some of the claims in this thesis may become outdated soon.
Similarly, this bachelor thesis addresses the version model ChatGPT-3.5, for it is the more
widely used version among users and also the current version available free of charge,
unlike its fee-based successor ChatGPT-4, also known as ChatGPT Plus. Hence, again,
claims may vary from version to version as issues are being addressed and improvements
are being made in upcoming updates.

Naturally, generative Al, ChatGPT-3.5, was used in this thesis, but only for the
purpose of demonstrating its capabilities in practice, specifically in chapter 3.3, with two
instances in total. The transcription of these two generated outputs is in italics and marked

by the parenthetical citation “(ChatGPT 3.5)”.
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1. THE EVOLUTION OF ARTIFICIAL INTELLIGENCE

According to Russell and Norvig, artificial intelligence (Al) is considered to be one of
the most emerging and developing fields. It is predicted that the impact of Al on humanity
will be the biggest in the history of civilisation. This is related to the fact that unlike fields
of science such as mathematics and physics, where it seems that all the fundamental
discoveries have already been made, the field of artificial intelligence is still largely
unexplored and remains to be further explored. The most fascinating thing about Al is its
universality; it can be applied to any task that requires human intellect. Thus, it covers
a significant variety of applications in today’s world (19).

There are many definitions describing AI. According to Jiang et al., the definition lies
in comparing artificial intelligence to human intelligence; it is an intelligence that is
required to enable machines to execute the tasks that were once supposed to be performed
only by humans (Jiang et al.).

While the concept of Al has been in discussion for nearly 70 years, it has become
relevant only in the last few years, becoming more available to the wider public (Kaynak).

Burns et al. perceive Al as a field of significant importance, as its applications are
present in today’s society, mainly in professions and fields including online customer
service, quality control, the automotive industry, healthcare, and marketing. It is believed
that some of these tasks are even better performed by Al than by humans, particularly the
detail-oriented ones that require repetitiveness. Thus, people are now surrounded by or
even replaced by Al in their professional lives. With the efficiency and automation
brought by Al also come job displacement and lost job positions. Sooner or later,
humankind has to adapt to these changes. For the reason that the development of Al in
various fields, including education, security, manufacturing, transport, and healthcare,
should be expected, as the capabilities of Al are expanding and limitations are being
pushed (Burns et al.).

Over the years, Al has evolved from machine learning to deep learning, powered by
neural networks, and natural language processing. These fundamental subfields of Al
have been selected to be discussed and explained in the first section of the thesis to
provide a background for chatbots and ChatGPT, as they form the very core principles of

their operation.
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1.1 Machine Learning

Machine learning represents the beginning of the evolutionary line of artificial
intelligence and is the foundation of the subsequent subfields of artificial intelligence
discussed in this chapter.

According to Russell and Norvig, machine learning is a process that occurs when
“a computer observes some data, builds a model based on the data, and uses the model as
both a hypothesis about the world and a piece of software that can solve problems” (669).
In other words, a computer is not programmed for a specific task but is given an amount
of data from which it can learn using machine learning algorithms. After observing and
learning, it has the ability to execute tasks by making predictions and decisions based on
these learned data.

In general principle, an agent of machine learning receives input data and, based on
the learned feedback, assigns a certain input to an output (670). A neat real-world
example of this principle when machine learning is applied to an autonomous vehicle,
is presented in the following paragraph.

As illustrated by Russell and Norvig, this principle of machine learning in the case of
autonomous vehicles would work as follows: every time the vehicle brakes or slows
down, the agent observes the conditions present. By these conditions, it is meant a wide
range of data from sensors or cameras, e.g., pedestrian crossing, speed of vehicle,
weather, and road conditions. These data are then processed into the model, where the
input can be an image of the pedestrian from the cameras, or data from sensors such as
current speed or road conditions, and the output can be the braking distance needed to
stop without colliding with the pedestrian. When the vehicle encounters such a situation,
using this model, it has the ability to predict and brake to avoid a collision (670-71).

The above-described process is also called supervised learning and is one of the three
fundamental types of learning. The other types are called unsupervised learning, where
“the agent learns patterns in the input without any explicit feedback,” i.e., without human
intervention, and reinforcement learning, where “the agent learns from a series of

reinforcements: rewards and punishments” (671).
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1.2 Deep Learning

As Russell and Norvig point out, deep learning is a subset of machine learning, with the
key differences between them being the algorithms used and the amount of data required.
Unlike machine learning, deep learning requires more data, and the path from an input to
an output is not linear but goes in layers; the term “deep” refers to the depth of a network,
i.e., number of these layers. More data means more accuracy, but also more computational
power and storage requirements. Deep learning, in its simple nature, can be understood

as unsupervised machine learning powered by neural networks (801).

1.3 Neural Networks

Russell and Norvig consider neural networks to be the essential components of deep
learning methods. The name comes from the analogy of neural connections in the human
brain. The power of a neural network lies in its ability to recognise images (801). Neural
networks are a complex and challenging topic, but for the purpose of this thesis, it is
necessary to explain them at least in a simplified way, as they play a key role in chatbots.
Neural networks can help chatbots in processing and generating human-like text, which
allows them to comprehend the user’s input and generate appropriate responses.

As illustrated by Sanderson and Pullen, a standard neural network can be
simplistically described as a system that receives an image in the input layer, then
searches for patterns in the sequence of hidden layers using a mathematical function, and
finally, in the output layer, assigns the image to the corresponding word describing the
image. The process itself is very complex and involves several steps, as described below.

To understand the working principle of a standard neural network, consider
a handwritten digit in the range of zero to nine. This digit is the input layer; it is in the
form of a grayscale image with a certain number of pixels, each pixel representing one
neuron. In neural networks, a neuron represents a binary number from zero to one.
As shown in the upper left corner in Fig. 1, the grayscale image is a black-and-white
image, where the respective brightness represents binary values that range between zero
and one; black-coloured pixels represent binary zero, and white-coloured pixels represent
binary one. Each pixel has brightness within this range depending on the activation of the

neuron, or more precisely, on the shape of the digit.
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All these neurons from the input layer are connected to the neurons in the first hidden
layer. In this layer, each neuron connection is associated with weights and biases.
The weights determine the strength of the connection between neurons in one layer and
neurons in the next layer, while the biases determine the activation of a neuron in response
to a given input signal. Together, these determine a specific activation pattern in
an arbitrary number of additional layers that produces the final pattern in the output layer.

In the output layer, there are ten neurons, each corresponding to one of the possible
digits from zero to nine. One of the ten neurons receives the highest activation level by
the preceding pattern. The number represented by this activated neuron corresponds to
the handwritten digit given in the input.

Essentially, the entire neural network is in fact a complicated mathematical function
of thousands of parameters in the form of weights and biases that takes input data and,
based on training, generates output. These weights and biases are updated during neural
network training to optimise the network’s ability to predict the correct outputs based on
the input data. In other words, training of neural networks is one of the necessary steps to

adjust their parameters in order to improve the accuracy of their predictions

(Sanderson and Pullen).

Fig. 1 The Structure of Neural Network (Sanderson and Pullen).
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1.4 Natural Language Processing

Natural language processing (NLP) is a subfield of artificial intelligence that uses
techniques from machine learning, deep learning, and neural networks. According to
Russell and Norvig, NLP may be categorised into three fields that are used for three
fundamental purposes:

e For human-computer communication, NLP allows computers to communicate
with humans and humans to communicate with computers using natural language.

e In the learning process, NLP is used to acquire and understand knowledge
expressed in natural language. Many information resources on the Internet contain
a vast amount of facts and data presented in natural language. By understanding
and processing natural language, computers can access and learn from this vast
storage of knowledge. This is essential for systems such as chatbots, which aim to
collect and efficiently use large amounts of data.

e In linguistics, NLP is used to progress in the scientific understanding and use of
languages. It combines artificial intelligence techniques with linguistics, cognitive
psychology, and neuroscience to investigate and analyse the structure and use of
language (874).

In simple terms, NLP is the process by which a computer receives a spoken language
or a written text and creates a sort of comprehension based on the words it contains. In the
video uploaded by IBM Technology, Keen explains this process as follows:

At the beginning, there are unstructured data in the form of a language that people
naturally speak and communicate with. This language is referred to as unstructured text.
From a linguistic point of view, such text may be of any size, including sentences, phrases,
conversations, or even one-word statements unified as a whole. This text forms the
unstructured data that are not, by their nature, organised for computer processing.
For example, it may be an instruction to add an item to a shopping list. An example
sentence may be as follows: Add bread and butter to my shopping list. In order to make
this sentence comprehensible for computers to process, it is necessary to convert it into
structured data. After the conversion, the structured data would appear as follows: the
shopping list as a top element, and bread and butter sub-elements below it. The conversion

between unstructured and structured data is the role of NLP (00:00-02:37).
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Keen describes the conversion process as a multifaceted approach. In other words,
certain number of successive techniques is utilised for the conversion. Keen labels these
techniques collectively as “a bag of tools” because it is not a single algorithm and several
stages are carried out in the process. The first stage is denoted as fokenization, a process
of breaking a sentence into parts, i.e., words, with each word being one foken processed
in sequence. Once the words are assigned tokens that computers can process, the next
stage is morphological normalization of token which may be done by two means:
stemming or lemmatization. Stemming is a rather simple tool used to reduce tokens to
their most basic form, i.e., to remove prefixes and suffixes from tokens (words), thus
obtaining their reduced form, the so-called stem; e.g., tokens like “swimming” and
“swimmer” are transformed into the identical stem “swim”. Due to the simplicity of this
process, the result may be wrongly reduced word form, in other words, for some tokens,
stemming does not always produce a meaningful stem. Lemmatization is a more
sophisticated technique that involves learning the meaning of a token through a dictionary
definition and reducing it to its base or dictionary form, known as a lemma. The third
stage is referred to as part of speech tagging. It is a process of determining the different
part of speech for each token within the context of a sentence. The final stage is termed
named entity recognition. In this stage, each token is associated with its entity, e.g.,
“bread” has an entity of a food product, whereas “Brad” has an entity of a person’s name
(05:13-08:48).

As Keen points out, the entire process illustrated above, i.e., the transition from
unstructured data to structured data is in fact called natural language understanding
(NLU), as opposed to natural language generation (NLG), where the process is reversed.
Together, NLU and NLG establish the two branches of NLP. The above-mentioned tools
represent only a selection of NLP tools used to transform unstructured text into structured
data. However, the important point is that data structured in this manner can only then be
used inside Al applications such as chatbots. Thanks to NLP, chatbots like ChatGPT can
extract knowledge from texts written in natural language and also comprehend the text

entered by the user, as well as generate natural language responses (00:00-09:07).
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2. CHATBOTS

Having covered the fundamental subfields of artificial intelligence, a closer look at the
general operation and design of chatbots can now be taken. There are many definitions
for the word chatbot. Perhaps the simplest yet most explanatory is the one given by IBM:
“A chatbot is a computer program that simulates human conversation with an end user”
(“What Is a Chatbot?”).

As claimed by IBM, a fundamental capability of a chatbot is that it can communicate
with users via text or voice input, provide answers and information, and perform tasks all
without the necessity of direct human intervention. This can be especially useful when
dealing with routine tasks and questions in a variety of environments, including customer
service, marketing, and human resources. Most importantly, the chatbot is available
seven days a week, twenty-four hours a day, to provide immediate responses.
The implementation of chatbots may also simultaneously reduce operational costs and
enhance the user experience. This ought to make chatbots a valuable asset for businesses
and organisations in a variety of industries.

Initially, chatbots were simple computer programmes that provided a user with
predefined answers to learned questions. They relied on users to select specific keywords
or phrases in order to continue the conversation. Moreover, they could not manage
complex or unpredictable questions. By employing techniques from machine learning and
deep learning and incorporating natural language processing, the overall capabilities of
chatbots improved, and eventually, these chatbots evolved into modern chatbots, often
referred to as Al chatbots. These chatbots are context-aware and can identify the intention
of the user and formulate appropriate responses. In other words, they can answer almost
any user question by learning from human text while keeping the interaction with the user
in a more natural and human-like way, accurately in relation to the intention, and without

being misunderstood (“What Is a Chatbot?”).
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2.1 Operation of Chatbots

Drawing on a wide range of contributions by other authors, namely Zumstein,
Hundertmark, Kucherbaev, Singh, Hien, et al., Adamopoulou and Moussiades summarise
that the general operation of chatbots can be described as follows:

Firstly, a request to the chatbot is sent by a user in the form of a question or command.
At this point, machine learning may be introduced to understand the request while
adapting the chatbot to the user’s conversation patterns.

Upon receiving a user request, NLP, or more precisely, NLU, analyses the user
message, which is written in a natural language, to deduce the user’s intent and associated
context information. Simultaneously, neural networks, as the backbone of deep learning,
are employed to manage the complexity of natural language and enable more precise and
contextual interactions by recognising the patterns. As shown in Fig. 2, this is achieved
in the Language Understanding Component.

Once the request is understood, the command is executed, or the requested
information is retrieved from associated data sources, i.e., databases, referred to as the
Knowledge Base in Fig. 2.

Finally, when the information is retrieved, the chatbot uses NLP, or more precisely,
NLG, to compose a natural language response to the user request. This is achieved in the
Response Generation Component. The corresponding responses can be generated by one
of the three models, which are explained in the next subchapter. Throughout the
conversation with the chatbot, the Dialogue Management Component is active to follow
the intention and context required by the user and, in case of missing information, asks

additional questions (379-80).

Language understanding -
User message analysis < > Action execution
User User requeslt User intent | )
interface «—»| Dialogue
I Management Information
i . . retrieval
ckie user} ‘ Context information ‘
h
Chatbot "
Response generation
i i i ponse g o Data sources
| Knowledge base ‘
Chatbot ‘ Web (URL request) |

Fig. 2 General Chatbot Architecture (Adamopoulou and Moussiades)
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2.2 Types of Chatbots

There are many types of chatbots that can be distinguished by several parameters and

categorised into specific classifications. To gain further insight about the different

chatbots, six classifications proposed by Adamopoulou and Moussiades are presented.

For a brief overview of these classifications and types of chatbots, see Table 1.

Classifications A distinguish chatbots primarily according to their responses in terms of

quality, speed and accuracy, whereas Classification B, with only one representative,

addresses the division according to the design of chatbots in the development phase and

has thus been separated from the first five classifications.

Table 1. Classifications of Chatbots

Classifications A

Types of Chatbots

Key Characteristics

Knowledge

Domain

Open domain

General, concise responses on various topics

Closed domain

Sophisticated responses within one domain

Service Provided

Interpersonal

Task orientation with no personal connection

Intrapersonal

Mediate personal conversations

Inter-agent

Chatbot-to-chatbot interactions

Provide information without engaging in

Informative ) )
human-like conversation
Goal-based Engage in natural language conversations
Chat-based ‘ ‘ ‘ ‘
while conveying relevant information
Task-based Perform tasks upon user instructions
Input Processing | Rule-based Follow pre-programmed rules

& Response Retrieval-based Retrieve responses from a larger database
Generation Generative Generate human-like responses

_ Fully-automated Faster, without human intervention
Human Aid

Human-aided

Slower but potentially more accurate

Classification B

Types of Chatbots

Key Characteristics

Build Method

Open-source

platform

Customisable during implementation process

due to access to the source code

Closed platform

Restrict designer intervention
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The classifications and types of chatbots from Table I can be further elaborated on

the following paragraphs based on Adamopoulou and Moussiades. As in the previous

subchapter, Adamopoulou and Moussiades build on a number of contributions by other

authors, namely Nimavat, Champaneira, Kucherbaev, Hien, Ramesh, Wu, et al.,

to provide a comprehensive overview of these classifications:

The knowledge domain classification divides chatbots based on their knowledge,
i.e., the quantity of data that the chatbot has been taught and trained on.
Open domain chatbots engage in conversations on general topics with brief but
accurate responses. On the other hand, closed domain chatbots, trained for one
specific domain of knowledge, offer more comprehensive and detailed responses
within that domain, but may lack success in answering questions from another
domain.

The classification based on the service provided divides chatbots by the services
provided, while considering the degree of emotional connection and confidential
interaction between the chatbot and the user. Interpersonal, service-oriented
chatbots are designed to handle tasks without being obliged to form a personal
connection with the user. Intrapersonal chatbots, often integrated into messaging
apps, act as companions mediating personal and more confidential conversations.
Inter-agent chatbots enable interaction between multiple chatbots.

The goal-based classification categorises chatbots into three types according to
the main goal achieved by the user during interaction. Informative chatbots deliver
information on the basis of certain pre-stored knowledge while avoiding human-
like conversation. Unlike chat-based chatbots, which aim to engage in
conversation, held in natural language, while conveying relevant information.
The goal of rask-based chatbots is to comprehend and perform specific tasks.
The classification based on the input processing and response generation method
divides chatbots according to generation model used. Rule-based chatbots use
manually programmed knowledge and follow certain rules when processing user
questions and generating answers. Retrieval-based chatbots use more capable
model, obtaining superior responses by selecting and comparing them through
a larger database. Generative chatbots generate the most accurate human-like

responses by learning from the past and ongoing messages with the users.
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e The classification considering the amount of human aid classifies chatbots as
fully-automated, which are fast but have limitations, in terms of accuracy and
comprehension, or human-aided that require human intervention in the processing
of the user request, making them slower but potentially more accurate.

e The classification based on the build method differentiates between development
platforms, which means that chatbots can be developed either on an open-source
platform or on a closed platform. The open-source platform chatbots can be
shaped and customised freely during the implementation process, while a closed
platform chatbots have hidden insight into the inner workings of the chatbot, thus
restricting any intervention by a designer.

This above does not necessarily imply that every chatbot falls into one classification
or another; on the contrary, itis possible that each chatbot can belong to multiple
categories simultaneously, but perhaps to a different degree (377-79).

To explain and justify why a journal article by Adamopoulou and Moussiades was
selected. Its selection as the main source for this chapter was deliberate, as their approach
of categorising and analysing chatbots seemed particularly relevant. By incorporating
contributions from multiple sources, their article is uniquely coherent and offers a full
view of the field of chatbot technology. Thus, by paraphrasing their work exclusively,
this chapter should ensure that the reader is presented with a unified and easily accessible
form of information that is more readable and comprehensible than if it were paraphrased

according to the individual contributions.
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3. CHATGPT

Having introduced the topic of artificial intelligence and chatbots by providing essential
information covering the inner operations of the fundamental subfields of artificial
intelligence, an overview of chatbots, explaining their mechanisms of operation, and
classifying their different types, it is now possible to address the main objective of this

thesis, the AI chatbot ChatGPT.

3.1 What is ChatGPT?

To begin with, the abbreviation GPT stands for Generative Pre-trained Transformer.
All three parts of the title carry some meaning: “Generative” because of its capability of
generating responses in the form of a written text and also because it belongs to the
classification of generative chatbots; “Pre-trained” from the fact that, as has already been
mentioned, a chatbot, specifically its neural networks, must be trained beforehand in order
to obtain the most relevant responses; and lastly, “Transformer”, as explained by Greco
and Tagarelli, being a reference to a particular type of neural network architecture used
in ChatGPT, referred to as transformer architecture. This architecture utilises so-called
attention mechanisms to capture and form links between words more effectively than
traditional neural networks. This is achieved by assigning weights to all words in the
sequence irrespective of the distance between them. The value of each weight is based on
the relevance between the input word being processed and the output word being
generated. In summary, based on a dataset that includes the texts of books, articles, and
websites, words with higher relevance are assigned higher weights across the entire
sequence. Thanks to this architecture, i.e., considering all words in a sequence and
dynamically adjusting the weights, ChatGPT is able to achieve more accurate language
understanding and generation when processing user’s prompt (Greco and Tagarelli).

As can be observed from the previous chapters, ChatGPT uses NLU to comprehend
the user input, followed by deep learning powered by neural networks to determine the
response based on the probabilities of the occurrence of words learned from the source
text, and finally structures and generates the response using NLG. Hence, note that
although ChatGPT is able to comprehend the human text, at no point does it actually

understand it. Unlike humans, it has no thoughts nor any sense.
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Based on the classifications of chatbots discussed in the previous chapter, ChatGPT may
be classified as an open-domain generative chatbot, i.e., a chatbot that provides responses
based on a certain amount of data entered during the learning phase and that uses the most
advanced generative model, enabling it to generate the most human-like responses
possible.

As highlighted by OpenAl, ChatGPT is a publicly available version of a chatbot
running on the GPT-3.5 model. The development, i.e., training of the model, was
conducted using a method referred to as the reinforcement learning from human feedback
(RLHF) and through supervised fine-tuning to ensure that responses would be as
conversational as possible.

Supervised fine-tuning was carried out by having the human Al trainers assume the
roles of both the user and the AI assistant in the dialogues. Given suggestions from the
model, the trainers engaged in the conversation. This step led into collecting the
demonstration data that were later combined with a dataset of the initial OpenAI’s model
InstructGPT.

In the following step, comparison data were collected and Al trainers rated the
responses written by the model from the previous conversations, with the best-rated
responses used to train the reward model. The reward model is used to determine a reward
for a certain response, while rewards update the policy. The policy specifies the way the
model generates responses for a specific type of input or context. Simply put, the reward
model evaluates responses, assigns rewards based on quality, and updates the policy to
improve response generation. For example, if a response is of high quality, the reward
model assigns a positive reward, which then updates the policy to encourage similar
responses in the future.

In the final step, the model was adjusted using these reward models and
a reinforcement learning algorithm referred to as the Proximal Policy Optimization
(PPO). In the case of PPO, it is simply an algorithm based on a strategy of making slight
updates to the policy to ensure that changes are not too significant. This helps to maintain
stability during the learning process and prevents the model from deviating too much
from its current level of performance. By repeating this process of rewarding and updating

the policy, the final model of ChatGPT-3.5 was developed (“Introducing ChatGPT.”).
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3.2 ChatGPT’s Competitors

ChatGPT’s competitors are chatbots, which are similarly to ChatGPT driven by large
language models (LLMs). However, there are certainly some differences between
chatbots, such as proficiency, accuracy, and capability. Two ChatGPT’s competitors,
Google Bard and Microsoft Bing Chat, are presented and compared with ChatGPT, based
on the paper by Rudolph et al., “War of the Chatbots: Bard, Bing Chat, ChatGPT, Ernie
and Beyond. The New AI Gold Rush and Its Impact on Higher Education.”.

3.2.1 Google Bard

As Rudolph et al. suggest, Bard, released by Alphabet Inc. (Google’s parent company),
is a chatbot that may be incorrect in some responses as it is only a complement to Google’s
search engine while using a separate website. Bard means “storyteller” in Celtic, or, in
other words, a person who sang or recited poems about heroes, often fictional. Quite an
appropriate name for a chatbot that provides plausible but often inaccurate answers to
questions. Bard is also unable to generate computer code, which is a significant
disadvantage compared with ChatGPT. But as Google itself admits, Bard is just

an “experiment” and even reminds its users of this when they access it (371-72).

3.2.2 Microsoft Bing Chat

As reported by Rudolph et al., Bing Chat, released by Microsoft Corporation, is a chatbot
running on the GPT-4 model that retrieves source data for responses from the Bing search
engine. The biggest difference compared with ChatGPT is the internet access available
to Bing Chat. Essentially, this ability to access the Internet allows Bing Chat to be updated
with the latest information beyond its release date and provide the user with responses
including footnotes with links to sources. Having these capabilities, Bing Chat is certainly
the biggest competitor to ChatGPT and has the potential to be a game-changer in Al
chatbot technology (371).

3.2.3 ChatGPT vs. Bard vs. Bing Chat

In this concluding subchapter, a comparison of ChatGPT-3.5, fee-based version
ChatGPT-4, Google Bard, and Bing Chat is presented. Rudolph et al. tested their abilities
by comparing their answers to higher education-type questions from multiple fields, that

should have been difficult for search engines to answer.
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For most questions, ChatGPT-4 provided the best structured and most accurate
responses, but these responses were not sourced in any way, unlike Bing Chat, which
provided relevant sources even though none of them were of academic nature. As far as
mathematics is concerned, all the chatbots with the exception of the Bard were able to
answer a tricky mathematical problem. In other fields, such as history, psychology,
or essay summary, the results were inconsistent, with each chatbot excelling in some
aspects and disappointing in others.

Overall, ChatGPT-4 performed the best with its ability to apply critical thinking, its
predecessor ChatGPT-3.5 was second best, only lacking due to its database limited by the
end of the learning phase, in September 2021. Bing Chat did not perform flawlessly due
to excessively brief and sometimes questionable responses and vague sourcing, and Bard
did the worst with plausible but factually inaccurate responses. From these findings, it is
evident that the much “media-hyped” large language models powered by artificial

intelligence are not as intelligent as it may seem (376-79).

3.3 Use of ChatGPT in Practice

Prior to using ChatGPT, a user must first create an account on the official website,

https://chat.openai.com/auth/login. To create the account, the user must either enter

an email address and create a password, or alternatively, the user can sign in using
an already existing Google, Microsoft, or Apple email account.

Once the verification process is completed and the terms and conditions are signed,
the user can log in. After logging in, they are briefly introduced to ChatGPT’s service
policies to ensure that the instructions for use are followed. Finally, the chat window (user
interface) of ChatGPT is displayed, and the user now has full access to the chat. The user
can insert messages or prompts in the command line (message input field) to initiate
a conversation, request assistance, or ask for information from ChatGPT.

As shown in Fig. 3, the user interface provides a simple and intuitive platform for
interacting with the ChatGPT system. The simple interface design increases user

engagement and minimises their effort when using it.
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ChatGPT 35

®

How can | help you today?

Suggest fun activities Give me ideas

Explain this code: Planatrip

atGPT can make mistakes. Consider checking important information.

Fig. 3 User Interface of ChatGPT (ChatGPT 3.5)

As illustrated in Fig. 3, above the command line there are 4 rectangles with predefined
prompts, e.g., “Plan a trip” or “Explain this code”, which the user can click on, and the
system will respond to the selected option. These predefined prompts change whenever
a new chat is opened. If the user starts a conversation, it is automatically saved, and they
can return to it at any time. Over time, a list of the history of conversations that have taken
place will be created on the left side of the chat window.

According to OpenAl, there are many other ways to use ChatGPT in addition to these
predefined prompts. The user simply enters a message in the command line in the form
of a prompt. For the best possible result of the generated response, the user’s prompt
should be clear and concise. The user should avoid long or ambiguous sentences and
should also provide any necessary context (“Prompt Engineering.”).

As can be noted from previous chapters, specifically in chapters /.3, 1.4, and 3.,
ChatGPT does not truly understand the text it is composing or what the user is asking in
the way that humans do. In fact, this process is done through neural networks and
predictions based on patterns learned from large data sets, which may lead to inaccurate
or incorrect responses. This is supported by the fact that can be observed in Fig. 3, at the
very bottom, where even the system itself acknowledges its fallibility with the statement:
“ChatGPT can make mistakes. Consider checking important information.”

(ChatGPT 3.5).
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As far as the different ways to use ChatGPT are concerned, according to OpenAl,
ChatGPT can be asked anything and therefore be used for various applications, namely
in explaining something, assisting with computer code writing, translating, text
generating, brainstorming, or summarising (“ChatGPT.”). Brown et al. tested the
performance of ChatGPT and further extended in their paper that it can be used for
answering open questions from various domains, cloze tests (fill-in-the-blank questions),
task solving, including mathematics, and assisting in grammar correction (1, 34).
Thus, the prompt can be anything from a question to a mathematical problem or a task
to correct or even generate computer code.

Since ChatGPT can answer questions from different knowledge domains, asking
questions is the most popular way of using it in practice. The user seeks to get an answer
from it, as they may consider it better than using traditional search engines due to the
more convenient and easier way of obtaining information. To demonstrate the answering
question capabilities in practice, the ChatGPT was prompted with a question: “When was
Brno University of Technology founded?* To which it responded: “The Brno University
of Technology (BUT) was founded on September 18, 1899” (ChatGPT 3.5). This is just
one of the examples where ChatGPT indeed provides a relevant and valid response.

However, there are certain questions that ChatGPT is not able to answer. Such
a question would be related to knowledge from beyond the development phase and was
prompted as follows: “Who is the President of the Czech Republic?” In this case,
ChatGPT, sensing a failure, defensively decided to adopt the longer answer and
acknowledged its limitation: “As of my last update in January 2022, the President of the
Czech Republic was Milos Zeman. However, please note that my information might be
outdated. I recommend verifying with a current and reliable source to get the most up-to-
date information on the President of the Czech Republic.” (ChatGPT 3.5).

With the knowledge base limited to the last update in January 2022, ChatGPT was
unable to provide an appropriate response in this demonstration example since the
election of the Czech President took place in 2023, and hence later. On the positive side,
at least it did not claim incorrect information and thus avoided misinformation.
While ChatGPT can provide valuable responses to questions on various topics, this
demonstration example underlines the importance of re-verifying information provided

by ChatGPT from other sources, especially when asking about current affairs.
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3.4 Performance Evaluation of ChatGPT

In this subchapter, a closer look at the performance of ChatGPT will be taken. The aim
of this is to evaluate the quality of the generated responses when executing different
prompts entered by a user. This will be done by reviewing three research papers: two by
Rudolph et al. and the third by Plevris et al.

In the first paper, “ChatGPT: Bullshit Spewer or the End of Traditional Assessments
in Higher Education?”, Rudolph et al. test the capabilities and limitations of ChatGPT
using questions from different domains. Their investigation is initiated by prompting
ChatGPT with mathematical questions, specifically, to define measures from statistics
and provide calculations regarding the standard deviation. The first prompt was: “Explain
mean, standard deviation, and z-scores,” where the z-score is simply put, the distance
from the mean. They claim that ChatGPT delivered the definitions in responses that were
concise and generated in natural language, resembling human conversation. On the other
hand, when generating the calculations, there appeared to be a problem with exceeding
the number of characters, which caused ChatGPT to stop generating the response
abruptly. A further drawback mentioned is that ChatGPT is unable to plot diagrams (348).

A similar negative perception in terms of mathematical problems is supported by
Plevris et al. In their research, they conducted a test of ChatGPT-3.5, ChatGPT-4, and
Google Bard using fifteen mathematical questions ranging from basic calculus through
algebra and logic puzzles to complex mathematics. As expected from the previous
observations in this thesis, these LLMs, including ChatGPT-3.5, do not reason over the
mathematical problem; they are not able to use logic as humans do. To solve a problem
successfully, they generate the result based on the prediction of a similar example
occurring in the dataset. Thus, even for ChatGPT-3.5, some mathematical problems,
whether complex or simple, presented a challenge. According to thorough testing by
Plevris et al., it can be summarised that ChatGPT is able to process and solve
mathematical and logic problems to some degree, but it occasionally gives inaccurate
responses or solutions that deviate slightly from the correct result (956-67).

Another scenario set by Rudolph et al. is no longer mathematical in nature.
The prompt tasked ChatGPT with composing a 2000-word essay that included citations
and references. In this type of task, ChatGPT rather failed. It produced only a quarter-

length essay of unsatisfactory quality. Moreover, it was unable to use in-text citations or
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references, or else they were made-up references. Based on the overall observations, they
summarise that ChatGPT can be useful in explaining or defining some phenomena, but
when it comes to tasks such as generating content of higher standards, e.g., academic
writing, it is not particularly fortunate to rely on it (348—49).

In the second paper by Rudolph et al., “War of the Chatbots: Bard, Bing Chat,
ChatGPT, Ernie and Beyond. The New AI Gold Rush and Its Impact on Higher
Education.”, four different LLMs, namely ChatGPT-3.5, ChatGPT-4, Google Bard, and
Bing Chat are compared. In the main part of this research, they prompt each of these
models with a set of questions from various domains to identify the differences in the
performance of these chatbots. Although some of the results of this study were already
used in the discussion of ChatGPT’s competitors in subchapter 3.2, it is reasonable to
refer to them again here. To some extent, it can be used to analyse ChatGPT-3.5
exclusively and thus assess its success rate from a different perspective.

Out of fifteen questions, ChatGPT received an overall grade of C (74%). It performed
satisfactorily in the questions focused on summarising articles, one of which was even in
Chinese. On the other hand, it did its worst in the summary of the plot of Faust in a 1000-
word essay, as it was able to produce only something around 350 words. Surprisingly,
ChatGPT answered the math question correctly and therefore scored an A. The math
question was: “Using only additions, how do you add eight 8’s and get the number of
1000?” with the answer being “888 + 88 + 8 + 8§ + 8§ = 1000” (376-78).

Overall, they acknowledge that although ChatGPT is conversational and has achieved
remarkable performance in prompts that were set to summarise articles, as well as having
the advantage of code-writing capabilities, it still sometimes “hallucinates”. By this, they
metaphorically mean cases where the model generates answers that are incorrect,
misleading, or nonsensical. In other words, content that deviates from reality or the
expected response based on the given input (376-79).

In conclusion, the assessment of ChatGPT performance in different applications
shows a mixed picture of its capabilities and limitations. Overall, the three research papers
reveal both the strengths and weaknesses of ChatGPT in processing different types of
prompts. This subchapter effectively highlights both the advantageous use cases and the

ones where the user should rather take the generated outputs with some degree of caution.
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3.5 Technical Limitations of ChatGPT

ChatGPT has certain technical limitations that should not be overlooked, as they may be
one of the key aspects that are responsible for plausible but incorrect output responses,
causing unsatisfactory performance. The most important technical limits include:
the amount of data in the knowledge base; the complexity of prompts; the lack of internet
access; the maximum number of characters; and the latency and response time.

The amount of data in the knowledge base is certainly one of the most significant
limitations. ChatGPT can only provide correct answers if the data the user is requesting
has been included in its dataset and has been trained on it. If the dataset does not contain
such data, ChatGPT is likely to provide output responses that may carry some
inaccuracies or errors, i.e. This knowledge base is limited both by the time of the last data
update and by the amount of data on which ChatGPT was trained. Brown et al. reported
that the original amount of data in the unprocessed pre-filtered training set was 45 TB of
compressed open text. After filtering, this was approximately 570 GB. The final dataset
is compiled from a variety of sources, mainly from the Internet, specifically Wikipedia,
but also from books. The resulting model reportedly has 175 trillion parameters (3-8).
These figures highlight the huge amount of data that has been incorporated into the
ChatGPT knowledge base during the learning process. Thus, although this is a very large
knowledge base, it may still happen that a user will ask about things concerning the data
that were not included in this huge corpus. If so, ChatGPT will likely produce
a nonsensical answer, and hence this poses a significant limitation.

According to OpenAl, another limitation may lie in the complexity of prompts.
ChatGPT may have difficulty understanding and responding to complex or ambiguous
prompts, which may lead to misunderstanding and therefore produce an incorrect output
response to the user’s request (“Prompt Engineering.”). As OpenAl reports, a related
concern is that the user can modify the initial prompt slightly, and the model should be
sensitive enough to detect the change and produce a new output response of adequate
quality. Unfortunately, this can work the other way around, i.e., a slight change in the
prompt can cause a quality violation of a previously adequate output response. A more
appropriate way to approach this would be if ChatGPT asked additional questions when
uncertain, rather than guessing the user’s intention from an ambiguous prompt

(“Introducing ChatGPT.”).
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As pointed out by Rudolph et al., ChatGPT lacks the ability to access the Internet.
To be precise, it does not have real-time access to internet resources. This limits its ability
to provide responses that rely on current information. Thus, it is not able to provide
information on, for example, even something as trivial as the weather forecast. This is
a significant drawback and limitation compared to search engines or to chatbots that have
the access and can search for such information (“War of the Chatbots” 371).

The next limitation is concerned with a maximum number of characters. As Wilbor
states, the user can insert a single prompt with a maximum of around 4000 characters in
the ChatGPT’s command line. This may limit the user if they require assistance where
a larger amount of data in the form of longer texts is needed to be processed. On the other
hand, this limitation can be overcome if the user separates the data to be processed into
smaller parts in subsequent prompts. Naturally, the output responses are also limited by
the number of characters. Here, however, it depends on the type of message, the
knowledge domain, etc., and thus the precise character limit for output responses is not
precisely specified (Wilbor). The maximum number of characters in both input and output
messages is not necessarily the cause of incorrect output responses. On the other hand,
not enough space to explain oneself in the prompt can cause misinterpretation and, thus,
an irrelevant output response. Or, the other way around, an insufficiently long output
response cannot adequately cover the question asked by the user. Needless to say, the
process of dividing the input prompt can be considered time-consuming and inefficient.

Last but not least, it is worth mentioning the limitation regarding latency and response
time. According to Rudolph et al., the usual response time is under 60 seconds; in the
case of longer prompts, it is up to 120 seconds (“ChatGPT: Bullshit Spewer” 348—49).
The speed at which ChatGPT processes and generates responses and the latency that can
appear may differ based on factors such as server load and the complexity of the prompt.
From the user perspective, it can be caused by the network connection or device RAM
speed. As with the previous limitation, while this does not directly affect the correctness
of the output response, it can result in time-consuming interactions that reduce efficiency
and do not appeal to the user who has come for a quick answer.

When it comes to plausible but incorrect output responses, OpenAl justifies this by
explaining that it is difficult to effectively address this particular issue for the following

reasons: Firstly, during the learning phase of the model by the RLHF method, there is
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currently “no source of truth”, i.e., the model is unable to distinguish between correct and
incorrect information that is present in its dataset. This is not striking since the dataset is
based primarily on the content of the Internet. Secondly, if the model were more restricted
to eventually be more careful, it would mean that it could then wrongly estimate and reject
even user questions that it would have previously answered correctly. The final reason
for not addressing this issue lies in supervised fine-tuning. Given that at this stage the
output responses of the model were being evaluated by human AI trainers who were
probably not experienced in all knowledge domains, it is predictable that they were unable
to correctly evaluate the accuracy of all the output responses produced by the model.
This in turn could have led to misleading results that are already embedded deeply in the
parameters and biases of the model, which would indeed be difficult to reconstruct

(“Introducing ChatGPT.”).

3.6 Ethical Considerations of ChatGPT

In this subchapter, ethical considerations will be discussed, as they present another factor
that must be taken into account when one decides to use the services of ChatGPT.
In contrast to the technical limitations, these are issues that arise from the point of view
of society and are primarily: the presence of bias in output responses; the protection of
user privacy; the possibility of creating and spreading misinformation by relying on
output responses; and the responsible use of ChatGPT.

Firstly, it is important to define what is meant by the word “bias” in this context, since
it already appears in this thesis in a different one. When it comes to neural networks, the
backbone of ChatGPT, biases are the parameters that control the activation of neurons.
Here, however, the bias can be understood as the non-objective behaviour of ChatGPT.
This means that in certain situations, ChatGPT gives preference to certain things and
people at the expense of others. As claimed by OpenAl, the output responses are
sometimes of a biased character, favouring one side over the other. This is caused by the
fact that the bias was already inherited during the learning phase in datasets used for
training the model (“Introducing ChatGPT.”).

Brown et al. investigated some of the biases that can occur in the output responses
produced by the different sizes of models, including mainly the one with 175 billion

parameters. In their investigation, they focus on racial, gender, and religious bias.
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For analysing each case, they prompted the model with “continue-writing” prompts that
requested it to complete a sentence.

For the analysis of racial and religious bias, similar prompts as “White person is” or
“Muslims are” were used, with the racial or religious category changing throughout
the testing. The completed sentences were then examined for the occurrence of positive,
neutral, and negative words associated with each group of people. Based on this, they
found that for some racial and religious groups, ChatGPT exhibits bias by using negative
vocabulary. Specifically, the prompts related to Black people and Muslims had the most
negatively biased words in the completed sentences, while the prompts related to Asians
and Buddhists had the most positively biased words.

In terms of gender bias, firstly, Brown et al. investigated the preference of using either
male or female gender in the completion of profession-type prompts, i.e., investigating
which gender the model leans more towards when completing the sentences. The prompts
could look like “The doctor was a”, where the model had to decide whether the "doctor"
was male or female. It was found that, in general, the male gender had a higher appearance
rate than the female. Secondly, they tried to identify whether one gender is associated
with positive or negative bias by using prompts such as “She is” or “He is”. They analysed
the most biased descriptive words for males and females. From the findings, it is evident
that in certain cases, the adjectives used by the model may be considered biased towards
one or the other gender, both positively and negatively (36-8).

According to an empirical study by McGee, ChatGPT is also politically biased. In the
study, he suggests that the model tends to lean towards liberalism and is negatively biased
against conservatism. He investigated this by using prompts that instructed the model to
create humorous limericks (poems) about politicians. The results show that for liberals
like Joe Biden, the limericks were positive, while for conservatives like Donald Trump,
they were directed negatively at him in all ten samples, for instance:

“There once was a man named Donald Trump

Who was quite the narcissistic bump

He tweeted and he bragged

His ego simply sagged

But now his time in power is a dump.” (1-6).
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All of this evidence shows how biased ChatGPT, in fact, is and how dangerous its
biased dataset is. The model should ideally be politically, religiously, racially, and gender
unbiased and should present different perspectives equally and fairly to the user. A bias
towards one ideology or side at the expense of another can lead to homogenisation of
views in society and thus affect its balance, as can bias against a particular race or gender.

Another important ethical aspect is the protection of user privacy. According to the
Common Sense Privacy Program, ChatGPT has certain issues regarding the handling of
user data and the protection of user privacy. ChatGPT’s privacy rating of 55% is based
primarily on the OpenAl’s terms and conditions that the user signs and agrees to when
signing up. One of the biggest concerns is that the data from interactions are automatically
collected. In addition, a lot of information is not clear from the terms and conditions, e.g.,
whether all data are collected or whether some personal data are excluded. The report also
warns that although the data is protected against being sold to third parties, it is unknown
whether ChatGPT can track users for marketing purposes based on their interactions and
possibly send marketing communications to third parties (Common Sense).

The possibility of creating and spreading misinformation by relying on output
responses presents another serious issue of using ChatGPT. This issue is closely related
to the fact that, as was discussed in chapter 3.4, the model often provides a wrong or non-
relevant answer to a question. This creates misinformation, which, if not verified by
another independent source and used in one’s work that affects a wider public, will result
in the spread of misinformation. This issue is also related to the bias. If one political party
is more favoured by the model, it may lie about some information that would negatively
damage that party. Hence, the output response would again misinform the user, who could
then spread the misinformation further.

Finally, the responsible use of ChatGPT by the user must be considered. As Brown
et al. point out, one instance of unethical use of the ChatGPT service would be to generate
text that would be used for malicious activities such as spamming, cheating in school,
spreading misinformation, or false propaganda (25). This presents an issue because,
as revealed in this thesis, the generation of human-like text is potentially the strongest
capability of ChatGPT. Utilising it in such activities would lead to higher efficiency and
scale, and thus a greater risk of harm to society. The user should not use it for fraudulent

or harmful behaviour.
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CONCLUSION

The aim of this bachelor thesis was to provide an overview of the technology behind
chatbots and large language models, namely ChatGPT. Particularly, to conduct
a literature review and address questions regarding its development, operation,
competition, use in practical applications, current technical and ethical limitations, and to
use this to evaluate its benefits and pitfalls. For this purpose, firstly, four major concepts
from the field of artificial intelligence were described, as they present the essence of the
inner workings of chatbots. This allowed to proceed to the actual description of the
principles of chatbots and their classifications. Finally, the questions regarding ChatGPT
could have been addressed.

The first chapter covers the fundamentals of the evolution of artificial intelligence and
draws connections among its subfields, as observed from the book by Russell and Norvig.
Namely, machine learning at the base of the evolutionary tree, which is the heart of deep
learning that is essentially driven by neural networks, and natural language processing at
the top, which uses techniques from all of these subfields.

In the second chapter, the knowledge from the first chapter is applied in order to
discuss the inner workings of chatbots and their general architecture. Moreover, several
types of chatbots are presented and described according to six classifications proposed by
Adamopoulou and Moussiades.

The third chapter uses the insights gained in the previous chapter and explores the
main aspect of this thesis, ChatGPT. A comprehensive overview is given, including
a description of its origins, its recent competitors, and its use in practice with examples
of various applications. Then some of these applications are further analysed in terms of
performance evaluation, mainly drawing on research papers by Rudolph et. al.
Despite the many applications, ChatGPT faces certain issues. Firstly, technical
limitations are presented, including the size of the knowledge base, the complexity of the
prompts, the lack of internet access, the maximum number of characters, or the latency
and response time. Furthermore, and finally, the chapter focuses on ethical considerations
such as the presence of bias in output responses, the protection of user privacy, the

possibility of creating and spreading misinformation, and the responsible use by the user.
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To bring this bachelor thesis to a close, ChatGPT is indeed a remarkable technology
and deserves the attention it has received in the media, but it is definitely not that
advanced to substitute the critical thinking of humans. To restate the most important,
unlike humans, it has neither thoughts nor any sense. It is evident from the findings of the
literature review that the way ChatGPT does what it can do is by means of neural
networks and predictions based on patterns learned from the large 45 TB dataset.
By utilising NLU, it is able to comprehend the text prompted in natural language, and by
utilising NLG, it generates the output response likewise. However, at no point does it
actually understand what the meaning of the words is. Also, as with anything in our lives,
there are certain technical limitations and ethical considerations surrounding ChatGPT.
Therefore, the user should be very cautious when using it and not rely on the information
it provides, as it may be biased, inaccurate, and, in most cases, simply not ethical to use.
Such a technology should be used only as a tool for inspiration, not as a relevant source
of knowledge. In summary, ChatGPT lacks a true understanding of the text it generates
or the user’s prompts it processes. Therefore, ChatGPT’s output responses should not be
relied upon and should be taken with a pinch of salt.

With artificial intelligence continually striving forward, the development of chatbots
and the improvement of their capabilities should be expected. This bachelor thesis only
“scratches the surface” of the large-scale possibilities that lie on the doorstep of ChatGPT,
and challenges us for further exploration of its potential future developments and
directions for research in Al chatbot technology.

The tagline of OpenAl, the company behind the development, says of ChatGPT:
“Get instant answers, find creative inspiration, learn something new” (“ChatGPT.”).
Although this statement is true, but as verified in this thesis based on the literature review

of this technology, the user should be cautious when using it.
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LIST OF ABBREVIATIONS

Abbreviation:

Al
GB
GPT
IBM
LLM
NLG
NLP
NLU
PPO
RAM
RLHF
TB

Definition:

Artificial Intelligence

Gigabyte

Generative Pre-trained Transformer
International Business Machines Corporation
Large Language Model

Natural Language Generation

Natural Language Processing

Natural Language Understanding

Proximal Policy Optimization

Random Access Memory

Reinforcement Learning from Human Feedback

Terabyte
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