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Abstract 
This doctoral thesis deals with sound source localization and acoustic zooming. The pri­
mary goal of this dissertation is to design an acoustic zooming system, which can zoom 
the sound of one speaker among multiple speakers even when they speak simultaneously. 
The system is compatible with surround sound techniques. 

In particular, the main contributions of the doctoral thesis are as follows: 

1. Design of a method for multiple sound directions estimations. 

2. Proposing a method for acoustic zooming using DirAC. 

3. Design a combined system using the previous mentioned steps, which can be used in 
teleconferencing. 

Keywords: 
Multiple sound sources localization, Di rAC, sound rendering, acoustic zooming. 

Abstrakt 
Disertační práce se zabývá lokalizací zdrojů zvuku a akustickým zoomem. Hlavním 

cílem této práce je navrhnout systém s akustickým zoomem, který přiblíží zvuk jednoho 
mluvčího mezi skupinou mluvčích, a to i když mluví současně. Tento systém je kompatibilní 
s technikou prostorového zvuku. 

Hlavní přínosy disertační práce jsou následující: 

1. Návrh metody pro odhad více směrů přicházejícího zvuku. 

2. Návrh metody pro akustické zoomování pomocí DirAC. 

3. Návrh kombinovaného systému pomocí předchozích kroků, který může být použit 
v telekonferencích. 

Klíčová slova: 
Lokalizace zdrojů zvuku, Di rAC, reprodukce zvuku, akustický zoom. 
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Introduction 

This dissertation combines two important parts of the acoustic discipline; namely, local­
ization and rendering of sound sources. Both parts have been intensively investigated in 
the past decade. Although those two fields, localization and rendering, are studied sepa­
rately, they are connected to each other. Where the remarkable ability of human beings 
to observe the surround environments can be seen as a common factor between these two 
fields i.e., the same cues, which the people use to localize the sound sources, are used in 
sound source localization methods and also are attempted to be re-created in the surround 
sound systems. 

Surround sound systems have been the focus of attention for many years. New methods 
for spatial sound rendering are constantly appearing. They can be mainly used in cinemas, 
music, and video games. The spatial sound techniques not only provide the possibility of 
orientation, but also improve the pleasure of the listening to the sound. The aim of the 
modern spatial sound rendering methods is to bring the pleasure and the sensation of the 
musical places, such as the theaters and the opera houses, to the domestic sound systems. 

The source localization methods are also used in many applications. They are primarily 
used in R A D A R (Radio Detection and Ranging) and underwater SONAR (Sound Naviga­
tion and Ranging). Sound source localization in the air, however, is a quite new application 
of this technique compared to SONAR. Even so, it found its role in many applications in the 
modern technologies, for instance, in surveillance, speech recognition and teleconferencing. 

This work deals with both localization and rendering methods, it aims at proposing a 
new method for sound source direction estimation, combining this method with an acoustic 
zooming technique and designing a new system that provides the possibility of sound 
source direction estimation and acoustic zooming in the same time. It should be noted 
that evaluation is an important part of each system. Therefore, throughout this work, some 
sound localization methods were evaluated and compared to each other, listening tests were 
also performed in order to compare the performance of existing sound spatial rendering 
techniques, and to choose the rendering technique with the best results to be used in the 
proposed acoustic zooming system. 

Structure of the Thesis 
The rest of the dissertation is organized into seven chapters as follows: 

1. Chapter 1 Background and State of the Art: Introduces the reader to the theoretical 

1 



CHAPTER 0. INTRODUCTION 2 

background and surveys the current state of the art of the sound source localization 
methods, and also provides an overview of surround sound rendering techniques. 

2. Chapter 2 Time-Frequency Representation: Surveys some time-frequency represen­
tation methods and introduces the reader to the concept of the accuracy and optimal 
localization in time and frequency domain. 

3. Chapter 3 Objectives of Dissertation: Presents briefly the goals of this work. 

4. Chapter 4 A Comparison and Evaluation of Localization and Rendering Methods: 
Introduces simulation and experimental results of some of sound source localization 
methods and also investigates the performance and the accuracy of several sound 
rendering techniques. 

5. Chapter 5 Estimation of the Direction of Arrival of Multiple Speakers: Presents a 
method for multiple sound sources direction estimation and provides simulation and 
experimental results of this method. 

6. Chapter 6 Acoustic Zooming: Proposes a system for direction estimation and acous­
tic zooming based on Di rAC and shows the results of the listening tests for this 
system. 

7. Chapter 7 Conclusion: Summarizes the results of our research, suggests possible 
topics for further investigation, and concludes the dissertation. 



Chapter 1 

Background and State of the Ar t 

This chapter is devoted to sound source localization methods and surround sound systems. 
Background and state of the art about the sound source localization methods are introduced 
in the first part of this chapter, whereas surround sound systems are presented in the second 
part. 

1.1 Spatial Hearing and Sound Source Localization 
Methods 

In this section we study the spatial hearing mechanism. The cues, which are used by 
the human beings to localize the sound sources, are presented as well. This section also 
discusses the sound source localization methods and introduces the techniques invented for 
this goal. It also presents the relation between the spatial hearing mechanism and sound 
source localization methods. 

1.1.1 Spatial Hearing Mechanism 
Needless to say, it is very important to study and understand the mechanism of the spatial 
hearing in order to design a good spatial sound rendering method, since the ultimate 
objective of sound spatial rendering is to give the illusion of directionality and spaciousness 
to the listener. Even more, the cues, that people use for spatial hearing, could be used as 
well as cues for sound source localization methods. 

In the real environment, the sound reaching the ears is not a pure sound coming directly 
from the sound source, it also contains the sound reflecting to the ears from the surrounding 
environment e.g., walls, roof, floor, furniture etc. Therefore, the duty of the auditory system 
is not only to localize the direct sound from the sound source, but also to distinguish it 
from the reflected sound signals. However, these reflections enrich the sound and make it 
colorful. 

The people's ability of localizing sound sources comes from some physical phenomena 
that happen when the sound signal travels towards the ears. This ability relies primarily 

3 



CHAPTER 1. BACKGROUND AND STATE OF THE ART 4 

on the tiny differences in the time of arrival and on the differences in the intensity of the 
sound signals at each ear. The cues, which the people use to localize the sound sources, 
can be divided into [1]: 

1. Interaural time difference (ITD). 

2. Interaural level difference (ILD). 

3. Monaural spectral cues [2]. 

4. The changing in cues that happens when the listener moves his head. 

5. The ratio between the direct and the reverberant energy. 

6. The familiarity with the sound source. 

Although the primary cues for estimating the so-called lateral angle are both ITDs and 
ILDs, all of the presented cues are used for optimum sound source localization. However, 
as we will see later, some of these cues are dominant in some cases more than the others. 
In the next paragraph, the most used cues in the spatial hearing will be introduced. 

1.1.1.1 Interaural Time Difference 

Interaural time difference (ITD) is the difference in the time of arrival of sound signal at the 
two ears. It should be noted that this difference in time does not exceed a small fraction 
of a millisecond [3]. A model given by Woodworth in 1938 explained how interaural path-
length differs [4]. This model assumed that the additional path, which the sound travels to 
the further ear, can be divided into two segments: a straight path (rsin#), and a curved 
path around the skull (r8), see Figure 1.1. Given that AD is the whole extra path that 
the sound has to travel to reach the more distant ear from the sound source, we obtain 

AD = rsin6 + r6 = r (sin 6 + 6) (1.1) 

where r is the radius of the head and 6 is the azimuth of the sound source measured in 
radians. 

As can be seen from eq. (1.1), ITD differs depending on the angle of the sound source. 
We can find the maximum possible ITD using eq. (1.1) to be 673 [is, this maximum occurs 
when the sound source is at the angle 7r/2 radians regarding the listener i.e. the sound 
source is to one side or another beside the head of the listener, and assuming that the 
sound speed is 344—. Thanks to this difference in ITDs, the brain is able to calculate these 
angles, and localize the sound sources. 

However, this model assumed that the ITD is irrelevant to the frequency of sound, 
which was proven to be incorrect, especially for low frequencies [5]. The thresholds, at 
which the people are able to detect the ITD, differ depending on the sound frequency. 
In [6] it was shown that the discrimination thresholds for ITD may be less than 10 [is 
when pure sound tones in the range 700 — 1000 Hz were used. The article presented in [7] 
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Figure 1.1: Interaural time difference (Woodworth' model). 

showed the dependency of the thresholds for detection of ITDs on frequencies. For instance, 
it is claimed that the ITD was not measurable at 1500 Hz and above, and the threshold 
reached its minimum ( 10/xs) at 1000 Hz. Hence, ITD plays the major role of sound source 
localization at the low-frequency hearing [8]. 

1.1.1.2 Interaural Level Difference 

Interaural level difference (ILD) is the difference in the intensity of the sound signal when 
it reaches the eardrums. This difference is caused by the attenuation during the travelling 
in the air. 

In the nineteenth century, Lord Rayleigh investigated the spatial hearing mechanism. 
He presented his theory in [9], which assumed that the low frequencies are localized de­
pending on ITD and the high frequencies are localized depending on ILD, that was also 
presented in [10]. 

At high frequencies, a head's diameter becomes greater than the half length wavelength 
of the sound, causing a sound shadow. Therefore, head's shadow attenuates the sound 
signal in the ear opposite the sound source, and ILD becomes detectable at high frequency 
starting at 1000 Hz and it increases with frequency [10]. 

In the frequency range from 1500 to 2000 Hz, both ILD and ITD are not detectable 
enough [11]. Therefore, ambiguity arises in the mentioned frequency range. Fortunately, 
most natural sounds contain frequencies outside this range, which enables to localize them 
using both ITDs and ILDs. 



CHAPTER 1. BACKGROUND AND STATE OF THE ART 6 

Recalling that ITDs and ILDs happen because of the difference in path from the sound 
source to each ear, ITDs and ILDs become theoretically zero when the sound source is 
in the mid line (equidistant between the ears). In this case, the sound locations cannot 
be determined depending on the binaural cues. Although ILDs and ITDs give important 
information about the sound source positions, whether the sound comes from left or right 
(localization in the horizontal plane), they do not provide information about the vertical 
coordinates of the sound source. Even more, changing the sound source positions on the 
circumference of a circle, which has a constant diameter and a center on the half line 
between the ears, produces identical ILDs and ITDs. The area, where ILDs and ITDs are 
identical, is called the cone of confusion [12]. As can be seen in Figure 1.2, the sound 
coming from points A and B would have theoretically identical ITDs and ILDs, which 
produces a confusion about the location of these sound sources, unless there are other 
cues. In such case, the problem can be solved by moving the head a little bit because 
interaural differences will dynamically change with the movement. 

A 

Figure 1.2: Cone of confusion. 

1.1.1.3 Head-Related Transfer Functions 

Head-related transfer functions (HRTFs) are the transfer functions from the source of the 
sound to the ear canal [13]. HRTFs show how the sound signals are affected by the whole 
path from the sound source to the ears especially by the listener's head, shoulders, torso 
and pinnae [14]. This effect happens due to the reflection and diffraction of the signal. 
Since HRTFs are the spectral filtering of a sound signal before it reaches the ear drum, 
they are expressed in frequency domain. The inverse Fourier transform of HRTFs is called 
head-related impulse response (HRIR) [1], [15]. It should be noted that HRTFs are a 
function of azimuth, elevation and frequency. They are individual for each person, and 
they differ for each ear and they also differ with angles in both vertical and horizontal 
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plane. HRTFs can be expressed for each ear as [15] 

H\L\(d, 9,0, / ) = p\L\(d, 9,0, f)/p0(d, f) 
(1.2) 

H\R\ (d, 9,0, / ) = p\R\ (d, 9,0, f)/p0(d, f) 

where H\R\ and H\L\ are the HRTFs for the right and left ear, respectively, d is the distance 
from the sound source to the head, 9 is the azimuth in the range from 0° to 360°, 0 is the 
elevation with variation range from —90° to 90°, / is the frequency, p\R\ and p\L\ are the 
value of acoustic pressure at the right and the left ears and po is the sound pressure value 
at the position of the center of the head when the subject is absent. 

As mentioned earlier, HRIRs are the inverse Fourier transform of HRTFs. Hence, they 
can be derived from eq. (1.2) as [15] 

h\L\ (d, 9,0, t) = h\L\(d, 9,0, t) * h^1 (d, t) 
(1.3) 

h\R\ (d, 9, 0, t) = h\R\(d, 9, 0, t) * h^1 (d, t) 

where t is the time, h\R\ and h\L\ are the measured HRIRs at the right and the left ears, 
respectively, ho is the sound source impulse response which is measured when the subject 
was absent, 1 is the inverse filter of h0 and * is the convolution operator. 

1.1.2 Sound Source Localization 
Sound source localization methods were intensively investigated over the past decade. The 
traditionally dominant application of this discipline is underwater acoustic or so-called 
SONAR (sound navigation system) [16]. However, this discipline found its applications 
in the era of telecommunications and modern science. This includes, but not limited to, 
interaction between the human and the machines [17], surveillance, speech recognition [18], 
video conferencing [19] and many other applications. 

As already mentioned, people are capable of localization the sound sources depending 
on some physical phenomena. The existing sound source localization methods try somehow 
to mimic the natural ability of mammals to localize the sound sources. They can be loosely 
categorized into two groups: 

1. Active sound source localization methods: The system renders an acoustic wave 
which will be reflected by the targets and then detected by the sensors [20]. 

2. Passive sound source localization methods: The system listens to the sound coming 
from the sound source, and then localizes it. 

However, the sound source localization methods can be categorized from a different 
point of view. Depending on the way that used for estimating the sound source localization, 
they can be divided into: 
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1. Steered beamforming based methods. 

2. Energy based localization methods. 

3. Time difference of arrival based methods. 

1.1.2.1 Steered Beamforming Based Methods 

Beamforming techniques can be used in many disciplines, they are used for enhancing 
signals from a desired direction, detecting the signals, and also for estimating the direction 
of arrival of a signal. 

The one can look at the beamforming techniques as a spatial filtering, where the signals 
coming from wanted direction are enhanced and the noise including reverberation and 
unwanted signals are attenuated. The simplest beamforming technique is so-called delay-
and-sum. This technique can be seen as two processes: synchronization process and weight-
and-sum process, see Figure 1.3. Whereas the former delays or (advances) the output of the 
sensors to synchronize the wanted signals coming from a specific direction, the later aligns 
the resulted output signals and then sums them producing an output with an enhanced 
wanted signal [21]. 

Microphones Delay 

Output 
» 

Figure 1.3: Delay-and-sum beamforming. 

The idea of sound source localization using this methodology is to steer the beamform in 
all directions and look for the maximum output of the sensor array [22]. Assuming we have 
M microphones located at different positions, the output of delay-and-sum beamformer is 
then given as 

M - l 

y.f(n) = ^2xm(n-Dlm) (1.4) 
m = 0 
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where yf(n) is the output, xm(n) is the signal from the microphone number m and Dlm is 
the delay that is applied to this microphone. 

According to [22], the output energy of this array can be calculated as a sum of cross-
correlation between the microphone pairs 

M-l m i - 1 

EI = KI + 2J2 E ̂  ^ ~ rm2) (1.5) 
m i = 0 TO2=0 

where A / = Ylm\=o Z^2m~2=o xm(n ~ Tm) and it can be ignored because it is nearly constant 
with respect to the r [22], xm(n) is the signal from the mth microphone, RXmi,x * s the 
cross-correlation between the signals xmi and xm2 and rm is the delay of arrival for that 
microphone. 

It can be seen from eq. (1.5) that the output achieves its maximum when the microphone 
signals are in phase and they are added constructively. In this case, the beamform indicates 
the direction of the sound source. In order to avoid spatial aliasing, the distance between 
the microphones should be less than the half of the shortest sound wave that we want to 
capture, this applies that the distance between the microphones dm < — where c is the 

Jmax 
sound speed, and fmax is the maximum frequency detected without an aliasing problem. 

However, the energy peaks using this method are wide, which causes a poor reso­
lution [23]. Moreover, source response overlap appears in case we have multiple sound 
sources [22]. Other disadvantage of this technique comes from the big number of the needed 
microphones. For instance, a microphone array of eight microphones is used in [22]. 

However, the accuracy and the performance of this technique can be improved. For 
instance, in [24] they use a steered beamformer based on the reliability-weighted phase 
transform (RWPHAT) combined with a particle filter-based tracking algorithm using an 
array of 8 microphones. 

1.1.2.2 Energy Based Methods 

Energy based localization methods are inspired by a physical fact that sound signal is at­
tenuated while it travels in the air to reach the further microphone. The same principle is 
mentioned when we talked about ILD, see Section 1.1.1.2. By using multiple sensors (mi­
crophones) distributed in a certain way, the relation between decrease of the sound energy 
and the position of the sound source can be estimated. Even though the principle is easy, 
so many factors should be taken into account, for instance, the surrounding environment, 
the shape of the source, the distribution of the sensors, and the frequency of the sound. 

In case we have multiple sound sources and multiple microphones, the energy measured 
by microphone can be written as [25] 
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where K is the number of sound sources, Skit) denotes the energy emitted by the sound 
source number k, tki is the time needed for the sound propagation between the sound 
source number (fc) and the microphone (i), and r\ denotes the coordinates of the sound 
source number (fc) and the microphone (i), respectively, a is an energy decay factor, gi 

is the gain factor of the microphone number k and is the cumulative effects of the 
modelling error. 

Assuming that we have two microphones, the ratio of the measured energies defines a set 
of points, where the sound source could be existed. This set has a shape of a circle. Adding 
a third microphone creates a new circle, at which the sound source could be. Crossing these 
two circles decrease the possible locations of the sound source into two points. 

Another acoustic energy decay model was given in [26]. A disadvantage of the energy 
based localization methods is that they use a large number of low-cost, low-power sensors 
[27]. 

In acoustic, the energy based method can work only for sources that are close to the 
sensors. The distant sources have almost plane wavefront which has intensity independent 
of distance, which means that difference in sound pressure measured by individual sensors 
is bellow measurement precision and uncertainties. There is also attenuation in the air but 
it is negligible when sensors are not distant enough (several meters). 

1.1.2.3 Time Delay of Arrival 

Among the above mentioned categories, time delay of arrival (TDOA) is the most used 
methodology for the passive sound source localization. This methodology is inspired by 
ITD, see Section 1.1.1.1. For T D O A estimation in two-dimensional plane, two sensors 
(microphones) at least are needed to pick-up the sound signal considering only the space 
in front of microphones, and at least three microphones are needed in the three dimensional 
plane. 

Signal Model 

Time delay of arrival estimation is highly related to the environment's conditions. When we 
talk about TDOA, two different environments are considered i.e., free-field environment and 
reverberant environment. Whereas the former environment ensures that the microphones 
receive the direct-path signals only, in the latter, the microphones receive both the direct-
path signals and the reverberant-path signals. 

Even more, the problem of time delay of arrival can bee seen from two different points 
depending on the ratio between the distance of the sound source from the microphones and 
the dimensions of the used microphone array. Thus, the sound source can be determined 
to be in the array's far-field or in the array's near-field. 

When the sound source is located in the array's far-field, only the direction of arrival 
of the sound can be estimated depending on the time delay of arrival. However, when the 
sound source is considered to be in the array's near-field, it is possible to estimate both 
its direction and location depending on the time delay of arrival. Figure 1.4 illustrates 
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the single-source near-field case, given a single sound source producing a sound signal s(t), 
and two microphones m\ and m<i and the distance between them is Dm. As a matter of 
convention, we will choose the microphone mi to be the reference microphone. 

Figure 1.4: Time delay of arrival 

The sound signals X\{t) and x2(t), which are captured by the microphones, can be 
written as 

x1(t)=s1(t) + b1(t) 

(1.7) 
X2(t)=qs1(t-D1) + b2(t) 

where q and Di are the attenuation factor and the time delay of arrival of the signal x2(t) 
with respect to the signal Xi(t), respectively, bi(t) and b2(t) are additive noise and Si(t) is 
the sound signal which is rendered by the sound source. 
The model can be generalized in case of a single sound source and n used microphones as 

xk(t) = qk81(t-Dk) + bk(t) (1.8) 

where qk and Dk are the attenuation factor and the time delay of arrival of the signal 
xk(n) which is picked-up by the microphone mk with respect to the microphone mi , and 
k = l...n is the number of the microphone. 

However, we did not take into account the multi-path effect in the last model, neither 
the possibility of the correlation between the noise signals and the sound signal. Therefore, 
another model is needed to describe the real environment with reverberation and correlation 
between the noise signals and the sound. Such model was given in [28], and it is expressed 
as 

xk(t) = gk * s(t) + bk(t) (1.9) 
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where * is the convolution operator, is the acoustic impulse response between the sound 
source s(t) and the microphone number k. 

In practical cases, the room impulse response changes with position of the source (also 
with position of the microphone but we expect that it is constant). 

Time Delay of Arrival Estimation Algorithms 

In this section, several time delay estimation algorithms are described, including cross-
correlation method (CC), generalized cross-correlation method (GCC), phase transform 
(PHAT) and maximum likelihood (ML). 

1. Cross-Correlation Algorithm 
Cross-correlation method is the simplest way to estimate the time delay of arrival 
between two signals. Assuming we have a signal model as described in eq. (1.7), the 
time delay D\ can be calculated as the value r for which the cross-correlation function 
RXlX2 is maximized [29], where the cross-correlation function is given as 

Rxlxa(t) = E[x1(t)x2(t-T)] (1.10) 

where E is the expectation. Then the estimated time delay is given as 

f = a rgmax i? S l S 2 (£ ) . (1.11) 
T 

2. Generalized Cross Correlation Algorithm 
The generalized cross-correlation (GCC) algorithm was proposed by Knapp and 
Carter in 1976 [29]. It is one of the most used algorithm for estimation the time 
delay of arrival. As in CC, the time delay of arrival is estimated as the lag time 
that maximizes the cross-correlation function. However, the microphones' signals 
are filtered first, see Figure 1.5. Using the filters, when they are chosen properly, 
helps with estimating the time delay of arrival. As can be seen from Figure 1.5, the 
microphone signals are filtered first by the filters (Hi and H2), the resultant signals 
are then delayed and multiplied, they are then integrated for a variety of delays until 
peak output is obtained [29]. 

Assuming we have a free-field two-microphones model presented in eq. (1.7), and the 
sound signal si(t) and the noise signals b\(t) and b2(t) are mutually independent. 
Under these conditions, the generalized cross-correlation between the signals X\(t) 
and x2(t) is the cross-correlation between the signals yi(t) and y2(t) and it is related 
to their cross power spectral density as [29] 

/

oo 

-oo 

where ipg(f) is the general frequency weighting and it is given as 

^g(f) = Hi(f)H2*(f) (1.13) 
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time delay 
estimation 

Figure 1.5: Generalized cross-correlation algorithm's diagram. 

where * denotes the complex conjugation. The cross power spectrum between the 
filter outputs is expressed as [29] 

Gyiy2u) = H . u w ^ m ^ u ) 
(1.14) 

GyiV2(f)=Mf)GXlX2(f)-

However, in practice only a value GxlX2(f) can be estimated from generalized 
GxlX2(f). Therefore, the eq. (1.12) can be written as [29] 

/

oo 
Mf)GxlX2(fy2nfrdf. ( i . i5) 

- 'DO 

Choosing the weighting filter ipg(f) affects the time delay estimation performance. 
For instance, we can get the classical cross-correlation method by choosing the weight­
ing filter equal to one. Other methods are derived from generalized cross-correlation 
family by choosing different weighting filters, for instance, the Roth processor, the 
phase transform (PHAT), the smoothed coherence transform (SCOT), Eckart filter 
and the Hannan-Thomson (maximum likelihood) filter. The role of the weighting 
function is to give sharper and larger peak in the cross-correlation between the sig­
nals obtained from the microphones. 

The G C C methods are usually used for time delay of arrival estimation due to their 
accuracy and low computational requirements [30]. In the following paragraphs, we 
describe two methods that are derived from generalized cross-correlation (GCC) algo­
rithm by choosing different weighting filter; namely, phase transform and maximum 
likelihood. 

(a) Phase Transform Method 
Considering eq. (1.12), it is clear that the time delay of arrival information is 
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presented in phase more than in amplitude of the cross-spectrum [21]. Therefore, 
we can choose the weighting filter to be equal to [29] 

Mf) m r n m ( 1 1 6 ) 

\GXlx2(f)\ 

Applying that to eq. (1.15), we get [29] 

J-oo | ( - T x i z 2 \ J ) I 

In the ideal case, when the noise signals are not correlated to each other or to 
the sound signals, and when GXlX2(f) — GXlX2(f), we get [29] 

h(p) (T\ _ / Gx1X2(f) j2w.fr i r 

^y^y') \ \ri m i J 

J-oo \^JrxlX2\J ) I '1.181 

/

oo 

- 'DO 

The time delay of arrival can be then estimated as 

f p = a r g m ^ i ? W 2 ( r ) . (1.19) 

As a result, P H A T algorithm has a better performance than C C method, and it 
is computationally efficient. Even more, it is able to avoid spreading of the peak 
of the correlation function [31]. The P H A T filter has the effect of removing all 
energy content from the cross spectrum. 

(b) Maximum Likelihood Method 
The maximum likelihood method is estimated from the generalized cross-
correlation method by choosing the weighting function as [29] 

= | 7 7 J

T 7 ^ - h

 l 7 ; 2 ( /

m , 2 l (i-2o) 

\GXlXl(f)\ [1 - |7i 2(/)| J 

where the magnitude squared coherence |7i2(/)| is given as [29] 

A / GXlXl (f)GX2X2 (/) 

Applying that to eq. (1.12) we get [29] 

http://j2w.fr
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The time delay of arrival is then estimated as the value which achieves a peak 
in eq. (1.22), and it is expressed as [29] 

rML = arg max i & f ? ( r ) . (1.23) 

The M L weighting function attenuates the signals fed into the correlator in the 
spectral region, where the SNR is the lowest value which improves the accuracy 
of this method. However, in the above mentioned situation, it was assumed that 
the signals Xi(t), x2(t) and b(t) are Gaussian. 

1.2 Sound Rendering Techniques 
A part of this work is devoted to spatial sound rendering. Thus, this section presents a 
short historic overview of surround sound techniques and a state of the art of the currently 
used methods. 

Although the surround sound systems have grown enormously over the last decades, 
the early systems are as important as the modern ones. Even more, the old systems are still 
in use, thanks to their simplicity, and their good performance, specially for non-demanding 
listeners. 

In order to create the perceptual feeling of the spatial hearing sound inside a loudspeaker 
setup, three localization cues should be created. These cues are: 

• The azimuth angle in the horizontal plane. 

• The elevation angle in the vertical plane. 

• The distance of the sound source. 
Creating these three cues properly can achieve the illusion of spatial hearing to the listener 
[32]. However, the reliable reproduction sound systems should also achieve the following 
conditions [33] 

1. A l l audible frequency should be included in the frequency range of the system. 

2. The dynamic range must be large enough in order to prevent distortion. 

3. The reproduced sound must contain the original spatial sound patterns. 

4. The system should approximate the reverberation characteristics of the original sound 
in the reproduced sound. 

1.2.1 Early Surround Sound Systems 
Although the surround sound systems have been a goal of audio engineers since the early 
part of the twentieth century, commercial restrictions were the reason of using only two 
channels feeding two loudspeakers in the front of the listeners [34]. Thus, two-channel 
stereophonic reproduction is the most used recording and rendering approach of domestic 
use providing some spatial content. 
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1.2.1.1 Loudspeaker Stereo 

Two-loudspeaker stereo is mostly used in domestic environment thanks to its features and 
prices. It can provide a good phantom image for the listener in the sweet spot, and it is 
relatively cheap to implement. 

The universal optimum configuration for two-loudspeaker stereo is a equilateral triangle, 
with the loudspeakers located in the two vertexes of the triangle and the listener seated in 
the third vertex [35], [32]. Therefore, the loudspeakers are located at ±30° from the sweet 
spot, and their membranes should face it. 

Blumlein suggested using a different level in each loudspeaker, in order to reproduce 
a phantom sound source using two loudspeakers [36]. However, the gain, applied to the 
signals in this case, is multiplied directly by the sound signals. Considering that this gain 
will influence the amplitude of the signal rather than its intensity, and that the amplitude of 
the sound is proportional to the square of its intensity, the gains applied to the loudspeakers 
should achieve [32] 

GL1

2 + GL2 = constant (1.24) 

where GLI and GL2 are the gains applied to the first and the second loudspeaker, respec­
tively. This requirements can be satisfied by using the trigonometric identity 

sin 2 Q + cos2 Q = 1 (1-25) 

where Q is the angle from the listener to the sound source in the horizontal plane. Thus, 
the gain of one loudspeaker can be chosen to be proportional to sin Q and the second gain 
to cos Q [32]. 

Virtual 
Saurpe 

Figure 1.6: Two-channel loudspeaker setup. 
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Using this way, it is possible to reproduce the sound source to be in any position 
between the loudspeakers by feeding the loudspeakers with the same signal with difference 
in amplitude or with small delay in time. Several laws can be used in order to calculate 
the gain fed to each loudspeaker. The sine law states the ratio between the signals fed to 
each signal as a function of the angle the sound is supposed to be coming from as [37], [38] 

where G x s i , GLS2 are gain factors applied to the first and second loudspeaker, respectively, 
calculated using sine law, g0 is the half angle between the two loudspeakers regarding 
the position of the listener, gs is the angle of the phantom sound source located between 
the two loudspeakers and gss denotes this angle when it is calculated using sine law, and 
— Qo < Qss < Qo, see Figure 1.6. However, this law has its limitation, where the listener is 
supposed to be pointing directly forward, and the frequency does not exceed 500 Hz [32]. 

Other panning laws can be used to calculate the gains applied to each loudspeaker. 
The tangent law, for instance, calculates the gains as [39] 

where Gui, Gui are gain factors applied to the first and second loudspeaker, respectively, 
calculated using tangent law, and gst is the angle of the phantom sound source located 
between the loudspeakers, and —Qo< Qst < Qo-

Both eq. (1.26) and eq. (1.27) do not provide enough information in order to calculate 
the gain for each loudspeaker. Therefore, another relation is needed for calculating the 
gains. Eq.(1.24) can be used as an additional equation, which can solve this problem. 
However, it can be generalized in another form in case of involving more loudspeakers, in 
order to keep the intensity of the sound constant. The generalized version of eq. (1.24) can 
be written as [32] 

where the value of p depends on the listening room acoustic, whereas p = 1 in the anechoic 
room listening, p = 2 in the real room listening [40], G„ L is the gain applied to the 
loudspeaker U L and TVL is the number of the loudspeakers. 

1.2.1.2 Three-Channel System 

Three-channel system consists of three loudspeakers; namely, left, right and center. The 
loudspeakers are located in the front of the listener and arranged equidistantly. Using the 
center loudspeaker enables the outer loudspeakers to be placed further out to the sides. 
However, in order to be compatible with the two-channel loudspeakers, the angle between 
the outer loudspeakers is chosen to be 60°. The three-channel stereo has some advantages 

Sin Qss _ GLSI — GLS2 

sin g0 G L S L + G L S 2 

(1.26) 

tan Qst _ Gui — Gu2 
tan g0 Gui + Ght2 

(1.27) 

(1.28) 
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over two-channel stereo, it has a wider front sound stage, and it enables a wider range of 
listening positions. Even more, it provides a clearer dialog in the middle of the screen in 
cinemas [35]. 

1.2.1.3 Four-Channel System 

The four-channel system, sometimes called 3-1 system, has a fourth surround channel in 
additional to the three channels presented in the three-channel systems. The additional 
channel feeds one loudspeaker or more, located in the backside or to the sides of the listener 
[34]. Thus, the additional channel can provide the wrap-around effects [35]. However, this 
system is not capable of creating the sensation of envelopment of spaciousness [35]. 

1.2.1.4 Five-Channel System 

The five-channel system is widely used in surround sound applications. It overcomes the 
disadvantages of four-channel system and provides the sensation of the room ambiance. 
Three channels of these five-channel system are used as in three-channel system, the addi­
tional two channels are used to create the supporting ambiance [34]. 

This system is also called 5.1 system, where an additional channel is used to transmit 
low-frequency effect, and it has the term ".1" channel [35]. 

The loudspeakers layout is defined in [41]. The three front channels are located as in 
three-channel system i.e., center loudspeaker at 0° and two loudspeakers located at ±30°, 
and the surround loudspeakers are located at approximately ±100° to ±120°. 

1.2.2 Present Spatial Sound Reproduction Techniques 
In this section, we present some modern spatial reproduction-recording techniques; namely, 
Ambisonic, vector based amplitude panning, wave field synthesis and directional audio 
coding. 

1.2.2.1 Ambisonic 

Ambisonic is a surround sound recording and reproduction system. Several researchers 
shared the invention of its theoretical part [42], [43], [44]. However, Ambisonic was mainly 
introduced by Gerzon [45]. Ambisonic deals with reconstruction of the sound wave and 
it aims at recreating the sound field to as large area as possible. Its optimum goal is to 
recreate the localization cues, which are heard in the natural hearing, using a small number 
of loudspeakers and channels. However, the larger the rendered area is, the higher the order 
of Ambisonic is needed [46]. 

Several signal formats can be used in Ambisonic system. These signal formats are [35]: 

1. A-format signals which are used for microphone pick-up. 

2. B-format signals which are used for studio equipment and processing. 
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3. C-format signals which are used for transmission. 

4. D-format signals which are used for decoding and reproduction. 

Both A-format and B-format signals will be explained in chapter 5. C-format signals 
consist of four signals; namely, L c , R c , T c and Q c . The number of C-format signals needed 
for transmission is a matter of the directional resolution we aim at. Hence, two, three or 
four C-format signals can be used [34]. 

D-format signals are used in the synthesis stage, they can be derived from either B-
format signals or from C-format signals. Distributed D-format signals can be used for any 
loudspeaker layout and for unlimited number of loudspeakers [35]. However, the limitation 
in this case is about the minimum number of loudspeakers, which should be equal to the 
number of Ambisonic signals or bigger [47]. 

Ambisonic can be divided into two groups; namely, first-order Ambisonic and higher-
order Ambisonic (HOA). The decoding equation for the first-order Ambisonic is B-format 
signals equation. The higher-order Ambisonic provides a bigger sweet spot in which the 
sound field is accurately reproduced. However, increasing the order of the Ambisonic 
requires increasing the number of channels needed to transmit the sound signal which 
means increasing of the needed number of loudspeakers as well [48]. For instance, in case 
of second-order Ambisonic, the encoding equation are [49] 

xa = cos(a) cos(ß) 
= sin (a) cos(ß) 

za = sin(ß) 

wa 

1 
= 71 

Ra 
= 1.5 sin 2 ß-0.5 

Sa = cos(a) sm(2ß) 
Ta = sin (a) sm(2ß) 
ua = cos(2a ) cos209) 
Va = sin (2a )cos2(ß) 

(1.29) 

where Xa, Ya, Za, Wa, Ra, Sa,Ta,Ua,Va are the signals of second-order Ambisonic, a and /3 
are the angle of the sound source in the horizontal and vertical plane. Again, for horizontal 
plane, (3 = 0, which means that the signals Za, Ra, Sa and Ta are eliminated, and the other 
signals are the only used channels in this case. 

The previous equation shows the cost of using higher-order Ambisonic. However, it 
might achieve larger sweet spot. 

Ambisonic Decoder 

Gerzon has defined a decoder to be Ambisonic if it achieves the following conditions [50] 
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1. It should maintain the energy vector at least up to 4 kHz. 

2. The velocity vector should be near unity at low frequency up to 400 Hz. 

3. The energy vector magnitude should be maximized at middle and high frequency i.e.. 
in interval 700 - 4000 Hz. 

As mentioned before, the format of the signal in the transmission part does not de­
pend on the loudspeaker layout. Hence, each loudspeaker layout has its special decoder. 
However, the loudspeaker layout should be as regular as possible [48]. The design of the 
decoder depends on the loudspeaker layout. Loudspeaker layout can be divided into three 
groups [47] 

• Regular polygons and polyhedrons such as square, hexagon, cube and dodecahedron. 

• Irregular arrays but with speakers in diametrically opposite pairs such as rectangle. 

• General irregular arrays such as loudspeaker layout according to ITU-R BS.775 rec­
ommendation. 

The loudspeaker lay out plays the major rule in designing the Ambisonic decoder. There 
are many attempts to design an Ambisonic decoder for regular and irregular loudspeaker 
setup [51], [52]. The gain for each loudspeaker can be written as a sum of Ambisonic signals 
multiplied by the gain for each loudspeaker as [52] 

Si = GxiXai + GyiYai + GwiWai (1.30) 

where Si is the signal fed to the ith loudspeaker, GXi, Gyi and GWi are the decoder co­
efficients for the ith loudspeaker applied to the encoded audio signals Xai,Yai and Wai, 
respectively. The previous equation is applied to loudspeaker in the horizontal plane. 

1.2.2.2 Vector Base Amplitude Panning 

Vector base amplitude panning (VBAP) is a method for spatial sound reproduction. It 
was invented by Pulkki [53]. It can be used in both two-dimensional (2D) and three-
dimensional (3D) plane to calculate the gains for each loudspeaker. It can be seen as 
a generalized tangent law in the two-dimensional plane [40]. V B A P can work with any 
loudspeaker setup, the gains can be calculated depending on this method to ensure a good 
rendering of the virtual sound using the surrounding loudspeakers. 

Using V B A P in Two-Dimensional Plane 

When V B A P is used in 2D plane, a loudspeaker pair is specified with two unit-length 
vectors (Im and In), where I m = [I m i lm2]T and I„ = [I„i I „ 2 ] T are unit-length vectors 
pointing to the direction of the loudspeakers m and n from the listener's position in 2D 
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plane, respectively. Supposing that the vector P indicates the direction of the virtual sound 
source, it can be written as a linear weighted sum of the loudspeaker vectors [53] 

P = GimIm + GinIn (1-31) 

where Gim and Gin are the gain factors for the loudspeaker m, n, respectively, and it is 
calculated as 

G 2z = P T L w (1.32) 

where G 2z = [Gim Gin]T and Lmn = [Im I n ] . Figure 1.7 shows the case when V B A P is used 
with two loudspeakers to create a virtual sound between them [54]. 

Figure 1.7: Two-dimensional V P A P with a loudspeaker pair. 

Using V B A P in Three-Dimensional Plane 

V B A P can be used in three-dimensional plane. In this case, the Cartesian unit vector 
L m n fc = [I m In Ifc], where the vectors I m , I„ and I& define the direction of the loudspeakers 
m, n, and k, respectively, and the Cartesian vector I m = [I m i I m 2 I m 3 ] points to the direction 
of the loudspeaker m. Hence, the gain factors can be calculated as [40] 

- l 

(1.33) G 3 ; - PTLjnk - [pm p„ pfc] 
1-ml I»n2 I»n3 
1-nl In2 In3 
Ifel Ifc2 I 
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where G31 = [Gim Gin Giu] are the gain factors for the loudspeakers m, n, k, and P T = 
[Pm Pn Pfc] is the panning vector of the virtual source. 

However, when more loudspeakers are used, a triplet-wise method is performed. The 
chosen loudspeakers of a triplet should meet the following conditions [40] 

1. They are not in the same plane with the listeners. 

2. The triangles made by different triplets should not overlap. 

3. The triangles of the triplets should have as short sides as possible. 

1.2.2.3 Wave Field Synthesis 

Wave field synthesis (WFS) is a sound reproduction method aiming at reproduction spatial 
sound over a large area. The concept of (WFS) was originally presented by Snow in [55]. 
However, the terminology (wave field synthesis) has appeared later in [56]. WFS depends 
on Huygens' principle, which states that each point of a wave front can be considered as a 
source of a new wave [57]. Thus, the principle of WFS is derived from Huygens' principle 
by replacing each new wave in the surface by a loudspeaker. That can be done by recording 
the sound wave by a number of microphones and reproducing the reordered signals by the 
same number of loudspeakers arranged next to each other. The listener in front of the 
loudspeaker array can perceive a virtual sound correctly localized even when he moves in 
the rendered area [58]. 

When only plane waves are created, wave field synthesis can produce the same acoustic 
image for many listeners in the listening area. The sound field reproduction is valid not 
only at a particular point, but also at any point within the whole area. It should be 
noted that the listening area, compared with other surround sound systems techniques, 
is very large. In theory, the synthesis of the wave field arises from the summation of an 
infinite number of loudspeaker signals. In practice, however,the loudspeaker array will 
always have a finite length. The finite array can be seen as a window, through which the 
primary (virtual) source is either visible, or invisible, to the listener. The conventional 
WFS reproduces the sound in the horizontal plane only. However, new three dimensional 
WFS has been investigated in the literature [59]. 

The main limitation of WFS is that it needs a huge number of loudspeakers in order to 
render the sound field in a large area. The 3D WFS requires more loudspeakers than the 
conventional 2D WFS [59]. The article presented in [60] introduced a new technique for 
3D WFS with a limit number of loudspeakers ( 24 loudspeakers were used in that article). 

The second limitation of WFS is the artifacts. WFS suffers from the following artifacts 
[61] 

1. Spatial aliasing artifact caused by secondary sources, which leads to localization 
inaccuracy. 

2. The limitation of used loudspeakers causes a limitation in the area of correctly re­
produced wave field and also causes circular waves propagated from the secondary 
sources. 
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3. Amplitude errors caused by the secondary sources. 

1.2.2.4 Directional Audio Coding 

Directional audio coding (DirAC) is a method for multichannel audio reproduction of 
spatial sound [62]. Di rAC can work with different loudspeaker configurations, and it can 
transmit spatial aspects of audio with a low bit rate. Di rAC is found to be a suitable 
method for sound reproduction in this work, and it is used in the listening tests presented 
in the next chapters. Therefore, it is discussed in details in this chapter. 

Di rAC is based on spatial impulse response rendering (SIRR) [63]. SIRR states that 
reproducing the spatial impression of an existing performance venue does not require to 
perfectly reconstruct the original sound field [64]. Both Di rAC and SIRR are based on the 
following assumptions [65], 

1. Direction of arrival (DOA) transforms into interaural time difference (ITD), interau-
ral level difference (ILD), and monaural cues. 

2. Diffuseness transforms into interaural coherence cues (IC). 

3. The timbre of the sound depends on the monaural spectrum together with ITD, ILD 
and IC. 

4. The direction of arrival (DOA), diffuseness and spectrum of sound measured in one 
position with the temporal and spectral resolution of human hearing determine the 
auditory spatial image the listener perceives. 

The first three assumptions say that the correct reproducing of the directional of arrival 
guarantees the correct perceiving of the interaural time difference and interaural level 
difference. The fourth assumption depends on the fact that the auditory system is able 
to decode only one spatial cue within one critical frequency band at one instant time [13]. 
Therefore, there is no need to store a separate audio channel for each loudspeaker and one 
audio channel will be sufficient for recreating the spatial sound with information about 
direction and diffuseness at different critical bands. 

Di rAC can be divided into three parts; namely, analysis, transmission and synthesis, 
see Figure 1.8 [66]. 

DirAC Analysis 

The analysis part is performed in the frequency domain. Several time-frequency transforms 
can be used to transmit the sound signal into frequency domain. For instance, short time 
Fourier transform [67], modified discrete cosine transform (MDCT) [68], Gabor transform 
[69] and filter banks [70]. These transformations differ in time-frequency resolution and 
computational efficiency, as it will be seen in the next chapter. However, in this work we 
will use both STFT and Gabor transform. 
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Figure 1.8: Di rAC diagram. 

Di rAC analysis part aims at estimating the direction of arrival (DOA) and the diffuse­
ness, which can be derived from the sound pressure and the particle velocity [62]. The 
input signals for this stage can be the recorded signals of any microphones for which the 
pressure and velocity can be estimated. For instance, B-format signals are suitable signals 
for Di rAC. However, an other microphone array can be used [71], [72]. 

Recalling that B-format signals consists of four signals, x(t),y(t),z(t) and tu(£), and 
w(t) signal is obtained by omni-directional microphone. The sound pressure, expressed in 
STFT domain, can be obtained as [66] 

p = ^2W (1.34) 

where p is the pressure and W is the B-format signal w(t) in the STFT domain. 
The instantaneous energy density E can be computed as 

E = \»{zfc?) ( L 3 5 ) 

where po is the density of the air, Z0 is the characteristic acoustic impedance of air and u 
is the particle velocity. 

The diffuseness can be then defined as [62] 

(1.36) 

where \& is the diffuseness, c is the speed of sound, I is the instantaneous intensity vector 
and (.) means short-time average. 

When B-format signals are used as input signals, the diffuseness can be calculated by 
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equation [62] 

V2 
l -

W(ni + mi)v(ni+mi)Wi(mi) 

£ [\W(m + m i ) | 2 + \v(m + mi)\
2/2}W1{m1) 

mi=ai 

;i.37) 

where \<?(ni) denotes the diffuseness in the time frame number rii, \\.\\ denotes vector 
norm, W(rii) is the B-format signal W in the time frame number rii, W\(mi) is a window 
function defined between constant time values a\ < 0 and b\ > 0 and i> is the particle 
velocity vector. 

The second task of Di rAC analysis is to compute the instantaneous direction of arrival, 
which can be computed at each frequency channel using the formula [62] 

i>2 
D(ni) = — W(ni + mi)v(ni + mi)W2(rrii) '1.381 

mi=a2 

where W 2 (mi) is a window function for short-time averaging defined between constant time 
values a 2 < 0 and 62 > 0. 

DirAC Transmission 

DirAC provides the opportunity of transmission the sound with both low-bit-rate and 
high-bit-rate systems. For the high-bit-rate, all microphone signals are transmitted, and 
the analysis can be performed after transmission. However, in teleconferencing applica­
tions, the data rate should be kept low. Therefore, the analysis part is done before the 
transmission, and only one channel of audio is transmitted, and the diffuseness and the 
direction of arrival are transmitted as a meta data [72]. 

DirAC Synthesis 

The audio signal(s) in the synthesis part is first divided into non-diffuse and diffuse streams 
in each frequency channel. That can be done by multiplying the input signal(s) with two 
time-variant factors derived from diffuseness [62]. The diffuse part is estimated from the 
audio signal by multiplying it by v ^ , whereas the non-diffuse part is calculated as the 
result of multiplying the audio signal by y/l — ̂  [62]. 

After obtaining the diffuse and non-diffuse streams, they are processed separately. The 
non-diffuse part can be panned using different rendering methods, such as V B A P , Am-
bisonic and wave field synthesis. When only one audio channel is transmitted, the gain 
factor is computed using the information of the loudspeaker setup, and the direction of 
arrival that was estimated in the Di rAC analysis. 

In order to avoid audible artifacts, which could happen because of the temporal varia­
tions, the second phase of temporal averaging in directional reproduction has to be com­
puted. Thus, the gain factors calculated by V B A P has to be temporal-domain averaged 
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as [62] 

Ma,'2 
gi.na + ma,i, ka)[l - ty(na + ma,i, a )}W3a(ma) 

9{nai iai ka) 
ma=-Ma/2 (1.39) 

[1 - ^(na + ma,i, a )}W3a(ma) 
ma=az 

where g(na,ia, ka) is the gain factor, ia represents subband, na is the time, ka is the 
loudspeaker channel, and W3a(ma) is a window function defined between constant time 
values a.3 < 0 and 63 > 0 . 

The diffuse part of the sound is decorrelated for each loudspeaker. The goal of the 
decorrelation is decreasing the coherence between loudspeaker signals [62]. The decorre­
lated signals are then applied to the corresponding loudspeakers. 



Chapter 2 

Time-Frequency Representation 

A part of this research focuses on the impact of the signal resolution in time and frequency 
domain on the accuracy of the some sound source localization and the rendering methods. 
Thus, an overview about the signal representation and the resolution in time and frequency 
domain is introduced in this chapter. 
This chapter contains the following subjects 

1. Time-frequency analysis. 

2. Windowing. 

3. Signal reconstruction and inverse transform. 

Time-frequency transformations represent the transformed signal using independent fre­
quency and time variables. Thus, working with the frequency components regarding the 
time slots is possible. In following, a background about time-frequency analysis methods is 
presented including Fourier transform, short-time Fourier transform, and Gabor transform. 

2.1.1 Fourier Transform 
The well-known Fourier transform is the most used way to transform a signal to the 
frequency domain. It provides the information about the existence of the frequency com­
ponents of the signal regardless of their time duration. In other words, Fourier transform 
tells if a certain frequency exists in the whole signal regardless to the time of its existence. 
Thus, the Fourier applications can be seen as a one-dimensional application. 

The continuous form of Fourier transform is given as [73] 

2.1 Time-Frequency Analysis 

27 
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where x(t) is a continuous time-domain signal, X(f) is the signal in the continuous 
frequency-domain, t is the time and / is the frequency. 

The discrete Fourier transform can be written as [74] 

N-l 
X.—> r -, —\27vnm 

X[m} = J 2 x l n \ e ^ r ~ (2-2) 
n = 0 

where x[n] is a discrete sequence of time-domain sampled values of the continuous signal 
x(t), X[m] is the discrete Fourier transform (DFT) of the signal, m is the index of D F T 
output in the frequency domain and N is the number of samples. 

2.1.2 Short-Time Fourier Transform 
One can say without a doubt that Fourier transform is a strong tool for signal processing 
and analysis. Although the mentioned transform provides information about the frequen­
cies contained in the signal, it has a problem representing the frequencies varying with 
time. 

One of the most popular time-frequency representation tool is so-called short-time 
Fourier transform (STFT). STFT is simply the output of the Fourier transform applied to 
a signal within a sliding window, when this window is moved along the signal. S T F T can 
be expressed in the continuous time as [75] 

/

oo 

x(t)h(t-r)e-iuJtdt (2.3) 
-oo 

where u = 2nf is the angular frequency , h(t — r) is the window function and x(t)h(t — r) 
is the resulted signal and it is centered at the time r. 

The discrete version of the previous equation can be expressed as [76] 

N-l 

STFThx[n] = Xh[m, k] = x[n}h[n - m ] e ^ ^ (2.4) 
n = 0 

where k is the frequency bin, n is the time sample, h is the used window and N is the 
number of the window samples. 

STFT considers the non-stationary to be almost stationary signal inside the window, 
which makes it possible to apply Fourier transform to the signal inside the window. 

2.1.3 Gabor Transform 
Gabor transform was presented in [77] by D. Gabor. The major idea of Gabor transform is 
to use a window function for extracting the information from the Fourier transform during 
the time existence of this window. It can be seen as a special way for time-frequency 
representation which portions the time-frequency plane into equally sized regions in the 

file://�/27vnm
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conventional form of Gabor transform. The so-called Gabor atom is used to represent the 
time-frequency spread, regardless of the time and frequency ordering, see Figure 2.1 [78]. 

The mentioned Gabor's point of view has advantage over STFT by enabling a mathe­
matical description of the window's properties, although they are mathematically equiva­
lent [78]. 

Figure 2.1: Gabor's atoms. 

The continuous Gabor transform can be expressed as [79] 

/

oo 

x(t)h(t - r)e- j a J 'dt (2.5) 
-oo 

where h is a window function, x(t) is a finite energy signal, the operator (.) returns the 
conjugate part, t is the time and r is the shift in time. 

The discrete version of Gabor transform can be written as [80] 

L - l 

Gh[m,n] = x[l]<7[l — an]e > M (2.6) 
1=0 

where x is a signal of length L, g is a window function, a and M are equivalent to the 
number of channel and the decimation in time respectively in the Fourier modulated filter 
bank. 

As can be seen from the previous equation, the Gabor transform is a function of two 
variables, the first one is the time variable r , this variable is the center of the window 
function in the time domain. The second one is the frequency variable. Hence, the Gabor 
transform represents a map of the signal in two domains (time domain and frequency 
domain). 
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2.2 Windowing 
Windowing is a method applied to the signal in order to improve the time-frequency 
representation. This technique restricts the signal to ensure that the wanted relevant 
oscillatory signal features would appear. Choosing the window influences the resolution of 
the time-frequency represent at ion The longer the window we used, the less the resolution 
in time we get and the more the resolution in frequency. Even more, the window should 
be chosen carefully to ensure the possibility of synthesis the signal again. 

The window can be seen generally as an even function whose values are real, positive 
and concentrated around the point, where it achieves its maximum. Three issues should 
be taken into account when a window is applied to the signal 

1. The shape of the window. 

2. The edges of the window. 

3. The size of the window. 

2.2.1 Window Function 
Each signal g(t) that fulfills a certain condition can be considered as a window. This 
condition requires that g(t) G L2(R), || g(t) | | 2 ^ 0 and tg(t) G L2(R) [76]. 

In following, we present the most used window with the time-frequency representation. 
Figure 2.2 illustrates the spectral resolution of several windows using a sinusoid signal with 
100 Hz frequency. It should be noted that the mathematical formulas of these windows 
are given, so the windows are centered around zero with ability to change the center and 
the amplitude of each window. 

The Gaussian Window 
The Gaussian window is one of the most used window in the time-frequency representation 
thanks to its properties. The best property of this window is its Fourier transform, where its 
Fourier transform is also a Gaussian window [76]. The Gaussian window can be described 
as [76] 

gGA(t) = Ae~m2 (2.7) 

where A, B > 0 are variables. However, when Gabor transform is used, the parameters of 
the Gaussian window are chosen as [79] 

gGA(t) = e-t2/2° (2.8) 

where a is the standard deviation of the distribution. The value of a determines the width 
of the window. Thus, it influences the resolution of the transform. For instance, when 
a = 1 the frequency resolution is too poor [79]. 



CHAPTER 2. TIME-FREQUENCY REPRESENTATION 31 

Rectangular Window 
Rectangular window can be described by the equation [79] 

for ~ i < t < i 
chM) ={ ' (2.9) 

0, otherwise 

where A > 0 is a real variable. 
The rectangular window has the narrowest main lobe. Therefore, it provides the best 

resolution. However, the main lobe is surrounded by big slide-lobes, which can be seen as 
a disadvantage of this window. 

Bartlett (Triangular) Window 
This window can be described using the equation [79] 

( 2t, for - A/2 < t < 0 

2 ( l - t ) , forO<t<A/2 (2.10) 
0, otherwise. 

This type of windows has a narrow spectral peak and a large side lobe, see Figure 2.2. 

Hamming Window 
Hamming window has a useful advantage over other windows regarding its spectrum. The 
spectrum of the main lobe of this window drops quickly in comparison to other windows . 
Hamming window can be described using the equation [79] 

( 0.54 - 0.46 cos 2TT£, for 0 < t < 1 

(2.11) 
0, otherwise. 

Hanning Window 
The Hanning window belongs to the Hamming window family with a difference about the 
edges of this window, where Hanning window has zero values at the tails. Thus, it causes 
some circumstances involving not using the whole data. However, this problem is solved 
by using overlapping. The Hanning window is given by the equation [79] 

{0.5(1 + COS(2TT£)), for 0 < t < 1/2 

(2.12) 
0, otherwise. 
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This window is also called the raised cosine window. 
By using the formula cos(2t) = cos2(t) — sin2(t) = 2cos2(t) — 1, Hanning window can be 
defined as 

( cos 2 (7 r t ) , for 0 < t < 1 

(2.13) 
0, otherwise. 

Blackman Window 
Blackman window can be described using equation [79] 

' 0.42 - 0.5 cos 2TT£ + 0.08 cos4TT£, for 0 < t < 1 

(2.14) 
otherwise. 

The Blackman window has the best of both Hamming and Hanning window. As can be 
seen in Figure 2.2, the main lobe has a sharp drop, whereas the side-lobes are narrow and 
drop off rapidly. 

2.3 Time-Frequency Localization 
When a signal is represented in the time-frequency plane, a trade off must be done between 
the resolution in time domain and the resolution in frequency domain. These properties can 
be clearly seen when a rectangular window is used. The Fourier transform of a rectangular 
window presented in eq. (2.9) is given by equation 

Gre(f) = [+Q°gUt)e-^dt = [A e-^dt = 2 A [ ^ ^ } (2.15) 
J-oo J-A 2lTfA 

where GTe(f) is the Fourier transform of the rectangular window gTe(t) which has a mag­
nitude = 1 and width 2A and centered around 0. 

As can be seen from the previous equation, the spread of the window in frequency 
domain depends on the parameter A. The bigger the parameter A is, the broader the 
window in the time domain is, and the narrower the window in the frequency domain is 
and vice versa. Assuming that the window has an infinity width in time domain, the width 
of the window in frequency domain will approach zero, leading to a Dirac pulse. That can 
be generalized for all windows. In order to achieve the best resolution of a given window, 
the length of this window should be chosen carefully. Whereas a longer window provides 
less localization in time, it ensures more discrimination in frequency. 

2.3.1 Heisenberg Principle 
The uncertainty principle elucidates the possibility of performing measurement on a system 
without disturbing it. The famous Heisenberg uncertainty principle, which was presented 



Figure 2.2: Spectral representation of the weighting windows. 

by Heisenberg in 1927 [81], formulated the relationship between the position and the mo­
mentum in the quantum mechanics. It states that it is impossible to determine the exact 
position and momentum of a particle simultaneously. 

However, the Heisenberg uncertainty principle can be generalized to include the signal 
processing discipline, describing the relation between the resolution in time and frequency 
when a signal is transformed into frequency domain. It imposes a lower limit on the area 
of the rectangle that represents the time-frequency localization in two dimensional plan, 
i.e., At , Af, see Figure 2.3. 

Supposing that x(t) G L2(ß.) is a window function, X(w) = F[x](w) is the radial Fourier 
transform of x(t), A(t) = 2pt is defined as a measure of time duration of the window 
function x(t) and A ( / ) = 2pf is a measure of the bandwidth of its Fourier transform, see 
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Figure 2.3. Heisenberg's inequality can be expressed as [76] 

1 
PtPf > (2.16) 

>• u c 
CT 

Af 

Af 

I I 
I At I 
Time 

At 

Figure 2.3: Resolution in time and in frequency. 

Another way to see the previous equation is that a signal and its Fourier transform 
cannot be both sharply localized simultaneously [82]. 
It should be noted that the equality in eq. (2.16) can be held if and only if x(t) = ae~bt 

for a G C and b > 0 [76]. The previous condition holds when a Gaussian window is used. 
That can be easily proven recalling that the radius of the window in time and frequency 
domain pt and pf respectively are given by equations [76] 

(Pt)2 

x 
(t - (t))2\x(t)\2dt, (2.17) 

and 

{Pff IXI 
{w - {w))2\X(w)\2dw (2.18) 

is the norm in the Banach space L (M) and the expectation value (t) and {w) 
01 

(t) = I t\x(t)\2dt, (2.19) 

where ||. 
of the time t and the frequency w are given by equations 

1 

x 

and 

IXI 
w\X(w)\ dw. (2.20) 
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2.4 Signal Reconstruction and Inverse Transform 
The inverse transform aims at transforming the signal from the frequency domain into the 
time domain. In following we present the inverse transform and the ability of reconstruction 
the signal into time domain after modifying the signal in the frequency domain. 

2.4.1 Inverse Fourier Transform 
The inverse Fourier transform is given by equation [76] 

i r+oo 
x[t) = —] X(f)e^df. (2.21) 

The inverse version finds the function in time domain from its Fourier function supposing 
the existence of such function. A sufficient condition for its existence can be written as 

\x(t)\dt < oo. (2.22) 

The previous condition ensures the existence of both the Fourier transform of a function 
and its inverse. However, this condition is sufficient but it is not necessary [67]. 

The inverse version of the discrete Fourier transform for a discrete signal x(n) and its 
discrete Fourier transform X{m) on the interval [0, A — 1] is given as [76] 

JV-l 
x{n) = — 2^ X{m)e-^r-. (2.23) 

m = 0 

2.4.2 Inverse Short-Time Fourier Transform 
The reconstruction of the signal into time domain, when STFT is used, requires overlapping 
between the windows. The window length should be chosen as a compromise between the 
time and frequency resolution, as it was discussed before. 

The inverse continuous STFT can be written as [83] 

i /»oo /»oo 

x(t) = — / Xh(r,u)&*fa&r. (2.24) 

We assumed in the previous equation that the window is scaled to one 

/

oo 

h(r)dr = 1. (2.25) 
-oo 

By applying a different window to eq. (2.24) we get 

1 r°° 
x(t)h(t-r) = — Xh(r,u>)f?*du>. (2.26) 

2TT J . O O 
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The inverse discrete STFT can be written as [84], [76] 

N-l N-l 
(2.27) 

where Xh(m,k) is the discrete STFT of a discrete signal x(n) which has period TV > 0, 
h(n) is a window function and | | / i | | 2is a I2 -norm of h(n) in the interval [0,N — 1]. 

The previous equation ensures the reconstruction of the signal from the frequency 
domain to the time domain. However, to ensure a good reconstruction, the overlapping 
should be chosen carefully. A n article presented in [85] suggested using half-overlapping 
square-root for both analysis and synthesis part. 

2.4.3 Inverse Gabor Transform 
The continuous version of inverse Gabor transform is [76] 

where x(t) is the signal in the time domain, and its Gabor transform is Gx(r,u) G Z^QR) 
and g(t) = gT,a(t) is a Gaussian window with a > 0 which is the standard derivation and 
r is the mean of this window. 

The inverse discrete Gabor transform can be written as [86] 

(2.28) 

N-l M-l 
x(l + 1) = 2 ^ Gh(m + l)e * g(l - an + 1) (2.29) 

n=0 m=0 

where g is a window function, a is the length of the time shift and Gh{m, n) is an array of 
Gabor coefficient of size MxN. 



Chapter 3 

Objectives of Dissertation 

The main goal of the dissertation is to design and test an acoustic zooming system, which 
can locate and zoom the sound of one speaker among the multiple speakers. 

In order to design such system, this work had to go gradually through several steps, 
which can be summarized as follows: 

• Explore the existing surround sound techniques: The goal of this step is to choose the 
best sound rendering method, which can be used in the proposed acoustic zooming 
system. 

• Investigate sound source direction estimation methods: This step introduces several 
sound source localization techniques, shows their advantages and disadvantages, and 
studies the absolute angle error of these techniques. 

• Design a new sound source direction estimation method and evaluate the proposed 
method: The goal of this step is to suggest a new method, which can be used in 
the proposed acoustic zooming system in order to estimate the direction of multiple 
speakers. 

• Implement an acoustic zooming system using Di rAC and sound source direction 
estimation method: The purpose of this step is to propose a system which can 
estimate the direction of arrival of multiple speakers and also choose the sound of 
one of them and zoom it while attenuating the other sounds. 

• Perform subjective and objective quality assessments to evaluate the proposed acous­
tic zooming system: Evaluation is an essential part of each system. Therefore, this 
step aims at evaluating the proposed system by performing the listening tests and 
applying objective measurements using several time-frequency transforms. 
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Chapter 4 

A Comparison and Evaluation of 
Localization and Rendering Methods 

This chapter investigates the accuracy of some sound source localization methods, and also 
provides the listening tests to evaluate and compare the performance of sound reproduction 
techniques. 

To compare the performance of sound source localization methods, the methods were 
first simulated in Matlab, and then the measurements were performed in the laboratory to 
affirm the simulation results. 

The evaluation of sound rendering methods is proceeded by performing the listening 
tests in laboratory. The listening tests were designed to compare the average absolute angle 
error of these methods when the listener is moved out of the center of the loudspeaker array. 

4.1 Comparison of Sound Source Localization Meth­
ods 

In order to evaluate the time delay of arrival based methods, we simulated the three meth­
ods mentioned earlier in section 1.1.2.3, namely, cross-correlation (CC), phase transform 
(PHAT) and maximum likelihood (ML), and we studied the impact of the existence of the 
noise signal on their performance [87]. The experimental results are also presented in this 
section. 

4.1.1 Simulation Results 
The simulation process was carried-out in Matlab. A normal male voice was chosen as a 
sound source. The spectral density of this signal is plotted using spectrogram in Matlab 
and it is shown in Figure 4.1. 

Gaussian noise was used as an additive noise, this noise signal is pseudo-random noise 
with a normal distribution and mean value of zero and standard deviation of one. Two 
Gaussian noise signals were generated in Matlab and added to the voice signal. The noise 
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Figure 4.1: Spectral density distribution of the sound signal. 

signals are additive, normally distributed and not correlated to each other. One of the 
resultant signals was then delayed and both signals were then applied to the methods. 

Figure 4.2 illustrates the simulation results when no additive noise was used. It should 
be noted that the same estimated time delay can lead to different directions of the speaker 
depending on the distance between the two used microphones (Dm), as it will be shown 
in the section 4.1.2. The peak position indicates the time delay estimation. Although all 
methods were able to estimate the time delay of arrival perfectly when no noise was used, 
phase transform method (PHAT) has the sharpest mean peak with no additional peaks, 
which makes it the best method for time delay estimation among the others when no noise 
is used. 

Figure 4.3 shows the simulation results when the noise signals are added to the original 
signal. SNR in this simulation was -12 dB. The same time delay of arrival, which was 
used in the previous simulation, is used here. As can be clearly seen, the three methods 
were able to estimate the time delay of arrival correctly. Compared to the results when no 
additive noise was used, additive peaks appear in the new graphs. However, the highest 
peak still indicates the right time delay estimation. It can be also seen that the P H A T 
method achieved a sharper peak than the other methods. The maximum likelihood method 
also achieved a sharp peak, but it has several additional smaller peaks. Although cross-
correlation has the widest peak, it still can estimate the real time delay in the simulation 
conditions. It should be also noted that P H A T method has the biggest peak denoting the 
time delay estimation compared to the additive peaks around it, whereas the other methods 
have bigger additional peaks during the time interval caused by the additive noise [88]. 
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Figure 4.2: The simulation results of C C , P H A T , and M L methods with noise absence. 

4.1.2 Experimental Results of Time Delay of Arrival Estimation 
Methods 

In order to verify the simulation results, we tested the three mentioned methods in a real 
environment. 

Microphone Arrays Used for Time Delay Estimation 

It is well known that we need two microphones to estimate the time delay of arrival, which 
leads to the estimation of the direction of arrival of the sound source, and at least three 
microphones are needed to localize the sound source (direction and distance). However, 
in case of far-field situation, the best we can get is the direction of arrival of the sound 
source. 

In our experiment, two different microphone arrays were used; the first array is illus­
trated in Figure 1.4, whereas the second one is illustrated in Figure 4.4. The distance 
between the microphones should be chosen carefully. It is obvious that theoretically the 
further the microphones are from each other, the greater time delay of arrival and the 
easier to estimate it. However, this is valid only under some conditions. The distance 
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Figure 4.3: The simulation results of C C , PHAT, and M L methods with an additive 
Gaussian noise. 

between the microphones should not exceed a half of the shortest sound wave contained in 
the sound signal 

A n < (4-1) 

where Dm is the distance between two microphones and A m i n is the shortest sound wave pre­
sented in the signal. Otherwise, a spatial aliasing could happen. However, this restriction 
should be considered for the methods that use phase difference estimation of narrow-band 
signals. When we use two microphones, the time delay of arrival can be calculated using 
one of the above mentioned methods, and then we get the direction of arrival as 

v = arccos —— = arccos ——— (4.2) 

where d is the direction of arrival, A t n is the time delay of arrival between the microphones, 
Dm is the distance between the microphones, c is the sound speed and R is the extra 
distance the sound travels to the furthest microphone see Figure 1.4. 

When three microphones are used, we can get different microphone arrays' shape, de­
pending on the geometry of the distribution of the microphones. However, we chose to 
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Figure 4.4: Microphone array with three microphones. 

put the microphones in the heads of equilateral triangle, see Figure 4.4. In this case, three 
different TDOAs are estimated, we estimate T D O A between the microphones in the pairs 
(mi ,m 3 ) , (777,3,777.2) and (777,2,777,1), which leads to three different DOAs values. 

cAt13 

a = arccos ——— 

/3 = arccos ——— (4.3) 

a cAt21 9 = arccos ——— 

where a, (3, 9 are the angles pointing to the sound source, see Figure 4.4, At\s is T D O A 
between the microphones (mi ,m 3 ) , A t 3 2 is T D O A between the microphones (m 3 ,m 2 ) and 
A t 2 i is T D O A between the microphones (m 2 ,mi) . 
From these different angles we can get the angle $ that represents the DOA for the center 
of the microphone array as 

0 = a + 60 
0 = - a + 60 
# = P 

•d = 9 + 120 
i? = -# + 120 

(4.4) 
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The angle i? is then estimated as the average of the two closest angles to each other 
calculated by eq. (4.4). 

Experimental Results 

The experiment was performed in an acoustic laboratory presented in appendix A as fol­
lows: In the first part of our experiment, two microphones were located in the middle of 
the laboratory; the distance between the microphones was chosen to be 16.5 cm. In the 
second part, we used three microphones located as shown in Figure 4.4. In the both parts, 
the sound was recorded in thirty six different angles in the front side of the microphone 
array. These angles were equidistantly separated (i.e., 5 degrees from each other). The mi­
crophones, which were used in the experiments, are MiniSPL microphones from N T i Audio 
Company, which is in accordance with IEC 61672 class 2 microphone. This microphone has 
omni-directional polar pattern [89]. After having the sounds recorded, we applied them on 
the three mentioned methods. The results are illustrated using boxplot where the center 
red line presents the median, the upper blue edge of the box is 75% percentile, the lower 
blue edge indicates 25% percentile, and the whiskers present the extreme data points. In 
the following paragraphs, we will present the results for these methods: 

1. Cross Correlation Method 
When two microphones were used, this method achieved a median error bigger than 
3.5 degrees, and the biggest error was more than 6 degrees. As can be seen in 
Figure 4.5a, adding the third microphone improved the results of this method with 
more than 0.3 degree for the median error and more than one degree for the biggest 
error. The interquartile range has also been improved. 

2. Phase Transform Method 
The results show that the P H A T method achieved the good results with a median 
error less than 1.5 degrees when two microphones were used, and it achieved better 
result in the case of three microphones. However, using the third microphone had a 
small effect on the center quartile range of this method, as can be seen in Figure 4.5b. 

3. Maximum Likelihood Method 
The results show that adding the third microphones slightly improved the results 
when the maximum likelihood method was used. However, the median error was 
almost the same, see Figure 4.5c. 

Figure 4.6a shows the results of the three methods when two microphones are used. 
As can be clearly seen the P H A T method achieved the best results with median error less 
than tow degrees, with almost one degree different from M L method. Even more, the 
interquartile range (IQR) between the first quartile and the third quartile is also small 
(approximately one degree). These results qualify P H A T to be the most accurate method 
among the tested methods. However, M L method achieved also the good results compared 
to the other methods with median error about two degrees. As can be also seen, its IQR 
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Figure 4.5: The average absolute angle error when C C , P H A T and M L methods are used. 
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was also about one degree. The worse results in the experiments were achieved when CC 
method was used, with median error more than three degrees and with almost two degrees 
IQR. However, the experimental results were expected regarding the simulation results 
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Figure 4.6: The average absolute angle error when two and three microphones are used. 

that have been shown in section 4.1.1. The error in the results is caused because of the 
noise, reverberant signals, and the correlation between these signals and the original sound 
signal. 

As can be seen in Figure 4.6b, having added the third microphone did not actually 
improved the direction of arrival estimation when the sound sources were located in the 
front side of the microphone array. However, it provides extra information that can be 
used for sound source localization, i.e. the distance of the microphone array. 

This information about the sound source position can be derived using so-called trian-
gulation once the time delay of arrival is estimated [90]. 

4.2 Localization Blur of 2D Ambisonic and V B A P 
A part of this work is devoted to design a rendering system with acoustic zooming. There­
fore, an investigation about the most suitable rendering method has been made. Regarding 
the overview, which has been introduced in chapter 1, the choice has been shortened to 
Ambisonic and V B A P [91]. Three Ambisonic decoders have been tested; namely, energy 
decoder (max r^), velocity decoder and in-phase decoder. These decoders differ in the 
weighting factor wfcfo], which can be given according to Table 4.1, where qa is the actual 
Ambisonic order and Qd the highest Ambisonic order [92]. 
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decoder velocity max VE in-phase 

weights w[qd] 1 cos ( QdK \ weights w[qd] 1 cos 
\2Qd + 2j (Qd + Qd)KQd-QdV-

Table 4.1: Decoder weights. 

In following, we present our evaluation of these methods, and we explain the conditions 
at which this evaluation has been done. 

4.2.1 Description of the Experiment 

The experiment was performed in an acoustic laboratory, see appendix A . 

Loudspeaker Array 
A regular hexagon array was used in our experiment, with array radius of 2.5 m. Figure 4.7 
shows this array with the listener's positions, where the colored points indicate the listener's 
positions. 

Figure 4.7: The used positions of the listener and loudspeakers. 
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Stimulus 

An amplitude-keyed pink noise has been chosen as a stimulus, because of its characteristics, 
whereas it has equal energy in all octaves bands in whole audio frequency range. The 
stimulus was divided into four periods; each period has a rise time and fall time of 100 ms 
with 200 ms of an attenuated noise in between. The periods are separated by 100 ms of 
silence [93]. 

Listening Test 

A psychoacoustic method of equivalent stimuli with hidden reference was chosen for the 
experiment [94]. The experiment has been carried out as follows. At first, the listeners have 
been chosen without any hearing impairment, in age from 25 to 35 years. Each listener 
was seated at the position of measurement with closed eyes, listening to the Ambisonic 
signal, without any prior knowledge about the sound position. However, the loudspeaker 
layout was known to the listener. Then another loudspeaker is used to check the position 
where the listener thinks the sound comes from. The operation was repeated many times 
till the listener was sure about the position ( a listener heard two sounds from the same 
direction), then the place was marked. At the end of each measurement, the angles were 
measured carefully to be compared with the angles they should be. The experiment for 
each decoder was carried out in three positions, the first position was at the center of 
loudspeakers (sweet spot), then the position of the listener was shifted to the left by 0.25 
m, and the third position was 0.5 m far to the left from the center. 

4.2.2 Experimental Results 
The results are illustrated using box plots. The boxes show the average absolute angle 
error between the position where we wanted the virtual sound to be, and the position that 
the listener perceives the sound to be coming from. The results are shown for each decoder 
in the three positions the listen was seated in. 

Ambisonic Panning Using Energy Decoder 

The results show that the localization of energy decoder is very good at the sweet spot, 
but worsens greatly by moving outside of the sweet spot, see Figure 4.8. The median error 
and interquartile range at positions 0.25 m and 0.5 m are almost unchanged. 

Ambisonic Panning Using In-Phase Decoder 

The in-phase decoder gave very consistent results. While the average localization accu­
racy worsens by moving away from the sweet spot, the interquartile range remains almost 
unchanged at all positions, see Figure 4.9. 
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Figure 4.8: The average absolute angle error when max TE decoder is used. 
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Figure 4.9: The average absolute angle error when in-phase decoder is used. 
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Ambisonic Panning Using Velocity Decoder 

Figure 4.10 shows the localization error of the velocity decoder. While the sudden raise 
of the median error by moving away from the sweet spot is similar to the energy decoder, 
the interquartile range is greater at the sweet spot and 0.5 m away from the sweet spot. 
The decrease of interquartile range at the position 0.25 m away from the center is yet to 
be explained, but may be due to the out-of-phase components which are attenuated when 
using the energy decoder. 
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Figure 4.10: The average absolute angle error when velocity decoder is used. 

Vector Base Amplitude Panning 

The performance of V B A P method is very good in compression to the Ambisonic decoders. 
The localization error rises only slightly when moving out of the center as can be seen in 
Figure 4.11. 

Performance of Decoders 

At sweet spot, the Ambisonic decoders have similar median error, see Figure 4.12. The 
interquartile range is the best for the energy decoder and the worst for the velocity decoder 
with the in-phase decoder in the middle. But the best localization is achieved using the 
vector base amplitude panning method. 

The performance of the positioning methods decreased at the position 0.25 m away 
from the center, see Figure 4.13. Among Ambisonic decoders, the in-phase decoder was 
the least affected by the movement. The V B A P method has the best localization accuracy 
at this position. 

At the position 0.5 m away from the sweet spot the median error of the Ambisonic 
decoders is almost identical to each other, see Figure 4.14. The velocity decoder has a 
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Figure 4.11: The average absolute angle error when V B A P method is used. 
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Figure 4.12: The average absolute angle error of the three Ambisonic decoders and V B A P 
in central position. 
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Figure 4.13: The average absolute angle error of the three Ambisonic decoders and V B A P 
at 0.25 m far from the center. 

significant interquartile range meaning the measured values had the most spread at this 
position. The in-phase decoder's interquartile range remains unchanged. The V B A P 
method proved to be the best positioning method for this position. 

energy velocity in-phase VBAP 

Figure 4.14: The average absolute angle error of the three Ambisonic decoders and V B A P 
at 0.5 m far from the center. 

The results show that V B A P has a better localization performance at all positions 
than first-order Ambisonic. Both methods achieved their best at the sweet spot. However, 
the listeners tend to judge the direction of the V B A P virtual sound source to be more in 
the direction of the loudspeakers as they are sitting far from the sweet spot, whereas the 
Ambisonic virtual sound source become wider and sometimes the listeners can recognize 
two or more correlated sounds coming from different distances. V B A P produces a sharper 
virtual sound source than the one produced by Ambisonic [95]. 
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4.3 Sub-Conclusion 
This chapter studied the accuracy of several sound source localization methods. The sim­
ulation results showed that P H A T method has the best performance among the studied 
methods, which was proven by the experimental results as well. Both M L and C C methods 
were able to estimate the direction of the simulated sound source under noise. However, 
M L achieved better results in the experiments. 

The performance of three Ambisonic decoders have been studied and compared to 
the performance of V B A P at several positions near the center of loudspeaker array. The 
listening tests showed the localization blur of V B A P was the best, whereas the localization 
blur of the first-order Ambisonic decoders worsened outside the sweet-spot. 



Chapter 5 

Estimation of the Direction of 
Arrival of Multiple Speakers 

This chapter gives a theoretical and practical concept of a new method for sound source 
direction estimation. The new method is called Energetic Analysis Method. It can be 
used for sound source direction estimation in both two dimensional and three dimensional 
plane. It can be also used for tracking a speaker in the horizontal plane. Simulation and 
the experimental results of this method approved its accuracy. Thus, we will used it later 
as a compatible method with acoustic zooming system. 

The first section of this chapter introduces B-format signal, and discusses the possibility 
of using the principle of this signals in sound direction estimation directly. The second 
section presents the energetic analysis method principle, its simulation and experimental 
results, and the possibility of using it in tracking a mobile target. 

B-format signals consist of four signals; namely, x(t), y(t), z(t) and w(t), see Figure 5.1. 
The signal w(t) represents the pressure signal in a point and it corresponds to the output 
of an omni-directional microphone. The signals x(t), y(t) and z(t) represent the velocity 
components of the sound field in the same point, and they correspond to the output of 
figure-of-eight microphones. Whereas x(t) and y(t) carry information about the sound 
field in the horizontal plane, the signal z(t) carries information about the sound field in 
the vertical plane. 

B-format signals can be expressed as [96] 

5.1 B-Format Signals 

x(t) 

y(t) 
z(t) 

s(t) cos(a) cos(ß) 
s(t) sin(ai) cos(ß) 
s(t) sm(ß) 

w(t) 

53 
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Figure 5.1: Polar patterns of B-format components in horizontal plane. 

where x(t), y(t), z(t) and w(t) are the B-format signals, s(t) is the sound signal, a is the 
angle in the horizontal plane and (3 is the angle in the vertical plane, see Figure 5.2. 
It should be noted that ,9 = 0 when the sound source is located in the horizontal plane. 

In the horizontal plane, the previous equation can be simplified as 

x(t) = s(t) cos(a) 
y(t) = s(t) sin(a) 

w(t) = -j=s(t). 

B-format equations suppose that the microphones are centered in the same point, which is 
practically impossible to achieve. However, the microphones are placed as close as possible 
to each other. When B-format signals are recorded, a second problem appears because of 
the poor polar diagrams of the microphones [97]. 

In order to achieve better results, a solution which was developed by Gerzon in [97] 
suggests using a tetrahedral microphones. The mentioned microphone contains four car-
dioid or (near-cardioid) capsules mounted as close as possible to each other at the vertexes 
of a regular tetrahedron. The practical version of this principle is Soundfield microphone, 
see Figure 5.3. 

The signals estimated directly from Soundfield microphone are A-format signals, the 
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Figure 5.2: The used coordinate system. 

B-format signals are then derived from A-format signals using the equations 

x(t) = 0.5((J/(t) - lb{t) + (rf(t) - rb{t)) 

y(t) = 0.5((J/(t) - rb{t) - (rf(t) - lb[t)) 

zit) = 0.5((I/(*) - lb{t) + (rf(t) - rb{t)) 

w{t) = 0.5((Z/(t)+ /&(*) + (rf(t) + rb(t)) 

(5.3) 

where x(t), y(t), z(t) and w(t) are B-format signals, and lf(t), rf(t), lb(t) and rb(t) 
correspond to the signals recorded by the capsules left-front, right-front, left-back and 
right-back respectively. 

5.1.1 Sound Source Localization Using B-format Signal 
Recalling the equations that represent B-format signals, it can be seen that the direction 
of a single sound source can be derived directly from these equations [98]. The direction 
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Figure 5.3: Soundfield microphone. 

of arrival can be estimated from B-format equations as 

a = arctan —— 
(5.4) 

where a and f3 are the angles denoting the sound source in both horizontal and vertical 
planes respectively and x(t), y(t), z(t) are B-format signals. 

The previous assumption holds in a simulation environment when no additive noise is 
present. However, a presence of noise complicates the situation. 

This technique has been investigated in a real environment, where the voice of one 
speaker was recorded using two figure-of-eight microphones and one omni-directional mi­
crophone.The microphones were placed as close as possible to each other and in a way 
that their directionality match the theoretical place of B-Format signals. The microphones 
were then located in the middle of the laboratory, and the experiment was performed 
for twenty different places. A n external 6-channel audio interface was used with ASIO 
(audio streaming input/output) driver technology, which ensures in-phase recording of all 
channels. 

The experimental results of this technique showed the possibility of using B-format 
signals directly in order to estimate the direction of one speaker. The angle error did not 
exceed 5 degrees. This error was caused mostly by the reverberation in the room and the 
inability to place the microphones in a single point as they supposed to be according to 
B-format principle. However, the results were acceptable for estimation the direction of 
one speaker [98]. 

Energetic analysis method is a technique for sound source direction estimation, based on 
analyzing B-format signals [99]. This method is able to estimate the direction of multiple 
speakers in both two and three dimensional plane. 

5.2 Energetic Analysis Method 
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5.2.1 Principle of Energetic Analysis Method 
Energetic analysis method is derived from an acoustic principle which states that the sound 
source direction is the opposite direction of the intensity vector of the sound. This principle 
is used in some sound rendering methods, such as in Di rAC [62]. However, it is modified 
in our method to ensure the stability of the sound direction estimation process. 

Acoustic Intensity 

The acoustic intensity l(t) is a vector quantity, which defines the direction of the acoustic 
energy. In the time domain, it is called the instantaneous acoustic intensity and it can be 
written as [100] 

7(t)=p(t)lt(t) (5.5) 

where ~3{t) represents the particle velocity vector, pit) is the sound pressure and 1 it) is 
the acoustic intensity and it can be written as 

~t(t) = Ixlt + Iyf + IX~Z (5.6) 

where Ix, Iy, Iz are the components of the acoustic intensity and it, 1?, ~lt are unit vectors 
in the three dimensional plane. 

The energy density of the sound wave is given by equation [100] 

e = \Po\^it)\2+l-fwitf (5.7) 

where pit) is the sound pressure, po is the density of the air and fi represents the gas 
compressibility and it is given by the equation 

fi = —2 (5-8) 

where c is the speed of the sound. 

The energy density can be written depending on the sound intensity as [100] 

dM = -v\7 
3 ( t ) (5 9) 

d{x) diy) d{z) 

where the first part of this equation is used for all coordinate systems, and the second one 
is used for a Cartesian coordinate. 

The previous equation clearly shows the principle of the energetic analysis method. It 
shows that the intensity vector points to the region of increase of the energy density, which 
is the principle which this method is based on. 
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In case of steady state fields, average of the instantaneous intensity over a period T is 
defined as [100] 

= \ f p(t)l?(t)dt (5.10) 

angular frequency. 
By using complex variable notation, eq. (5.10) can be written as 

= ^ R e f c M ^ M * ) (5.11) 

where Re indicates the real part and * means the complex conjugate. 

Analyzing the Sound Signals 

The input signals for this method are the B-format signals presented in eq. (5.1). The 
signals x(t), y(t) and w(t) are used when the method aims at estimating the direction of 
the sound sources in the horizontal plane. A n extra signal z(t) is needed for the localization 
in the vertical plane. 

Applying eq. (5.11) to B-format signals, and recalling that the signal w(t) stands for 
the pressure and the signals x(t), y(t) and z(t) stand for the velocity, we obtain equations 
representing the acoustic intensity from B-format signals as [101] 

Ix{tJ) = -L-Be{X(t,f)W*(t,f)) 
V 2 z 0 

Iy(tJ) = ^-Re(Y(tJ)W*(tJ)) (5.12) 

/.(*,/) = ^-Re(Z(t,f)W*(t,f)) 

where Ix(t, / ) , Iy(t, / ) , Iz(t, f) are the components of the intensity vector, Z0 is the acoustic 
impedance of the air, X(t,f), Y(t,f), Z(t,f) and W(t,f) are Fourier transforms of the 
B-format signals. 
Thereby, the instantaneous intensity vector can be written as 

~f(t,f) = [lx(tj),ly(tj),lz(tj)} (5.13) 

where l(t, f) is the intensity vector in the three dimensional plane. 
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Calculation of the Angles 

As it was mentioned before, the intensity vector points to the direction of the net flow of 
sound energy, while the direction of arrival is supposed to be opposite to this direction. 
After calculating the components of the intensity vector using eq. (5.12), the azimuth for 
each frequency bin in each time frame can be derived as [101] 

a(t,f) 

arctan \-Iy{t,f)] 
l-Ut,f)\ 

\ 

arctan \-Iy(tJ)] 
-Ut,f). 

for /„(* , / ) >0 

- 180° for /„(* , / ) < 0. 

(5.14) 

The elevation can be calculated as 

ß(t, f) = arctan 
ix(t,f)2 + iy(tjy 

(5.15) 

It should be noted that calculating the azimuth relies only on two components of the 
intensity vector, whereas calculating the elevation needs the three components. Therefore, 
the error in the estimated elevation may be bigger than the error in the azimuth. 

Estimation of the Direction of Arrival 

In order to estimate the direction of arrival from recorded B-format signals, at the beginning 
we need to represent the B-format signals in the time-frequency domain using one of the 
mentioned transforms in Chapter 2. Then we get the direction of arrival for each point in 
the time-frequency plane by applying eq. (5.14) and eq. (5.15) to each frequency bin, see 
Figure 5.4. 

B-format signals 

Dividing signals 
in t ime Dividing signals 

into frequency 
bands 

Azimuth and 
elevation estimation 

Statistical calculation for 
angles for each time frame 

The estimated 
angles 

Figure 5.4: Energetic analysis method diagram. 
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It is assumed here that only one dominant speaker exists in each frequency bin, even it 
might be not completely correct. However, this assumption is acceptable since the sound 
of the speakers cannot be identical, which leads to the differences in the spectral density 
of their sound. After calculating the direction of arrival related to each frequency bin, we 
define the estimated direction of the sound source as 

aest = argmaxF(a) (5.16) 
a 

where F(a) represents the number of the frequency bins pointing to the direction a and 
it is calculated for each angle as 

K 

F(a) = ^2(a(t,k)\a) (5.17) 
fc=0 

where a G [—180°, 180°] is the azimuth, K is the number of the frequency bins, t represents 
the time and a(t, k)\a contains the cases where the function a(t, k) points to the direction 
a. 

The elevation is also calculated in a similar way as 

/3 e s t = argmaxF(/3), (5.18) 

and F(f3) is given in this case as 

K 

F{p) = Y J m , m ) (5.i9) 
fc=0 

where /3 G [—90°, 90°] is the elevation, K is the number of the frequency bins, t represents 
the time and /3(t, k) \j3 contains the cases where the function j3(t, k) points to the direction /3. 

5.2.2 Simulation Results in Horizontal Plane 
The method is simulated in Matlab using different time-frequency transforms, namely 
Gabor transform, STFT and zero padding. The simulation is carried out in three virtual 
environments: with no additive noise, with virtual random noise and with real noise. The 
simulation supposed the existing of five speakers who speak simultaneously in different 
positions around the microphones in each scenario. The simulation started by generating 
B-format signals using eq. (5.2) regarding the positions where the speakers are assumed to 
be, and then the noise was added to the signals. 

Simulation Results with Noise Absence 

The first simulation has been carried out without an additive noise. We assumed the 
existence of five speakers at the positions (—150 °, —70 °, 0 °, 100 °, 160 °) around the micro-
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phone. The STFT transform was applied using squared Hanning window with 256 samples 
and 50% overlapping, where the length of the window was chosen as a compromise between 
the resolution in the time and frequency domain as explained in the previous chapter. 
The same parameters were applied when Gabor transform and zero-padding were used. 
However, when zero-padding was used, longer duration frame was obtained by zero padding 
the frame. Thus, the total number of samples in each time slot is exceeded to the next 
power of two. The total number of the padded zeros in the simulation was 3 window-size 
zeroes. Figure 5.5 shows the simulation results in this case. As can be seen, the method was 
able to estimate the direction of multiple speakers, where the peaks denote the estimated 
directions. When no additive noise is added, the method is perfectly able to estimate the 
direction of multiple speakers in the horizontal plane. 

6000 

Azimuth (degree) 

Figure 5.5: Simulation result in absence of noise. 

Simulation Results with an Additive Noise 

The simulation was carried out using the same parameters for each time-frequency trans­
form. The only difference in this simulation from the previous one is adding an additive 
noise. This noise signal was generated in Matlab, and it is pseudo-random noise with a 
normal distribution and mean value of zero and standard deviation of one. The SNR in this 
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simulation is —20 dB. The noise signal sources are assumed to be around the microphones 

1500 

1000 

500 

-S 00 

1500 

1500 

1000 

500 

200 

I I r 

I S T F T 

r fh j L J i Lffflln 1 L m>r>r, i rTh-rm 

nllll linn. -150 -100 -50 50 100 150 200 

200 

i 
iGabor 

i 

Ik 1 J I 
I 

1 
L J 1 11111 lrrTil-rri-rT-r-n--i-rri" I L rfmn NlllM Ilia 

-150 -100 -50 0 50 

Azimuth (degree) 

100 150 200 

Figure 5.6: Simulation result with the presence of an additive noise. 

in the horizontal plane, and to be equidistantly separated (i.e., 4 degrees from each other 
in the horizontal plane). As can be seen in Figure 5.6, the method was able to estimate the 
direction of the sound sources when the all time-frequency transforms were used. However, 
the existence of the noise signal affected the performance of the method. It can be seen 
that there are some frequency bins pointing to the direction of the noise sources, which 
decrease the accuracy of this method. However, as long as the intensity of the sound source 
is bigger than the intensity of the simulated noise, the method is still able to point to the 
direction of the sound sources. The simulation results showed the ability of the method to 
estimate the direction of the sound speaker when the three time-frequency transforms are 
used. 

Simulation Results with a Real Noise 

In order to simulate the real environment, a real noise of a fan was recorded and added 
to the sound source. A noise generated by a fan was chosen as appropriate additive noise 
thanks to its spectral distribution, see Figure 5.7. The SNR in this simulation was about 
-22 dB. 
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Figure 5.8 illustrates the simulation results when a real noise is used. As can be seen, 
the method was able to estimate the direction of arrival of the simulated sound sources. 
However, when STFT and zero-padding were used, additive peaks are noticed and that can 
lead to estimate the direction of fake sound sources that belong originally to noise sources. 
This effect was less noticeable when Gabor transform was used. That can be explained by 
the fact that Gabor transform achieves better resolution in time-frequency representation. 

Time (sec) 

Figure 5.7: Spectral density distribution of a fan noise. 

The simulation results showed the ability of this method to estimate the direction 
of arrival of multiple sound sources in the horizontal plane. It was shown that better 
resolution in time-frequency representation ensures better accuracy for this method [102]. 

5.2.3 Simulation Results in Three Dimensional Plane 
In order to estimate the direction of arrival of multiple sound sources in three dimensional 
space, the four B-format signals are needed. The elevation is estimated according to 
eq. (5.15). 

Figure 5.9 shows the simulation results for this method in three dimensional plane. In 
this simulation, B-format signals were generated in Matlab using eq. (5.1). A random ad­
ditive noise was also generated in Matlab and added to each B-format signal. We simulated 
five speakers around the microphones. The positions of the speakers were assumed to be in 
the positions (—150°, —80°, —60°, 10°, 110°) in the horizontal plane and in the positions 
(—65 °, —22 °, —15 °, 25 °, 35 °) in the vertical plane. STFT was used in this simulation. A 
random noise, which was generated in Matlab, was added to the B-format signals. The 
SNR in this simulation was —13 dB. As can be seen in Figure 5.9, the peaks denote the 
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Figure 5.8: Simulation result with the presence of an additive real noise. 

direction of the sound sources in both horizontal and vertical plane, and the method was 
able to estimate the direction of multiple speakers in 3D [103]. 

5.2.4 Experimental Evaluation of Energetic Analysis Method 
In order to evaluate the sound direction estimation method, experiments were performed 
in real environments. The experiments have been carried out for both two-dimensional 
and three-dimensional plane. A Description of the experiments and an illustration of the 
experimental results are presented in the next paragraphs. 

5.2.4.1 Experiment Procedure 

Recording of the sound files was carried out in the acoustic laboratory, see appendix A . 
Three speakers (two men and one woman) were used to record the sound files. The speakers 
stood at different positions around the microphone. The speakers spoke simultaneously. 
The length of each sound file was almost 6 s. A Soundfield microphone was used to record 
the sound files, see Figure 5.3. This microphone records the sound as A-format signals [104]. 

In order to evaluate the accuracy of this method, recoding of the sound was repeated 
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Figure 5.9: Simulation result in three dimensional plane with an additive noise. 

many times, when the speakers stood at different position for each recording. The speakers 
stood around the microphone, where their positions have been chosen in an arbitrary way. 
The minimum angle between the speakers did not exceed 100 ° and it did not go below 30 °. 
The positions of the speakers were measured carefully to be compared with the results of 
the method. The positions of the speakers were measured using a leveling laser with angle 
scale. The absolute error of reading the scale is 2.5° and the horizontal accuracy of this 
device is 0.5 mm/m and it has the same accuracy in the vertical plane. The recording was 
carried out in the horizontal plane and then in the vertical plane. 

5.2.4.2 Experimental Results 

In following, we present the experimental results in both horizontal and vertical plane using 
boxplot. Each figure shows the absolute error when the method is applied for each speaker. 

Experimental Results in the Horizontal Plane 

The method was applied to the same sound files using different time-frequency transform, 
which ensures the possibility of comparison of the results depending on the resolution of 
the time-frequency transform in the time-frequency plane. In our experiments, we used 
Gabor transform, STFT and zero padding. The same parameters, which were used in 
the simulation, are applied here. Zero padding exceeds the number of the samples by 
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adding zeroes. Thus, the total number of samples in each time slot is exceeded to the next 
power of two. Therefore, the spectral representation accuracy is enhanced, but with no 
improvement of the spectral resolution. 

Experimental Results when S T F T is Used Figure 5.10 shows the result in the 
horizontal plane when STFT was applied. As can be seen from this figure, the method was 
able to estimate the direction of the speakers in the horizontal plane. The median absolute 
angle error in this case was about 4 degrees. 
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first speaker second speaker third speaker 

Figure 5.10: The average absolute angle error for the three speakers when STFT is used. 

Experimental Results when Zero Padding is Used The average absolute angle 
error is illustrated in Figure 5.11. As can be clearly seen, the method was able to estimate 
the direction of arrival of multiple speakers who spoke simultaneously. The median absolute 
error was almost 3 degrees. Compared to the normal STFT, zero padding achieved better 
results and reduced the absolute error for each speaker. 

Experimental Results when Gabor Transform is Used The results in this case 
are illustrated in Figure 5.12. Using Gabor transform achieved a good decrease in the 
absolute error. The median absolute error was gradually reduced for the speakers, and 
it was almost two degrees for one of them. Even more, applying Gabor transform to the 
method also reduced the interquartile range. 

Experimental Results in the Vertical Plane 

The experimental results in the vertical plane are showed in Figure 5.13. The median 
absolute error was almost 4 degrees. The method was able to estimate the direction of the 
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Figure 5.11: The average absolute angle error for the three speakers when zero padding is 
used. 
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Figure 5.12: The average absolute angle error for the three speakers when Gabor transform 
is used. 

speakers in the vertical plane. However, the median error in this case was bigger than the 
median error in the horizontal plane. That can be explained according to eq. (5.15), where 
three components of B-format signals are used to estimate the elevation, which maximizes 
the absolute error by involving the error that occurs when the third component of the 
B-format signal is recorded [103]. 
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first speaker second speaker third speaker 

Figure 5.13: The average absolute angle error in vertical plane. 

5.2.5 The Effect of SNR on the Accuracy of the Energetic 
Analysis Method 

As for each method, the noise is the biggest problem for energetic analysis method. In 
order to estimate the threshold, where this method is able to estimate the direction of the 
speaker correctly, we simulated the method in Matlab under different signal-to-noise ratio 
(SNR). 

SNR is calculated as the ratio between the omni-directional B-format signal w(t) and 
the additive noise. Thereby, SNR can be written as 

S N R d b = 101og( fe 

10 log 

P, 
W, 

, x (5.20) 

mis 
^(w)rms 

where Pw is the average power of w(t), Pn is the average power of the noise signal b(n) , 
K n ) r m s is the RMS value of bn and WTms is the RMS value of w(t). 

The simulation was carried out in case of five speakers who spoke simultaneously. The 
additional noise was added to the sound signals. The random noise sources were assumed 
to be equidistantly separated (i.e. 5 degrees from each other in the horizontal plane). The 
various SNR level is obtained by changing the noise power. 

The simulation results under low SNR is presented in Figure 5.14. It was seen that 
when SNR is under a threshold, the method was not able to localize the sound sources. 

The simulation results showed that the method was able to estimate the angles correctly 
using the three transformations when the SNR was about —20 dB. When SNR was below 
—23 dB, the method using STFT transform could not estimate the angles correctly, whereas 



CHAPTER 5. ENERGETIC ANALYSIS METHOD 69 

the method using zero-padding was still able to estimate the direction of sound sources 
when the SNR was about —24 dB. The simulation results showed that the method using 
Gabor transform becomes incorrect when SNR is beneath —26 dB. 

5.2.6 The Resolution of the Energetic Analysis Method 
In this section, we investigate the resolution and the ability of the energetic analysis method 
to estimate the direction of sound sources when the sources are near to each others. In 
this simulation, STFT was used with Hanning window. 

The first part of the simulation was performed with no noise. Figure 5.15 shows the 
results of this simulation, where four speakers are assumed to be around the microphones at 
the positions (0 °, 1 °, 2 °, 3 °). The upper part of the Figure 5.15 shows the whole simulated 
area around the microphones in the horizontal plane i.e., from —180 ° to 180 °, whereas the 
lowest part shows the zoomed area we are interested in. 

As can be clearly seen, the peaks denote the right angles where the speakers are sim­
ulated to be. In case of no added noise, this method was able to estimate the direction of 
arrival of multiple speakers separated from each other with maximum of 1 °. 
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Figure 5.15: Resolution of the energetic analysis method with noise absence. 

Figure 5.16 shows the simulation results of the method when a random noise was added. 
The noise was generated in Matlab. The SNR in this simulation was —16 dB. The same 
simulation scenario was applied here i.e., the speakers are separated from each other by 1 0 

only. However, five speakers were assumed to be around the microphone at the positions 
(0°, 1 °, 2 °, 3 °, 4°) . It can be seen on the lowest zoomed part of the simulation that the 
resolution of the method was not affected by adding the noise. New smaller peaks appeared, 
which can cause an error in this case. The new peaks are caused by the added noise, where 
they denote the possible positions of the noise sources. 

In order to check the results in the real environment, sound files were recorded in the 
laboratory. In the recording part, two male speakers spoked simultaneously in front of 
A-format microphone. The distance between the speakers was changed in each recording. 
The angles between the two speakers were (30 °, 25 °, 20 °, 15 °, 10 °). The method was able 
to distinguish between the speakers when the angle between them was 15° and bigger. 
However, the two sound sources were seen as a one sound source when the angle was 10 0 

or less. Assuming that the speakers are standing 3 m away from the microphones, and the 
angle between them is 15°, this means that their heads are 0.7854 m far away from each 
other. This distance decreases of course when they are nearest to the microphone. 

Figure 5.17 shows the results when two speakers spoke near to each other. The upper 
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Figure 5.16: Resolution of the energetic analysis method with an additive noise. 

part shows the results in the whole area around the microphone, and the lowest part shows 
the area we are interested in. The first speaker stood at the position 0 ° and the second one 
stood at the position 15°. As can be seen, the method was able to estimate the direction 
of the speakers when the angle between them was about 15°. 

5.2.7 The Impact of the Used Window on the Accuracy of the 
Estimation Method 

Different window types can be used in the time-frequency transform. Several windows 
have been introduced in chapter 2. As it is well known, the shape and the properties of 
the window function influence the properties of the time-frequency transform, though they 
influence the accuracy of the method. Even more, the width of the window in time domain 
affects the time-frequency resolution as already introduced in Heisenberg's principle in the 
section 2.3.1. 

Figure 5.18 shows the simulation results of the energetic analysis method depending on 
the used window function. The simulation was carried out using STFT as a time-frequency 
transform with different window types; namely, the Hamming window, the Hanning win­
dow, the rectangular window, the Blackman window and the Bartlett window. The width 
of each window is 256 samples and the overlapping is 50%. These numbers were chosen in 
order to achieve a compromise between the resolution in time domain and in the frequency 
domain. 

In this simulation, the listeners were assumed to be around the microphone at the po-
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Figure 5.17: Resolution of the energetic analysis method in the real environment. 

sitions (—150 °, —70 °, 0 °, 100 °, 160 °), these positions were chosen in an arbitrary way. As 
can bee seen in Figure 5.18, the method was able to estimate the direction of arrival of the 
simulated speakers, where the peaks indicate the direction of the sound sources. However, 
some windows achieved sharper peaks than others. The peaks achieved by the Hanning 
and the Hamming windows were the sharpest, whereas the Bartlett window achieved the 
widest. That can be explained by recalling the properties of the windows in frequency 
domain presented in the previous chapter, see section 2.2. 

5.2.8 Tracking the Targets Using Energetic Analysis Method 
The energetic analysis method provides the possibility of tracking one speaker by dividing 
the audio file into multiple shorter files, and estimation the direction of arrival of the 
speaker inside each shorter file. In our simulation, the duration of each sub-file was about 
1 second. However, it should be noted that the length of the file cannot be shorter than 
specific variable. The minimum length of a single file, which still provides the possibility 
of estimation the direction of the speaker, is subject to several conditions. Thereby, we 
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Figure 5.18: The performance of the energetic analysis method using different window 
functions. 

should take into account the following conditions: 

1. The loudness of the speaker. 

2. The reverberation in the room. 

3. SNR. 

Figure 5.19 shows a simulation of the tracking process. The movement of one speaker was 
simulated using B-format signals and an additive random noise was added to the sound 
file with SNR about —5 dB. The mobile speaker was tracked by dividing the audio file 
into smaller files, where the duration of each audio file was about 1 second. As can be 
seen, the peaks denote the direction of the speaker. The speaker was assumed to move in 
a uniform circular motion. Since we simulated only the angle of the speaker regardless the 
distance from the microphone, the speed of the speaker differ depending on the distance 
of the microphone. However, the direction of the speakers changes steadily around the 
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microphone, where we assumed that the angular speed is 15 ° per second. The direction of 
the speaker differs in each segment of the figure denoting the movement of the speaker. 
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Figure 5.19: Simulation results of tracking the movement of one speaker. 

5.3 Sub-Conclusion 
The energetic analysis method is a suitable method for estimation the direction of arrival 
of multiple speakers in both horizontal and vertical plane. The method depends on ana­
lyzing and calculating the intensity of the sound. The simulation and experimental results 
approved the accuracy of this method. Even more, the method can be used for tracking a 
moving speaker. 

The experiments were carried out when three speakers spoke simultaneously, the 
method was able to estimate the directions of the three speakers in the horizontal plane 
and in the vertical plane. The median of the absolute angle error was about 3° . 

The performance of this method was studied using several time-frequency transforms 
and using several windows function type. The results approve that better resolution in 
time-frequency domain ensures better performance of the method. 



Chapter 6 

Acoustic Zooming 

In this chapter, we present a compatible system for both acoustic zooming and sound 
direction estimation [105]. The proposed system relies on the energetic analysis method 
for estimation the direction of arrival of multiple speakers, and on changing the parameters 
of Di rAC for zooming the sound coming from the wanted direction. 

The listening tests have been carried out to evaluate the reliability of this system, 
the tests were designed to compare the quality of the sound when several time-frequency 
transforms were used, and to evaluate the ability of this system to zoom the sound of 
one speaker and attenuate the other. The experimental results showed the ability of this 
system to zoom the sound. Objective measurements have been carried out as well. The 
results of the measurements showed the quality of the proposed system. 

6.1 Description of the Proposed System 
The proposed system uses the energetic analysis method to estimate the direction of mul­
tiple speakers giving the information about the speaker locations, which is needed in the 
zooming system [105]. Then, the system zooms the sound of one speaker by modifying the 
parameters of the directional audio coding. Further more, after estimation the direction of 
the speakers, the system can be modified to attenuate the sound of one or more speakers 
and keep the sound of the others at the same level as in the original sound. 

The paper presented in [106] investigated an acoustic zooming method by modifying 
DirAC parameters to zoom the sound. However, our system provides the possibility of 
using two time-frequency transforms and the possibility of using sound source direction 
estimation method to localize the speakers. 

The proposed system consists of four blocks; namely, sound source localization unit, 
Di rAC analysis unit, zooming and synthesis unit and rendering unit, see Figure 6.1. 

The input signals for this system are B-format signals presented earlier in this work, 
and the output signals are the modified Di rAC signals. 

75 
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Figure 6.1: The proposed system in the two-dimensional plane. 

6.1.1 The Modified Energetic Analysis Method 
The energetic analysis method has been introduced in chapter 5. However, extra steps 
have been added to the original energetic analysis method to exploit the proprieties of the 
human voice and also the proprieties of the acoustic in the closed room, see Figure 6.2. 
These three steps are: low pass filter, Di rAC analysis and estimation of the non-diffuse 
part. 

Filters 

The input signals of this unit are B-format signals. The idea of using a low pass filter 
comes from the fact that we want to estimate the direction of a human speech source. 
As it is well known, the speech spectrum can be divided into two parts, the first part is 
flat and it contains the frequencies up to 500 Hz, whereas the second part has a slope 
of —10 dB/octave, and it is applied to the frequencies higher than 500 Hz [107], [108]. 
Applying a low pass filter to the input signals suppresses the additional interference caused 
by higher frequency, which belongs to the noise signals. Therefore, we applied a low pass 
FIR filter with cut-off frequency equals to 3500 Hz. 

We also applied a high pass filter with cut-off frequency equal to 100 Hz in order to 
minimize the effect of the standing waves in the laboratory. It was seen that adding these 
filters improves the accuracy of the energetic analysis method. 

Dirac Analysis 

The purpose of Di rAC analysis in this stage is to estimate the diffuseness parameter, 
which can be used to divide the sound signal into diffuse and non-diffuse streams. The 
input signal of this step is the resulted filtered signals from the previous step. The signals 
are then divided in time and frequency, and the DirAC parameters are calculated as in the 
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Figure 6.2: The localization unit in the two-dimensional plane. 

original Di rAC method. The diffuseness parameter is then estimated to be applied in the 
next step. 

Estimation of the Non-Diffuse Part 

The sound signals are first separated into diffuse and non-diffuse stream using the diffuse­
ness parameter. The separation can be done by multiplying the signal in the frequency 
domain by the parameter \Aj7 and y/l — \1/ as was mentioned in section 1.2.2A. Then 
the non-diffuse part can be used to improve the accuracy of this unit by eliminating the 
diffusing sound, which is resulted from the reverberant sound. The non-diffuse part only 
is transmitted to the time domain using inverse STFT or Gabor transform depending on 
the transform used in the transformation into frequency domain. 

After processing the above mentioned steps, the original energetic analysis method is 
applied normally to the resulted signals. The results are in this case more accurate because 
of suppressing the interference caused by the diffuse sound and reverberant signals. 

The absolute angle error of this method with and without the mentioned steps is illus­
trated in Figure 6.3 using boxplot. As can be clearly seen, the absolute angle error was 
reduced when these steps were applied. 



CHAPTER 6. ACOUSTIC ZOOMING 78 

Figure 6.3: The absolute angle error of the original and the modified energetic analysis 
method. 

6.1.2 Zooming and Synthesis Unit 
The input signals for this unit are the omni-directional B-format signal (w(t)), the param­
eters estimated from the DirAC analysis unit and the information about the direction of 
the speakers obtained from the sound source localization unit [105]. 

The sound signal is first transmitted into frequency domain, and then it is divided into 
diffuse and non-diffuse stream depending on the diffuseness we estimated from the DirAC 
analysis unit. A gain factor is then applied to the non-diffuse part, and it is calculated as 

f < W if DOA(m, n) e [9 + T, 9 - T] 
g(m,n) = I (6.1) 

(gmm z / D O A ( m , n ) ^ [0 + T , 0 - T ] 

where g(m,n) is the gain applied to the frequency bin number m in the time sample 
number n, gmax is the maximum gain applied to the sound we want to zoom, gmin is the 
attenuation factor, DOA(m, n) is the direction of arrival estimated from DirAC analysis, 
9 is the direction of the speaker whose sound we want to emphasis, and it is estimated 
from the sound source localization unit and T is the half of the angle in which we zoom 
the sound and it differs in each scenario. T was chosen to be 5 degrees in our experiments. 
It was chosen depending on the length of the arc (space) that the normal size person can 
occupy when he is 2 m far from the microphones. 

The zooming factor impacts the quality of the sound. When a large zooming factor 
is used, an audible distortion occurs to the sound file, which affects the quality of the 
reproduced sound. Using a smoothing method improves the quality of the sound, and 
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minimizes the distortion of the sound. 

6.1.3 Rendering Unit 
When the sound is transmitted to the time domain, it can be rendered to a set of loud­
speakers, or to headphones [109]. However, a prior knowledge about the distribution of the 
loudspeakers should be taken into account when the rendering method is applied. In our 
system, we chose V B A P as a suitable method for rendering the sound since it has better 
localization accuracy over first-order Ambisonic [91]. 

6.2 Description of the Experiments 
The experiments were designed to evaluate the ability of zooming the sound, the resolution 
of the zooming technique and the precision of the mentioned system. They can be divided 
into three stages; namely, recording the sound, processing the sound and listening stage 
[105]. 

6.2.1 Recording the Sound 
The recording was carried out in the acoustic laboratory, see appendix A . A SPS200 
Soundfield microphone was used to record the sound of four speakers (three men and 
one woman) [104]. The listeners spoke simultaneously. A short English sentence was cho­
sen as a test sentence. The duration of the speech was about 5 seconds. A l l speakers said 
the same sentence simultaneously, which ensures the most difficult situation for the sys­
tem. The microphone was placed at the center of the laboratory, and the speakers stood at 
different positions around it at six different combinations. The sound signals were recorded 
as A-format signals, and then they were transmitted into B-format signals. 

Another recording was carried out to measure the resolution of the system. In this 
scenario, two speakers said simultaneously the same English sentences at different positions. 
The speakers came closer to each other in each new recording. The purpose of this step is 
to measure the smallest distance between the speakers at which the system is still able to 
zoom the sound of one speaker. 

6.2.2 Processing the Sound 
The mentioned system was applied to the recorded sound files in the previous paragraph. 
It was built using Matlab. Two time-frequency transforms were used; namely, short-time 
Fourier transform (STFT) and Gabor transform. The direction of the speakers was first 
estimated and then the zooming method was applied to each speaker of the four speakers 
separately. The same zooming factors were applied when both Gabor and STFT were 
used. 
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Recalling that uncertainty principle claims that it is not possible to achieve optimal 
localization in time and frequency simultaneously. In order to achieve the best resolution in 
both time and frequency domains simultaneously, a compromise between time localization 
and frequency localization should be done. Therefore, we chose both Gabor and STFT as 
time-frequency transformations to study their effects on the quality of the resulted sound. 

When STFT was used, a square-root Hanning window was applied, the length of this 
window was chosen to be 512 samples, the overlaps were chosen to be 256 points, the num­
ber of sampling points to calculate the discrete Fourier transform was 256 points, and the 
sampling frequency was 44100 Hz. A square-root Gaussian window was used when Gabor 
transform was applied. However, a similar window length and sampling frequency were 
used in both cases. The parameters were chosen depending on preliminary experiments, 
where the sound, processed using this parameters, was with the highest subjective quality. 

6.2.3 Listening Test 
In order to evaluate the zooming system, a listening test was carried out [105]. The listening 
test compared the original sound rendered using Di rAC and the zoomed sound using both 
STFT and Gabor transform. The test was performed in the acoustic laboratory described 
in appendix A as follows: six loudspeakers were located in the vertices of a regular hexagon 
with distance of vertices from the sweet spot of 2.5 meters. For this test, ten listeners were 
used. The listeners have been chosen without any hearing impairment, at the age from 
25 to 35 years. Five listeners have a good experience in the procedure of listening tests. 
For others, the procedures were explained carefully. The listeners included four women 
and six men. Each listener was seated at the position of the sweet spot of the loudspeaker 
setup. The listeners were asked to give an evaluation of the quality of the sound and of 
the loudness of the loudest speaker compared to the others. They were told to write their 
evaluation on a sheet of paper, which had the questions and a scale for each question. 
Five scales were available to describe the quality of the sound based on mean opinion score 
(MOS) [110]. The existed options according to MOS are presented in Table 6.1. 

Quality of the speech Score 
Excellent 5 
Good 4 
Fair 3 
Poor 2 
Bad 1 

Table 6.1: Listening-quality scale (MOS). 

Another five scales were available to describe the loudness ratio of the speakers to each 
other. The available options that describe the ratio of the loudness of the speakers in this 
case are shown in Table 6.2. 
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The loudness ratio of the loudest speaker Score 
I cannot hear the others 5 
Very higher 4 
Higher 3 
Slightly higher 2 
The speakers have the same loudness 1 

Table 6.2: Loudness ratio. 

The listening tests were also devoted to measure the precision of the system. The 
listeners were asked to localize the sound sources. A mobile loudspeaker was used as a 
reference sound. The same sentence was rendered via the mobile loudspeaker and the 
original loudspeaker array alternately. The mobile loudspeaker was moved around the 
sweet spot in the same distance as the loudspeakers of the array till the listener said that 
the sound coming from it and the sound rendered via the original loudspeaker array have 
the same direction. This step was applied to each one of the four speakers in each audio 
file and only to the zoomed speaker in the zoomed files. 

In order to study the relation between the value of the zooming factor and the degra­
dation of the quality of the sound, a listening test was designed, where the same sound file 
with the same zooming area was processed with different zooming factors. In this listening 
test we used the degradation mean opinion score (DMOS) which was described in Annex D 
of ITU-T Recommendation P.800 [110]. The scales for DMOS are presented in Table 6.3 

Degradation of the sound quality Score 
inaudible 5 
audible but not annoying 4 
slightly annoying 3 
annoying 2 
very annoying 1 

Table 6.3: Degradation category scale (DMOS). 

It should be noted that the duration of each test did not exceed 30 minutes, during 
which each listener evaluated three sound files. 

6.3 Experimental Results 
Depending on our listening test's results, the best ratio between gmax and gmin is between 
13 and 15 because of the ability of zooming the sound and keeping an acceptable quality of 
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Figure 6.4: The relation between the zooming ratio and the quality of the sound. 

it. Therefore, we chose the ratio 15 as a suitable value to be applied in the next listening 
tests. To estimate this ratio, the audio files were processed using different zooming factors 
as it was explained in the previous paragraph. It was seen that when small ratio between 
gmax and gmin is used, the zooming was not audible enough, whereas bigger ratio between 
gmax and gmin caused some distortion to the sound. Figure 6.4 shows the results regarding 
Table 6.2 and Table 6.3. 

The resolution of the system was measured in a subjective way. According to our 
measurements, the smallest angle between the speakers at which the system was still able 
to zoom the sound of one speaker and attenuate the second one is 15°. When the angle 
between the speakers was bigger than 15°, the system worked correctly. However, when 
the speakers were closer to each other, the system zoomed the sound of both speakers. 

A part of our experiments attended to measure the localization blur of this system, 
and the influence of the zooming system on this blur. In our experiments, most of the 
listeners explained the sound localization as ( easier ) when the zooming was applied. 
However, it was noticed that the listeners attended to match the sound source with the 
visible loudspeakers when the sound source was near them. In the original sound files 
i.e. without zooming, the listeners were asked to localize the four speakers, whereas they 
were asked to localize only the zoomed sound when the zooming was applied. The results 
showed that the median blur for the system was about 18°, and it was decreased a little 
bit when the zooming sound was applied. This little improvement in precision is mostly 
because of attenuating of the other sounds, which can be seen as a distraction when the 



CHAPTER 6. ACOUSTIC ZOOMING 83 

35 -

30 -

0 - + ' 

Original sound Zoomed sound 

Figure 6.5: The localization blur for both original and zoomed sound. 

listener focuses his attention on one speaker, see Figure 6.5. 
The results of the loudness of the sound are presented in both Figure 6.6 and Figure 6.7. 

The results were computed for each audio file as the average score of the evaluation given 
by the listeners who listened to the sound file. The results are illustrated in the graphs 
regarding the scales presented in Table 6.2. As was seen in the previous paragraph, the 
zooming was applied to each speaker of the four speakers in our recordings. However, the 
loudness of the sound of each person differs from the others. Though, the intensity of 
the sound is different as well. It was seen in our experiments that zooming the sound of 
the loudest person achieved the best quality. When the sound of one speaker was almost 
inaudible in the original recording, the zoomed sound of this person achieved the worst 
results. The results of the sound quality are presented in both Figure 6.8 and Figure 6.9 
regarding MOS score presented in Table 6.1. 

Depending on our results, the experienced listeners who had taken a part in listening 
tests before, felt the difference between the quality of the sound files when Gabor or STFT 
was applied to the zooming system more than the inexperienced listeners. Figure 6.10 and 
Figure 6.11 compare the results when Gabor and STFT are used using boxplot. As can be 
clearly seen, Gabor achieved the best results. The perception of the loudness of the sound 
was better and it kept better sound quality. 
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Figure 6.6: The loudness ratio between the sound of the speakers when STFT was used. 
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Figure 6.7: The loudness ratio between the sound of the speakers when Gabor was used. 
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Figure 6.8: The quality of the sound files according to MOS scale when STFT was used. 

O 3 

CT 
0> . 

DirAC 
H First speaker 

I Isecond speaker 
I Ithird speaker 
I I fourth speaker 

1 2 3 4 5 6 

The number of the experiment 

Figure 6.9: The quality of the sound files according to MOS scales when Gabor was used. 
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Figure 6.10: The quality of the sound when Gabor and STFT are used. 
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Figure 6.11: The loudness ratio between the sound of the speakers when Gabor and STFT 
are used. 
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6.4 Objective Measurement 
For the objective assessment of quality of extracting the signal of the zoomed sound source 
from a given mixture we used the perceptual evaluation methods for audio source separa­
tion (PEASS) [111] which is designed specifically for these purposes. The algorithm [111] 
is based on decomposing the estimation error into three components (target distortion, in­
terference and artifacts components), assessing the salience of each component via P E M O -
Q (Perception Model for Quality assessment ) [112] quality metric and combining these 
saliences via trained nonlinear mappings. The algorithm outputs are overall perceptual 
score (OPS), target-related perceptual score (TPS), interference-related perceptual score 
(IPS) and artifacts-related perceptual score (APS). 

We used the sound of four male speakers as the source sounds of the zooming system. 
The sound of the speakers was recorded in the anechoic room (reverberation time 50 ± 10 
ms in octave bands from 250 Hz to 8 kHz). The sampling frequency of the recordings was 
44.1 kHz and the recordings were synchronized in time. In order to align the loudness of 
the sound sources, their level was adjusted to RMS value of -20 dBFS with maximum peak 
values of -3 dBFS using the Steinberg Wavelab loudness normalizer. These recordings were 
rendered using four loudspeakers in the same laboratory where the subjective tests were 
performed. The loudspeakers were placed in the same distance from the sweet spot and in 
the same angles as the speakers when the recordings for the subjective tests were carried 
out. 

At first, an omnidirectional microphone was placed in the sweet spot of the loudspeaker 
array and the single speakers were recorded. The recordings were carried out synchronously 
with the playback of given speaker. The used microphone with the recording system 
conforms the IEC 61672 class 1. The recordings of the individual speakers were used as 
the reference signals for the PEASS algorithm. 

In the second step, the sound of the four speakers, which was rendered using four 
loudspeakers simultaneously, was recorded using the SoundField microphone, where this 
microphone was placed at the sweet spot of the loudspeaker as well. Recording using the 
omnidirectional microphone was performed as well to compare the results. The sound field 
recorded using SoundField microphone was then processed using the Di rAC without zoom 
and the sound of one selected speaker was zoomed in using our system with STFT and 
Gabor transform. The processed sound files were rendered at the same conditions used 
in the subjective listening tests. The same omnidirectional microphone was placed in the 
sweet spot of the loudspeaker array and its signal was recorded synchronously with the 
playback signal of the loudspeaker array. The recorded signals in the three cases (DirAC, 
zoomed sound using STFT and Gabor) were then used as a test signal for the PEASS 
algorithm. 

The results of the objective assessment of the speech quality are shown in Table 6.4. As 
it can be seen from the PEASS results, the overall perceptual score of the zoomed speaker 
is definitely better than the score of all four speakers played back simultaneously (OPS=8) 
and also better than the score of the sound field of all four speakers rendered using DirAC 
without zooming (OPS=19). The results are almost the same when Gabor and STFT are 
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Tested signal Original sound Sound field ren­ Sound field rendered with zoom 
field dered 
of 4 speakers using DirAC 

without zoom 
Gabor STFT 

OPS 8 % 19 % 38 % 38 % 
TPS 81 % 38 % 44 % 44 % 
IPS 1 % 15 % 55 % 52 % 
APS 87% 54 % 44 % 45 % 

Table 6.4: The average results of the speech quality assessment using the PEASS algorithm. 

used for the zooming. A more detailed analysis shows that a greater suppression of the 
other speakers (IPS) occurs using the Gabor transformation than the STFT. 

Absolute values of the assessment for the zooming algorithms are relatively low, but 
the quality improvements compared to the situation without using the zoom is clear. For 
the correct interpretation of the results of the PEASS algorithm it should be noted that 
the OPS is only 53 when we compare the recording of one speaker captured using the 
omnidirectional microphone in the room where the test was performed, with the recording 
of the speaker in the anechoic chamber, even those two recordings differ from each other 
only in the natural reverberation of the room. This demonstrates high sensitivity of the 
PEASS algorithm to any signal change. So it is necessary to take the output values of the 
objective assessment algorithms as the approximate values. In this case, the results of the 
subjective tests are primary. 

6.5 Subjective Intelligibility Test 
The evaluation of the proposed zooming system included an intelligibility test. For the 
statistical intelligibility testing, we used a list of 50 monosyllabic phonetically balanced 
(PB) words from Harvard P A L PB-50 test. Phonetic balance means that the relative 
frequencies of the phonemes on the test list are as close as possible to the distribution 
of speech sounds used in English, which was in turn based on analysis of 100,000 words 
in newsprint [113]. Sound field of four speakers was used for the subjective intelligibility 
assessment. Three of them read English sentences, which were not related to the list of 
words, and one of the speakers was reading the P B words in random order, each spoken in 
the same carrier sentence. Same procedures, as in the objective assessments, were made for 
this test. The recorded sounds were then processed using the zoom system. The listeners 
sat at the sweet spot of the loudspeaker array and they listened to the sound in four cases 
i.e. mono-sound, rendered sound using DirAC, zoomed sound using STFT and zoomed 
sound using Gabor transform. The listeners wrote down the recognized words. 

The Chance-Adjusted Correct Response rate (CACR) for one listener is calculated 
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using the following formula [114] to compensate for the chance level: 

S= ° N 100 (6.2) 

where S is the response rate adjusted for chance ("true" correct response rate), N is the 
total number of P B words used in test (50), NQ is number of correctly recognized PB 
words, and Nj is the number of incorrectly recognized P B words. A completely random 
response will result in half of the responses to be correct. With this equation, random 
response will give average response rate of 0 %, not 50 % [114]. 

The results of the subjective intelligibility test are shown in Table 6.5. The resulting 
response rate for the intelligibility was computed as the average value for 10 listeners. It 
is clear from the results, that the Acoustic Zoom significantly improves the intelligibility. 
As can be seen, the same trend as in the objective results is noticed. However, the results 
can be compared only qualitatively. 

The Tested Signal Intelligibility Score 
Acoustic zoom using Gabor 92.4 
Acoustic zoom using STFT 89.6 
DirAC 24 
A l l 16.4 

Table 6.5: Intelligibility Score. 

6.6 Sub-Conclusion 
A new system for estimation the direction of the speakers and zooming the sound of one of 
them was introduced. This system depends on the energetic analysis method for estimation 
the direction of the speakers, and on modifying the Di rAC parameters for zooming the 
sound. Two time-frequency transforms are used namely, STFT and Gabor transform. 
Several listening tests have been carried out to evaluate the effect of the zooming ratio on 
the quality of the sound, the precision (localization blur), the quality of the sound, and 
the performance of the acoustic zooming system. The listening tests were mostly designed 
depending on ITU recommendations. The subjective experiments showed that Gabor 
transform achieved better results than STFT. It also showed that the resolution of this 
system is about 15°, and the precision (localization blur) is almost 18°. 

Objective tests were done as well. The objective tests were in conformity with the 
subjective tests. PEASS algorithm evaluated the attenuation of other speakers (IPS) to be 
over 50%, whereas the ratio of the loudness of the zoomed speaker is about 3.5 till 4 from 
5 point on MOS scale according to the results of the subjective tests. The comparison of 
the results of quality assessment is more complicated because the listeners were not told 
if they have to evaluate the quality degradation of the zoomed sound (equivalent to the 
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TPS) or the quality degradation of the sound due to artifacts (equivalent to the APS) . A 
closer analysis of each evaluation of PEASS algorithm shows that the zoomed speaker is 
more separated from other speakers when Gabor transform is used than when STFT is 
used, but other artifacts occur. 



Chapter 7 

Conclusions 

This dissertation aimed at designing an acoustic zooming system, which enables zooming 
the sound of one speaker among the other speakers. Throughout this work, two major 
disciplines have been investigated; namely, sound source localization and surround sound 
rendering. The proposed system uses the results of this work in the both mentioned fields, 
creating the possibility of further investigation in this area in order to work in real time. 

The thesis presented an overview and state of the art of the current sound source 
localization methods, together with an introduction and state of the art of the sound 
rendering techniques in Chapter 1. 

Chapter 2 investigated different time-frequency transforms, recalled their formula and 
explained the conception of optimal localization in the time-frequency domain or so called 
Heisenberg's principle, whose effect on sound direction estimation method was studied in 
the next chapters. 

Chapter 4 presented the simulation results of sound localization methods; namely, CC, 
P H A T and M L methods, and experimented them in the laboratory. The experimental 
results showed the ability of these methods to estimate the direction of one speaker in 
closed rooms. It was seen that P H A T method has the advantage over C C and M L methods 
against the noise in the simulation environment, and it also achieved the best experimental 
results. 

The accuracy of some sound rendering techniques was also experimented in order to 
choose the best technique which can be used in the acoustic zooming system. The ex­
perimental results showed that V B A P has better accuracy compared to the Ambisonic 
first-order decoders. 

Chapter 5 presented a new method for multiple sound source direction estimation, 
showed the simulation and the experimental results of this method, and studied the effect 
of the used transform on the accuracy of this method. The simulation results showed 
the ability of this method to estimate the direction of multiple speakers in both two-
dimensional and three-dimensional plane, which was approved by the experimental results 
as well. The effect of the used time-frequency transform on the accuracy of this method 
has been studied as well, showing that better accuracy in time-frequency domain ensures 
better accuracy of this method. Even more, simulation has been performed to investigate 
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the ability of this method to track a moving target. 
A combined system of sound source localization and acoustic zooming was presented 

in Chapter 6. The system combines the effort of the previous chapters providing the 
possibility of estimation the direction of multiple speakers and zooming the sound of one 
of them. The listening tests have been performed as well to evaluate this system. The 
evaluation approved the ability of this system and also showed the effect of time-frequency 
transform on the quality of the sound. 

7.1 Contributions of the Thesis 
The main contributions of this work can be summarized as follows: 

• The thesis started by investigating the existed sound source localization methods. 
Some experiments have been implemented in order to compare the accuracy of these 
methods. 

• A new sound source direction estimation method, which was inspired by DirAC, has 
been introduced in this work. The simulation and the experimental results of this 
method have been shown in Chapter 5. 

• A system for acoustic zooming has been tested using several time-frequency trans­
forms. This system depends on the sound direction estimation method and on mod­
ifying the parameters of DirAC. 

• The listening tests and objective measurements have been performed as well. The re­
sults of these listening tests and measurements approved the accuracy of this acoustic 
zooming system. 

The author of the thesis suggests exploring the possibility of working the proposed 
system in the real time. Then, the system can be used in video-conferencing system. 
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Appendix A 

Laboratory 

Sound recordings and listening tests were carried out in the acoustic laboratory at Depart­
ment of Telecommu- nications F E E C , Brno University of Technology that meets the ITU-R 
BS. 1116-1 requirements for the listening conditions and reproduction devices; the labora­
tory provides semi-diffuse field with reverberation time RT60 around 0.3 s for one-third 
octave bands from 125 Hz, see Figure A . l . 
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Figure A . l : RT60 measured in the laboratory. 
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