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Abstract 
This thesis deals w i th the task of recognizing emotions from electroencephalogram ( E E G ) . 
Two models were trained for binary classification of emotions, where one classifies neutral 
emotion or fear and the other classifies happiness or sadness. D u r i n g the work on this thesis 
many different architectures were tr ied, and the best result was obtained using a model w i th 
two branches of C N N - L S T M connected before the output layer. The resulting accuracy was 
87.309% for sad-happy classification and 84.865% for neutral-fear emotion. 

Abstrakt 
T á t o p r á c a sa z a o b e r á rozoznávan ím emóci í z elektroencefalogramu ( E E G ) . D v a modely 
na b i n á r n u klasifikáciu emóci í , kde jeden model klasifikuje n e u t r á l n u emóc iu alebo strach 
a d r u h ý šťast ie a s m ú t o k . P o č a s p r á c e bol i v y s k ú š a n é m n o h é rôzne a r ch i t ek tú ry , p r i čom 
naj lepšie výs ledky bol i d o s i a h n u t é modelom pozos t áva júc im z dvoch vetiev K N N - L S T M 
spo jenými pred v ý s t u p n o u vrstvou. Výs ledná presnosť bola 87.309% na klasifikáciu šťas t ia 
a s m ú t k u a 84.865% na klasifikáciu n e u t r á l n e j emócie a strachu. 
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Rozšířený abstrakt 
S e m ó c i a m i sa s t r e t á v a m e k a ž d ý deň . E m ó c i e sú odozvou na e x t e r n é a i n t e r n é podnety 
ovplyvňujúce ľudské sp rávan ie , p a m ä ť , mot ivác iu , rozhodovanie, sús t r eden ie , kreat iv i tu a 
medziľudské vzťahy. E m ó c i e m o ž n o rozoznať pomocou v ý r a z u t vá re alebo s lovných vyja
drení , no ľudia m ô ž u emócie maskovať alebo neprejavovať, čo môže sťažovať p r á c u n a p r í k l a d 
psychológom. Rozoznávan ie emóci í priamo z mozgu je preto a t r a k t í v n y smer rôznych š túd i í . 

T á t o p r á c a sa z a o b e r á rozoznávan ím emóci í zo z á z n a m o v Elektroencefalografie ( E E G ) . 
N a rozpoznanie emóci í sa m ô ž u využívať rôzne m e t ó d y ako s t ro jové učenie alebo "hlboké 
učenie" . P re dosiahnutie čo na j lepš ieho rozonávan ia emóci í bolo p o t r e b n é p reš tudovať zák
l adné koncepty funkcie neu rónov , ľudkého mozgu a zachy távan ie mozgovej ak t iv i ty pomocou 
E E G . Ďalej bolo n u t n é zoznámiť sa s procesom učen ia v n e u r ó n o v ý c h sieťach a r ô z y n m i ex
is tu júcimi a r c h i t e k t ú r a m i . V prác i sú p o t r e b n é informácie na pochopenie t ý c h t o súvis lost í 
p o s k y t n u t é , p r i čom väčší dô raz sa kladie na vysvetlenie p r inc ípov h lbokého učenia . 

Cieľom p r á c e bolo na t r énovať model rozoznávajúc i emócie . V tejto prác i sa využ íva 
m e t ó d a "hlbokého učenia" z nevyč i s t ených segmen tovaných E E G d á t bez predspracovania. 
Tento p r í s t u p bo l zvolený s cielom neurónove j siete rozoznať g lobá lne vzory predstavu
júce emócie priamo z mozgu. E E G d á t a využ ívané v tejto p rác i sú z S E E D - I V datasetu. 
J edno t l i vé E E G z á z n a m y bol i rozde lené podľa p o s k y t n u t ý c h tr ied a s e g m e n t o v a n é po 1-
sekundových čas t i ach . Dataset obsahuje E E G z á z n a m y z a m e r a n é na š tyr i emócie - smú
tok, n e u t r á l n u emóciu , šťast ie a strach. Toto umožn i lo aby vzn ik l i dva b i n á r n e modely na 
rozoznávanie strachu alebo n e u t r á l n e j emócie a šťas t ia alebo s m ú t k u z E E G d á t . 

P o č a s p ráce bolo v y s k ú š a n ý c h viacero a r c h i t e k t ú r pozos táva júc ich z L S T M , G R U a 
C N N vrstiev, k t o r é sú ča s to využ ívané na rozoznávanie emóci í . J edno t l i vé modely využ i t é 
v p rác i sú bližšie vysve t lené v prác i , p r i čom j e d n ý m modelom bol i d o s i a h n u t é v ý r a z n e lepšie 
výs ledky ako o s t a t n ý m i . 

M o d e l k t o r ý dosiahol naj lepšie výs ledky pozos táva l z dvoch vetiev, kde k a ž d á vetva 
pozos t áva z konvolučnej vrsty po ktorej nasleduje a k t i v a č n á vrstva "elu", ďalšie dve kon-
volučné vrstvy, a k t i v a č n á "elu" funkcia a na záver "MaxPool ing" . J e d n o t l i v é vrs tvy sa líšili 
veľkosťou jadra konvolúcie , p r i č o m jedna vetva mala veľkosť jadra 5 a d r u h á 7. 

M o d e l bo l v y h o d n o t e n ý na p o d m n o ž i n ě S E E D - I V datasetu na k torom nebol t rénovaný. 
N a t ý c h t o pre model nových d á t a c h bola d o s i a h n u t á presnosť (po anglicky "accuracy") klasi
fikácie šťas t ia alebo s m ú t k u 88.43% a klasifikácie n e u t r á l n e j emócie alebo strachu 84.865%. 
Pre model bol i t ak t i ež v y p o č í t a n é a pozorované iné hodnotiace metriky, p r i č o m A U C skóre 
hovoriace o tom ako dobre vie model rozlišovať j edno t l ivé tr iedy bolo viac ako 0.92 pre oba 
modely. 
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Chapter 1 

Introduction 

Emotions are a popular topic since the times of ancient philosophers. The understanding of 
emotions and emotion theories as such differ through t ime. Some believed that the human 
body actions lead to the emotions being formed, some that the thoughts and mental state 
are the main reason for the emotions to form, while other believed that the act ivi ty in 
human bra in creates the emotions. It can be seen that humans always wanted to better 
understand emotions. 

Emotions are organized responses typical ly to internal or external s t imuli that influence 
person's memory, decision making, task prior i t izat ion, focus, creative th inking, planning for 
future, motivat ion and inter-human relationships. Psychologists can use the emotion recog
ni t ion of their patients i n order to create more accurate diagnosis and help w i th treatment. 
Another use case for recognizing emotions is user interface, where the emotional response 
from the user in human-computer interfaces can be used for improvement. Current ly there 
are two models of emotions ut i l ized i n affect computing: dimensional and discrete models. 

Emotions are in dimensional models represented i n a dimensional form. A two-di
mensional model has valence (ranging from positive to negative) as one dimension and 
arousal (ranging from boredom to excitement) as the second dimension called V A model. 
Three dimensional model w i th valence, arousal and dominance (ranging from no control to 
full control over situation) dimensions called V A D model . Discrete or categorical emotion 
models consider that humans feel the pr imary emotions such as fear, sadness, joy, disgust, 
surprise and anger and labels them. People then choose one of the emotion from the model. 

Emotions can be recognized by speech, the tone of voice, by facial expressions, body 
language etc. However, as the emotions recognized by people can be subjective or the 
emotion can be masked, the emotion recognition through bra in waves using E E G is recently 
getting more frequently explored. The main idea behind E E G emotion recognition is to 
recognize the bra in patterns representing emotions from brain. 

E E G captures the act ivi ty of the brain, which is a signal w i th complex dependen
cies. The patterns representing emotions are not recognizable by eye so more advanced 
methodologies are used to interpret the brain waves. Machine learning and it 's sub-field 
deep learning are often chosen methodologies for emotion recognition w i t h good evaluation 
metrics. The goal of this thesis is to t ra in and create a deep learning model capable of 
recognizing emotions. 

This thesis is organized into five parts. In chapter 2 a l l necessary information to un
derstand how the brain works are provided. The following chapter 3 explains the elec
troencephalography ( E E G ) and how it manages to capture the brain activity. In chapter 4 
the concepts of deep learning are introduced. Chapter 5 presents the dataset used in this 
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thesis and the designed models used in this thesis are introduced. The following chapter 6 
discusses the results achieved. 
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Chapter 2 

Introduction to brain activity for 
E E G 

In order to understand how emotion can be recognized from the data, an insight into how 
the bra in works and what brain act ivi ty is provided in this chapter. 

H u m a n brain's neural act ivi ty starts i n the prenatal development between the 17th and 
23rd week, which is an indicator of the brain functions and the state of the body [25]. The 
most significant functional unit of the central nervous system is neuron. 

2.1 Neurons 

In this section the information obtained from The Human Brain Book: An Illustrated Guide 
[6] and EEG/ERP Analysis: Methods and Applications [21] is summarized into a compact 
format. 

A neuron is a self-contained functioning unit of the central nervous system. The human 
brain contains bill ions of neurons, which process and transmit information through electrical 
and chemical signals. 

Neurons consist of a cell body (soma) and long, th in , threadlike extensions coming out 
of its core - neurites. Neurites can be mainly of two types - axons and dendrites. Usually, 
dendrites receive nerve signals, and axons send them further. Nerve signals compose of 
series of discrete impulses - action potentials. A nerve impulse is a t iny spike of electricity 
traveling through the neuron. W h e n looked at in more detail , it is caused by the movement 
of the ions (chemical particles w i th electrical charges) through the cell's outer membrane 
surrounding the neuron. The nerve signal moves along the membrane as a sequence of 
depolarization and repolarization. 

W h e n no impulse is passing through the neuron, the neuron has a resting potential of 
-70mV. In this state there are more potassium and negatively charged ions inside the cell 
body and more sodium and positive ions outside the cell's membrane. T h i s causes the 
cell's outside to have positive electrical potential and inside the cell's body to have negative 
electrical potential - polarizat ion. W h e n an electrical current arrives through dendrites, the 
potential is slowly increasing unt i l a threshold of approximately -55mV is reached(A). This 
process of increasing the potential is called depolarization. After the threshold of -55mV 
is reached, the cell membrane is completely open to the positively charged sodium ions 
flowing from the outside of the cell membrane to the inside. After the cell is completely 
open to the N a + ions, a positive action potential of approximately 30mV is reached (B) . 
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After reaching the peak of 30mV, restoring the balance of the electrical charge of the 
neuron's body is needed. The positive potassium ions are pumped out across the membrane 
to restore the resting potential (C) . Th is process is also called repolarization. Dur ing this 
change, the cell membrane potential drops below the resting potential (D) , also known as 
hyper-polarization, and then increases to the cell membrane's resting potential of -70mV. 
A c t i o n potential (a sequence of changes in the voltage across the cell's membrane) is carried 
to the other neurons through the axons. A s the neuron has many axons and dendrites, the 
neuron becomes activated when the total electrical current incoming from a l l axons exceeds 
a certain threshold, and the information is t ransmit ted further. 

The strength and durat ion of most nerve impulses are the same - around 100 mil l ivol ts 
for strength and around one mill isecond for the durat ion. The speed of the impulse might 
vary. 

A s the electrical current generated by a single neuron is small , the neural oscillations 
generated by large groups of neurons are usually monitored to observe the central nervous 
system. 

2.2 Bra in waves 

Neural oscillations that electroencephalography investigates are called brain waves. The 
human bra in can produce five major brain waves that are classified by frequency ranges. 

Del ta waves have a frequency range of 0.5-4.0 H z . These waves have the highest ampl i 
tude, occur pr imar i ly i n adults and are associated wi th deep sleep [21]. 

Figure 2.1: Figure depicting delta wave. Taken from EEG/ERP Analysis: Methods and 
Applications 1st Edition [21]. 

The ta waves ( 4 - 8 Hz) are normal ly observed in young children. In adults, these waves 
are observed i n a state of drowsiness, arousal, or meditat ion. The i r excess can indicate 
abnormal activity. 
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Figure 2.2: Figure depicting theta wave. Taken from EEG/ERP Analysis: Methods and 
Applications 1st Edition [21]. 

A l p h a waves (8 - 13 Hz) are associated wi th wakefulness, closing the eye and creativity. 
A l p h a waves have higher amplitudes near the occipi ta l areas. The name alpha waves comes 
from the fact that these were the first waves that were detected. 

Figure 2.3: Figure depicting alpha wave.Taken from EEG/ERP Analysis: Methods and 
Applications 1st Edition [21]. 

Be ta waves (14 -26 Hz) are found i n normal adults. They represent active attention, 
active th inking, focus on the outside world, and solving concrete problems. They are usually 
of low ampli tude under 30 microvolts. 

Figure 2.4: Figure depicting beta wave.Taken from EEG/ERP Analysis: Methods and 
Applications 1st Edition [21]. 

G a m m a waves (30-100 Hz) help b ind the neurons' populations together. They rarely 
occur, only when simultaneously processing more senses, such as sound and sight. 
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Figure 2.5: Figure depicting gamma wave.Taken from EEG/ERP Analysis: Methods and 
Applications 1st Edition [21]. 

2.3 The human brain 

Different types of brain waves and various parts of the brain are associated w i t h distinct 
functions. The human brain consists of three main parts: the cerebellum, cerebrum, and 
the brainstem: 

Brainstem 
Brains tem is involved in automatic mental activities such as breathing, heartbeat, 
vomit ing, sneezing, and coughing [6]. 

Cerebel lum 
Cerebel lum is located at the back of the head and is also called the l i t t le brain. It's 
function is to coordinate body movements such as keeping balance, keeping posture, 
and muscle control [6]. 

C e r e b r u m 
Cerebrum is the largest part of the brain and is d ivided into left and right hemispheres 
linked wi th nerve fibers [6]. Its function is responsible for day-to-day functions. Cere
brum is subdivided into six parts: The frontal lobe, Par ie ta l Lobe, Temporal Lobe, 
Occ ip i ta l Lobe, Insular Lobe, and L i m b i c Lobe. 

• Frontal lobe 
Frontal lobe is responsible for executive functions such as emotion control, move
ment, speech, and problem-solving [6] [21]. 

• Temporal lobe 
Temporal lobe is responsible for auditory sensations processing and their emo
t ional tone [6] [21]. 

• Parietal lobe 

• Occipital lobe 
Occip i ta l lobe is mainly responsible for vision-related tasks and information pro
cessing [21]. 

• Insular lobe 
Insular lobe assumes role i n pain transmission [6]. 
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Figure 2.6: Figure depicting the different parts of brain and their functionality. Taken from 
EEG/ERP Analysis: Methods and Applications 1st Edition [21]. 

11 



Chapter 3 

Electroencephalography 

In this chapter, information was mainly obtained from book EEG/ERP Analysis: Methods 
and Applications 1st Edition [21]. 

Electroencephalography investigates brain waves (neural oscillations). The first person 
to discover brain act ivi ty i n the form of electrical signals i n smal l animals was Richard 
Ca ton (1877). V l a d i m i r Pravdich-Neminsky was the first to measure the electrical act ivi ty 
in the bra in of dogs i n 1912. V . Pravfich-Neminsky used the term electrocerebrogram to de
scribe this recording. Later , Hans Berger recorded the first human electroencephalography 
recordings (1929). Berger named the brain's electrical activities „ E l e c t r o e n k e p h a l o g r a m " . 
Since the first brain ac t iv i ty recording, the concepts of recording electrical neural act ivi ty 
were improved and combined into electroencephalography. The name Electroencephalo
gram stands for electro, which refers to the brain's electrical activities, encephalo referring 
to signals emit t ing from the head, and gram for drawing or wr i t ing of the signal [25]. The 
abbreviation E E G is commonly used instead of the full name electroencephalogram and w i l l 
be used interchangeably i n the future i n this work. Electroencephalogram is the recording 
of the electrical ac t iv i ty generated by the firing of the neurons wi th in the brain, usually 
recorded at the scalp [14]. The electrical impulse generated by a single neuron is too small 
for E E G is to capture. E E G records the sum of the synchronous ac t iv i ty of a big group 
of neurons (thousands of millions) w i t h similar spatial orientation. The signal has to go 
through mult iple resistive layers during E E G recording, and the voltage of two electrodes 
close together can be quite similar. The act ivi ty deep i n the brain is, therefore, difficult 
to be captured by the E E G . E E G has low spatial resolution (where i n the brain act ivi ty 
happened) and good temporal resolution (when the bra in act ivi ty happened). 

E E G can be recorded either by non-invasive or invasive methods. D u r i n g invasive E E G , 
doctors during surgery implant the electrodes in some regions of the brain. Dur ing non
invasive E E G , the electrodes are placed on the scalp. Electrodes can be placed on the 
scalp by using special headcaps or headsets. D u r i n g a non-invasive E E G recording, a gel or 
saline can be used. G e l and saline improve electric conduct ivi ty and impedance, resulting 
in better-quality recordings. A s using gel or saline is not always convenient, headcaps and 
E E G recording systems that do not need gel or saline and s t i l l obtain satisfactory results 
were invented and are often used. 

The E E G measurement system consists of electrodes, amplifiers w i th filters, an analog-
to-digi tal converter, and a recording device. 
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3.1 Electrodes 

Electrodes are smal l metal disks typical ly of a diameter from 0.4cm to 1 cm. There are 
many types of electrodes, and the most commonly used are A g - A g C l electrodes made of 
silver and covered w i t h a silver chloride coating. 

In general, electrodes can be classified into three types according to their roles i n the 
recording - active, reference, and ground electrodes. G r o u n d electrodes reduce the noise by 
grounding the circuit . The reference electrode is chosen as a reference point for capturing 
the electrical charges between the active electrodes during the recording. The reference 
electrode is chosen based on the montage used for recording, to understand the montage 
types it is helpful to understand the placements of electrodes first. 

3.2 Electrode Placement 

In 1958 a standard E E G electrode placement protocol was formulated, later revised and 
called the 10-20 System. This system informs about the locations of 75 electrodes on the 
scalp's surface. A t first, the nasion (front of the head), the inion (back of the head), and 
two pre-auricular points are determined. Based on these locations, the placement of the 
other electrodes is determined. The electrodes are placed at positions wi th distances of 
10% and 20% along the front-back length (nasion-inion) and left-right length. Tha t is why 
the international name for this electrode placement is 10-20 System. Each electrode has its 
specific name to be able to identify its posit ion on the scalp. The name consists of one or 
two letters and a number. Letters represent the bra in region of the posit ion of the electrode 
where Fp stands pre-frontal, F for frontal lobe, C for central, P for parietal, O for occipi tal 
and T for temporal . Numbers represent the distance from the midl ine (line from the nasion 
to the inion), where the higher the number, the greater the distance. Mid l i ne electrodes 
are labeled w i t h the letter 'z'. O d d numbers are used for the notat ion of electrodes placed 
on the left hemisphere and even numbers on the right hemisphere. 
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Figure 3.1: Figure depicting the 10-20 system. Taken from EEG/ERP Analysis: Methods 
and Applications 1st Edition [21]. 

3.3 Montages 

There are two main montage types: bipolar and referential. 

Bipolar montage 

In a bipolar montage, a difference between two neighboring electrodes is measured. Chan
nels are arranged in chains where the first channel's second electrode is the next channel's 
first electrode. So the channel capturing the difference i n voltage between the electrode 
F p l and electrode F 3 is followed by the channel capturing the voltage difference between 
the electrodes F 3 and C 3 , and so on. In this type of montage, the names for the channels 
consist of the electrode names such as F p l - F 3 and F 3 - C 3 . This montage type easily cancels 
out external noises as it amplifies the local potential . 
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3.3.1 Referent ia l montage 

In a referential montage, each channel in the recording represents the difference between 
an active electrode and one chosen referential electrode. Th is reference electrode is placed 
in a different posit ion than the recording electrodes but has no standard posit ion. If the 
referential electrode is placed on one hemisphere, it can cause the amplification of the signal 
on this hemisphere. One of the places the reference posit ion that could be selected is ears. 

3.3.2 Average reference montage 

Another montage type is the average reference montage. A signal is obtained by summing 
and averaging the outputs of a l l amplifiers, which is then used as a common reference signal 
for each channel. 

3.4 Artifacts in E E G 

D a t a obtained from E E G recording is composed of E E G recording and noises that are 
not necessarily related to bra in activity. A l l n o n - E E G signals are referred to as artifacts 
[1]. Art ifacts can be divided into 2 categories: Physiological and non-physiological [1]. 
Physiological artifact are artifacts originated from the body such as movement of the eye, 
eye movement, head movement, heartbeat or muscular noise. 

Phys io log i ca l artifacts 

Physiological artifacts can be removed from E E G using the recordings capturing the signals 
from Electrooculograp ( E O G ) for vision-related s t imuli , Elect romyogram ( E M G ) for muscle 
contraction, and Electrocardiogram ( E C G ) for potential difference in the cardiac muscle. 
Ocular-related artifacts sum linearly on top of the brain activity. They can be relatively 
easy to detect as they appear i n E E G as one big spike during b l ink ing or a rectangular-like 
spike during eye movement. These artifacts also occur only near the occipi ta l and frontal 
regions. 
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Figure 3.2: Figure showing E E G recording wi th eye bl ink artifact and eye movement artifact 
(left) w i th corresponding E O G recording(right). Taken from EEG/ERP Analysis: Methods 
and Applications 1st Edition [21]. 

Electromyography artifacts are known as high-frequency activities. These artifacts are 
generated by the contraction of the muscles representing neuromuscular activities. The 
signal appears to be very spiky when plot t ing the captured electrical amplitudes w i th 
electromyography artifacts as can be seen i n Figure 3.3. 
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Figure 3.3: Figure showing E M G artifact i n E E G recording. Taken from EEG/ERP Anal
ysis: Methods and Applications 1st Edition [21]. 

E C G artifacts occur during heart act ivi ty can be seen i n Figure 3.4. The locat ion of 
the E C G artifact and the magnitude varies from subject to subject based on the w i d t h of 
the person's neck. 
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Figure 3.4: E C G artifact in E E G recording (blue), corresponding E C G signal (green) and 
the signal after E C G was suppressed (red).Taken from EEG/ERP Analysis: Methods and 
Applications 1st Edition [21]. 
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N o n - p h y s i o l o g i c a l art i facts 

Non-physiological artifacts can be caused by the surrounding environment, such as D C 
noise, high impedance, cable movement, poor placement of electrodes, or E E G recording 
system malfunction. One of the most common causes is the alternating power supply 
which varies i n different continents/countries. Th is frequency is 50 H z i n Europe and in the 
U S A 60 H z , which can be removed by applying a notch, which is a filter that attenuates 
frequencies of some range, but others pass unaltered. 

3.5 E E G data preprocessing 

This subchapter has been adopted from[14]. E E G recordings can contain different noises 
called artifacts that can affect the recorded signal as was already explained in section 3.4. 
The usual way to process the E E G data for a machine learning algori thm is to clean the 
data using preprocessing before handcrafting the features from the E E G . 

There are many methods to preprocess the E E G data. Preprocessing usually consists of 
segmenting the raw data without change (reorganization) and removing artifact-ridden data 
from E E G recording. Frequently used E E G preprocessing methods are filtering, extract
ing data epochs and removing baseline values, removing and interpolating bad channels, 
removing bad epochs, or removing E E G artifacts using independent component analysis. 

This preprocessing is not needed for deep neural networks that is learning from the raw 
data as i n deep learning the neural networks learn from the noise in the data, and wi th 
more advanced preprocessing, the global patterns can be smoothed out and removed from 
the data. Usual ly i f the raw data are passed to the neural network the only preprocessing 
is segmenting the data without any change to the data itself. 

There are however methods that can be used for preprocessing that change the original 
values of the data which w i l l be explained i n the next sections and are not used i n this 
thesis. 

Filtering 

It is advised to use filtering as the first preprocessing method as it can cause filtering 
artifacts on the already segmented data. D i g i t a l filters can be applied to raw E E G data to 
reduce the artifacts. Four types of filters are usually used: low-pass filter, high-pass filter, 
band-pass filter, and band-stop filter. 

Extract ing data epochs and removing baseline values 

Sometimes it is necessary to change two-dimensional E E G data (timesteps x channels) to 
three-dimensional data (epochs 1 x segment timesteps x channels). Th is can be necessary 
if some cognitive tasks want to be observed wi th marked events i n the E E G recording. 
Dur ing the segmenting of E E G data based on these tasks choosing the event onset is 
important . Event onset is the t ime point 0 which can be either the behavior response 
to the stimulus or the stimulus. After the segmentation of E E G data where event-related 
potentials are observed, it is necessary to remove the mean baseline value from each segment 
as the electrical potential at each segment differs. D u r i n g resting-state datasets, where 

1Epochs in this context mean the number of segments created from the E E G data 
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a neural act ivi ty not elicited from a specific task is observed [4], the baseline correlation is 
not necessary even after segmenting the data. 

Removal and interpolation of bad channels 

M a n y mistakes might occur during the recoding of E E G , such as electrode malfunctioning 
or improperly placed electrodes. Channels w i th malfunction can be called „bad channels". 
These bad channels might be removed as part of the preprocessing not to cause noise to 
the data. However, which channels are considered to be bad can differ from subject to 
subject dur ing E E G recording, which makes preprocessing the data for a group of subjects 
difficult. Interpolation of the bad channels based on the good channels is often used instead. 
However, this lowers the spatial resolution as the bad channel is dependent on the rest of 
the channels after interpolation. 

T h e removal of bad epochs 

If a segment of the E E G recording contains too many artifacts, such as eye movements or 
giggling, the epoch might be rejected. Rejection of a segment is usually done after visual 
inspection and manual flagging of the bad epochs. If observing event-related tasks, the 
epochs where the subject made an error response might also be removed. Exper ts may 
disagree on whether these epochs should be removed from the datasets. 

Removal of E E G artifacts using independent component analysis 

Independent component analysis ( I C A ) is a statist ical method for decomposing E E G data 
into a set of components. Th is method separates components from mult ichannel E E G 
signals into independent signals. Th is can be used for artifact removal after identifying the 
component related to the artifacts. 

19 



Chapter 4 

Deep learning 

M i t c h e l l created a broad definition for the te rm learning algori thm: 

UA computer program is said to learn from experience E with respect to some 
class of tasks T and performance measure P, if its performance at tasks in T, 
as measured by P, improves with experience E [20]." 

This thesis is concerned wi th a supervised machine-learning classification task. In refer
ence to the definition of machine learning quoted above, the task T in this thesis is the task 
of classifying emotions from E E G , the performance measure P is the percentage of correctly 
classified E E G recordings, and the experience E is a database of E E G labeled samples. 

This chapter introduces neural networks and their appl icat ion in the recognition of 
emotions from E E G . It consists of an introduct ion to the pipeline of E E G recognition, 
what neural networks are and how they learn, and the special neural network architectures 
of neural network architectures that can be used for E E G classification tasks. 

A typica l machine learning pipeline for processing E E G data for recognizing emotions 
is: 

1. Ob ta in or record E E G data 

2. Preprocess the E E G data 

3. Ex t rac t and select features 

4. Pass the features to a classifier 

Feature extraction and feature selection identify smaller feature sets from raw E E G data 
that are then passed to a model to reduce the t ime needed for model t ra ining and increase 
the accuracy. 

T ime domain analyses (such as event-related potential , independent component analy
sis, or pr incipal component analysis), frequency domain analyses (such as power spectral 
density, higher-order spectrum, or fast Fourier transform), time-frequency domain analyses 
(such as short-time Fourier transform or wavelet transform) or nonlinear analyses (such as 
permutat ion entropy, approximate entropy, power spectrum entropy) can be used to extract 
features from the E E G data [13]. 

Selecting features can also reduce the number of features. Features can be selected 
using linear discriminant analysis, pr incipal component analysis, independent component 
analysis, or other methods. This process of extracting and selecting features can be labori
ous, and machine learning practitioners need to have thorough understanding of the E E G 
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data to extract the correct features. Deep learning algorithms extract and select features 
automatical ly and globally as they generate patterns from noise. 

The pipeline changes to: 

1. Ob ta in or record E E G data 

2. Preprocess the E E G data 

3. T ra in the neural network 

The visual izat ion of the pipeline for E E G classification is i n Figure 4.1. After the 
prediction an estimate of how good the model is performing is usually computed and based 
on this further improvements to the model are done. 

Figure 4.1: Figure depicting the pipeline for E E G classification using deep learning. Pic ture 
for neural network is taken from [2]. 

In the next section, the term neural network w i l l be explained. 

4.1 Neural networks 

The information in this chapter is mainly based on Deep learning illustrated book[lS] and 
Fundamentals of Deep Learning[5]. Mul t i p l e artificial neurons combined and assembled into 
layers are called neural networks. W h e n using non-linear functions as activation functions, 
neural networks are able to compute any continuous function [22]. The term deep in neural 
networks refers to the depth of the neural network (the number of layers). Neura l network 
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wi th few layers is called a shallow neural network and when a neural network has many 
layers and artificial neurons, then the network is called deep neural network. In neural 
network a layer is a container of neurons also called units i n the same depth. In a broad 
sense the same depth neurons can be the neurons whose input is the same or number of 
operation computed to get the input to the neuron is the same [12]. For example when the 
neural network has 2 layers, the first layer of neurons was given the input vector x, the 
second layer of neurons has as the input the activation values from the neurons from the 
previous layer (columns i n the Figure 4.2 represent one layer of a neural network). 

Hidden 

Figure 4.2: Figure of a neural network wi th one hidden layer. Taken from [2]. 

Deep neural network consists of three types of layers. Input layer which is reserved for 
the input data fed into the the network, one or more hidden layer for learning representations 
from the input data and an output layer reserved for the output values [18] as can be seen 
in Figure 4.2. The term hidden refers to the layer output from hidden layers not being 
shown and observed dur ing t ra ining expl ic i t ly [10] [12]. 

In neural network there is only one input at the beginning of the neural network and 
one output layer at the end of the neural network, but the number of hidden layers is 
not defined. Usual ly when ta lk ing about the number of layers of the neural network, the 
input layer is not counted, so when ta lk ing about three-layered neural network, the network 
actually has 4 layers: one input, two hidden and one output layers [10]. 

4.1.1 A r t i f i c i a l N e u r o n 

Art i f i c i a l neurons are the basic bui ld ing blocks of neural networks. A s explained i n Sec
t ion 2.1, neurons are comprised of the cell body, dendrites, and axons. Dendrites receive 
signals from other neurons, and i f the sum of the signals reaches a certain threshold, a signal 
called an action potential is t ransmit ted through axons to other neurons. This inspired the 
first computer representation of a neuron, the McCu l locks -P i t t s neuron, which is described 
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as a simple logic gate wi th mult iple inputs ar r iv ing at one point w i th a threshold deciding 
whether the signal w i l l be t ransmit ted further or not (binary output) [24]. 

Later i n 1957, Frank Rosenblatt introduced the perceptron algori thm based on this 
McCu l locks -P i t t s neuron [24] where the different inputs were given different importance 
(weights). A n example of a perceptron wi th different weight of input can be seen i n F i g 
ure 4.3. 

Weights Threshold 

Figure 4.3: Figure of a perceptron wi th added weights to different input nodes that predict 
whether a person buys a book. This perceptron has three binary input nodes and a threshold 
function acting as an act ivation function. 

The input and weights can be formed into vectors x and w. It is also common when 
ta lk ing about artificial neurons to talk about the threshold as bias (the negative threshold). 
The bias is a real number and can be considered a „measure of how easy it is to get the 
perceptron to output a 1" [22]. 

The most important equation i n neural networks is: 

z = w x + & (4.1) 

Original ly the output of the perceptron was either 0 or 1 based on whether the z (from 
the equation 4.1) value was negative or positive. Later nonlinear functions were introduced 
to perceptron to which the z value is passed. B y introducing a nonlinear function, when 
using mult iple neurons i n neural networks, the networks can compute any continuous func
t ion [22]. The functions at the end of the neuron are called act ivation functions and are 
also noted i n the literature as a. 

a = o{z) (4.2) 

4.1.2 A c t i v a t i o n funct ions 

The most popular activation functions are furrther introduced. 

S I G M O I D 

• Was first used to introduce nonlinearities to neural networks. 

• The learning of a sigmoid neuron can be slower as the mean of the act ivat ion function 
is 0.5 and the sign for a l l inputs is the same [26] [8]. 

• Due do vanishing gradient are usually avoided deep in networks 
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• Most common use-case for binary classification i n the output layer of a neural network. 

. Equat ion: a(z) = 

- 6 - 4 - 2 0 2 4 6 

Tanh 

• Is similar to the sigmoid function but ranges from -1 to 1. 

• The mean of the function is near 0, and the gradient is steeper, making the saturation 
of a neuron less l ikely [8] [18]. 

• Tanh s t i l l has the problem of vanishing gradient. 

- 6 - 4 - 2 0 2 4 6 

R E L U 

• Rectified linear unit 

• Inspired by biological neurons as the neurons fire only in positive mode[18]. 

• One of the most popular activation functions today. 

• Dur ing learning, only some neurons are activated at the same time. 

• Dur ing the learning of the weights and biases, the parameters can be updated to such 
a value that the neuron w i l l not be activated and w i l l not recover during the rest of 
the t ra ining (also known as the dying R E L U problem) [27]. 

• E q u a t i o n s (z) = max(0.0, z) 

6 -

4 -

- 6 - 4 - 2 0 2 4 6 
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E L U 

. Variant of R E L U . 

• E L U introduces the log curve for negative values. 

z > 0 

- 1 z < 0 

- 6 - 4 - 2 0 2 4 6 

Soft max 

• Combina t ion of mult iple sigmoid functions. 

• Used as output layer activation function in classification problems. 

• Returns probabilit ies for each class. 

• The sum of the output of a l l nodes in the layer where softmax is used is 1. 

. Equat ion: a(z)j = yCiasLpzk , for j = 1,...,Classes 

4.2 Special types of neural networks 

The knowledge presented in this section was obtained from the book Python Machine 
Learning [24]. Machine learning is constantly evolving and new and more efficient neural 
network architectures for different machine learning tasks are invented. 

In this section the convolutional neural network and recurrent neural networks w i l l be 
introduced as they are a common choice for deep learning architectures for E E G classifica
t ion tasks [7]. 

4.2.1 C o n v o l u t i o n a l N e u r a l networks 

The idea of convolutional neural network architecture came i n the 1990s when Y a n n L e C u n 
used this new architecture to t ra in a classifier on a dataset of handwri t ten digit images wi th 
good accuracy. Convolut ional neural networks, or C N N , are mainly used in computer vision. 
Because of good results, they are also used i n other fields such as anomaly detection in time 
series [29] or natural language processing [31]. Convolut ional neural networks are good at 
recognizing spatial patterns. Similar ly, as i n art if icial neural networks, the network consists 
of neurons w i t h weights, biases, and activation functions. Convolut ional neural networks, 
however, also uti l ize the math operation convolution. Us ing convolution in neural networks 
creates two main advantages: 

• Sharing of the parameters (filters) 
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• Sparsity of connections (not fully connected) 

C N N usually consists of a convolutional, pooling, and a fully-connected layer called 
a dense layer. 

Convolutional layer 

The main idea behind convolutional neural networks is to create feature maps from the 
input data using convolution. A feature map is created by applying a filter to the data 
in a sl iding window approach. The equation for convolution used in convolutional neural 
networks is: 

y = i * f y\j] = Z™-0H[j + m - k]{[k} (4.3) 

Where m is the size of the filter, and i is the index element of the feature map. The size of 
the filter applied decides how many pixels i n an image or points i n a data sample are used 
to extract one feature element in a feature map. Convolut ion can also be used for data 
wi th more than one channel. In the case of mult iple channels, the kernel usually has the 
same number of channels as the input, so each channel has its weights. The kernel across 
al l channels allows the neural network to learn and detect the spatial features for a specific 
task. 

Padding 
Zero padding can influence the output dimensionality of the convolution. Three general 
modes of padding can be applied to the input data: 

• Ful l w i t h padding that increases the dimensionality of the convolution output 

• Same w i th the same dimension of the convolution output as the input 

• Va l id w i th no zero padding that reduces the dimension of the convolution output 
data 

F u l l padding is usually not used in convolutional neural networks. Sometimes the input 
data are not shifted to the left by one data point but by stride (s) data points dur ing the 
convolution to compress the convolution output. 

Pooling layer 

The pooling layer has two parameters, the size of the window the pool ing is applied to for 
computing one output element (also applied i n a sl iding window approach), and the stride 
the window should be applied to the data s imilar ly as in the convolutional layer. 

There are two types of pooling layers. 

• M a x pool layer - that takes the m a x i m u m value from the window 

• Average pool layer - that computes the average of the window 

Pool ing layers are used to reduce the data's dimensionality and make the extracted 
features more robust. 
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4.2.2 R e c u r r e n t n e u r a l networks 

Recurrent neural networks, abbreviated R N N , are a family of neural networks created to 
process sequential data. 

There are four types of sequence modeling tasks. 

• many-to-one wi th an output of fixed size vector ( E E G emotion classification). 

• one-to-many where the input is in a standard format, and the output is a sequence 
(music generation or an image description generator). 

• many-to-many where the number of inputs is the same as the number of outputs, and 
both are sequences (video classification wi th output for each frame in the video). 

• many-to-many where the number of inputs differs from the number of outputs, and 
both are sequences (machine translation). 

The weights are shared s imilar ly as i n the convolutional neural networks. The difference 
in recurrent neural networks is that the weights are shared across t ime. In recurrent neural 
networks, the recurrent unit has two inputs. Input from the same hidden unit from the 
previous t ime step and input from the input layer at the current t ime step. In the recurrent 
unit, three weight matrices are shared across the whole sequence. The three shared weight 
matrices are Wxh between the input and the hidden layer, Whh between the recurrent edge, 
which is between the activations at different timestamps, and Wyh between the hidden and 
the output layer (for reference see Figure 4.4). 

Figure 4.4: Figure depicting recurrent neural network "unrolled" through time t. Figure 
was inspired by a s imilar figure from the Python Machine Learning book [24]. 

A s these weights are shared across the whole sequence, a problem such as vanishing 
or exploding gradient can occur during the learning process. The gradient is then either 
too small , and the weights are unable to update, or too big, and the change w i l l not reach 
opt imum. To solve the vanishing gradient problem gates were introduced to a recurrent 
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neural unit . There are also many different ways to uti l ize gates to reduce the vanishing and 
exploding gradient, but no variants u t i l iz ing the gates beat both the Gated recurrent unit 
and long-short term memory[12]. 

Long short-term memory units 

The information in this subsection is obtained from the book Python Machine Learning[24] 
and from the video Long Short-Term Memory (LSTM), Clearly Explained [28]. There are 
three gates i n the modern L S T M unit that deal w i th the vanishing and exploding gradient 
of a recurrent neural network unit. 

• Forget gate 

Forget gate tells what percentage of the cell state should be passed further. 

Th is gate allows the cell state to reset the cell state if the network decides the value 
should be supressed and is not important for other timesteps. 

• Input gate 

Input gate is deciding what percentage of the input data should be remembered 
long-term. 

Closely related to the input gate is the input node which computes potential long-
term memory to update the cell state wi th . 

• Output gate 

Output gate decides what percentage of the cell state to pass to the hidden units as 
a short-term memory. 

W h i c h is then used for computing the hidden units at current timestep t. 

A l l gates use the sigmoid function and each gate has its own weights and biases to learn. 
The number of parameters for the network to learn is greater than in pla in recurrent neural 
networks, and the time needed for the t ra ining of the L S T M unit is also longer. This type 
of architecture was successfully used for many tasks, such as speech recognition and video 
modeling. 

Gated recurrent units 

The ma in difference between L S T M and gated recurrent unit ( G R U ) is that gated recurrent 
unit has one gate that decides whether the cell state should be reset or updated [12]. G R U 
units have less parameters that need to be trained. 

4.3 The process of learning of a neural network 

In order to detect and diagnose mistakes that can occur during the t ra ining of the neu
ral network, it is important to know more about how the neural network is learning its 
parameters. 
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4.3.1 F o r w a r d P r o p a g a t i o n 

The process of computing the output of the neural network from the input layer to the out
put layer through a l l hidden layers is called forward propagation [18]. Forward propagation 
is computed through a l l neurons using a set of two equations, where L refers to the layer 
number and is the input layer: 

= W A M + 6 , where L " l (4.4) 

A l L l = f f ( z ' L l ) (4.5) 

Dur ing forward propagation, the values Z and A are saved. After the output (prediction) 
of the neural network is computed, the error of the predicted value wi th regard to the known 
output is calculated. 

4.3.2 C o s t funct ion 

The error of the predicted value wi th regard to the known output is computed using the loss 
function, also called the cost function. The output of a neural network, when given a data 
sample, is a predict ion noted y. The loss function is a function that defines how good the 
predicted values of the given data are compared to the actual expected values [9] [23]. A n 
ideal neural network would predict the exact expected values, and the loss function would 
be zero. 

There are many functions that can act as a loss function. Loss functions that are often 
used i n supervised learning are mean squared error for regression problems and categorical 
cross-entropy for classification tasks. 

• Mean squared error 

Equation: 

• Categorical cross-entropy 

Used for classification problems. 

Equation: 
1 " 

C = ~n Y^Mm) + (1 - Vi)Hl - ft)] (4.7) 
i=l 

Cost function enables the neural network to learn. A s the cost function gives estimate 
of how „bad" the neural network is, the neural network is able to learn by finding the 
min imum of the cost function using a combinat ion of optimizers - gradient descent and 
back-propagation[18]. 

4.3.3 G r a d i e n t descent 

Gradient descent is an optimizer used i n machine learning, statistics, and data science 
to find the m i n i m u m of any differentiable function. Gradient refers to the vector of the 
directions where the function is increasing the fastest, which is the par t ia l derivative wi th 
respect to every parameter of a function. 

C 
n 

i=l 
(4.6) 
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The values the parameters should be updated wi th (the step size) are computed as 
the negative gradient mul t ip l ied by a smal l number called learning rate. The learning 
rate ensures that the parameters are updated by a large number i f a value is far from the 
op t imum (gradient is a large value) and a smaller number when close to the m i n i m u m 
(gradient is a smaller value). 

The gradient descent a lgori thm consists of 5 steps: 

1. Randomly ini t ial ize parameters of a function 

2. Compute function gradient 

3. Compute step size using learning rate a and gradient 

4. Update values 

5. Repeat number 2-4 unt i l reaching a satisfactory result where the step is very close 
to zero or smaller than a prefixed smal l value, or a prefixed number of iterations is 
reached. 

The learning rate a is an important hyperparameter of neural network training. W h e n 
the value is chosen too small , the learning w i l l be very slow, and i f the learning rate is 
chosen too big, the learning rate might not reach the local m i n i m u m and might diverge 
away. 

A typ ica l gradient descent a lgori thm minimizes the cost function on a l l the t ra ining 
data samples, but that can be computat ional ly extremely expensive. A n approach where 
the network parameters are updated after computing the loss on a subset of the whole 
dataset is nowadays often used. This adjusted algori thm is called stochastic gradient descent 
(SGD) i f the model updates its parameter after computing the loss for one data sample. 
Min i -ba tch gradient is a gradient descent whose loss function is computed for a number of 
samples called batch size and then adjusted. 

4.3.4 B a c k - p r o p a g a t i o n 

Back-propagation is an a lgor i thm for numerically evaluating par t ia l derivatives "backward" 
from the output of the neural network making use of the chain rule[12]. The chain rule 
defines that i f a variable f is dependent on the variable z and variable z is dependent on 
variable x, then the par t ia l derivative of f w i t h regard to x can be computed using the 
par t ia l derivative of the f w i th regards to z mul t ip l ied by the par t ia l derivative of z w i th 
regard to x (as can be seen in the equation 4.8). 

The chain rule is the most important bui ld ing block of back-propagation. It is used wi th 
the loss function. The loss function is a multivariate function wi th every parameter of the 
neural network so a par t ia l derivative of the loss function wi th regard to every parameter 
can be computed. Dur ing back-propagation, the par t ia l derivative is calculated using the 
values saved during the forward propagation and the network parameters are then updated 
correspondingly using gradient descent algori thm. 

df _ df dz 
dw dz dw 
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4.4 The theory of tuning neural network 

Dur ing the t ra ining of a deep neural network, the machine learning practit ioner is constantly 
tuning the neural network hyper parameters. [18]. 

" The deep learning practitioner typically spends little of her time engineering 
features, instead spending it modeling data with various artificial neural network 
architectures that process the raw inputs into useful features automatically [15]." 

A s quoted above, the data preprocessing and feature extraction for deep neural networks 
are not t ime-consuming or extensive. However, creating deep neural network architectures 
can be challenging as the network can be adjusted using many different hyperparameters. 
The difference between parameters and hyperparameters is that hyperparameters are for 
the machine learning practit ioner to tune, and parameters are for the machine learning 
algori thm itself to tune automatical ly during the training. There are many hyperparameters 
to tune during the training. 

A list of a few possible hyperparameters is: 

• The number of hidden layers i n a neural network. 

• The number of hidden units i n a hidden layer. 

• The choice of the activation functions. 

• The learning rate in gradient descent. 

• Ba tch size in mini-batch gradient descent. 

• Number of epochs the neural network is trained on. 

The whole t raining of a deep neural network i n deep learning is an iterative process. It is 
highly unlikely that the first in i t i a l design wi th chosen hyperparameters of the model would 
perform wi th satisfactory results. D u r i n g the design of a deep neural network, first, an idea 
of the neural network architecture has to be designed, implemented, and then trained and 
evaluated. F r o m the obtained results, new experiments and ideas to improve the neural 
network need to be thought of and again implemented and trained (visualization of the 
iterative process can be seen in Figure 4.5). 

Figure 4.5: Figure depicting the iterative process of designing a neural network model, 
inspired from [11]. 

Idea 

31 



4.4.1 T h e p r o b l e m of h i g h bias a n d h i g h var iance i n neura l networks 

Deep neural networks can recognize and extract global patterns from data. However, two 
main problems can occur during the t ra ining of a neural network, making this recognition 
more difficult. 

Figure 4.6: Figure showing 
underfit i n two-dimensional 
data 

• 
• • • • 

• • 
• •\# • /• 

Figure 4.7: Figure showing 
good fit i n two-dimensional 
data 

Figure 4.8: Figure showing 
overfit in two-dimensional 
data 

H i g h variance 

High variance is a state of a neural network when the neural network does not generalize 
well to the new data. W h e n a model has high variance, it is also called overfitting. Deep 
neural networks are very prone to overfitting as neural networks have many parameters. 
W h e n a neural network architecture is too complex, or the number of epochs the neural 
network was trained on is too big, the neural network tends to learn the t ra ining examples 
rather than the general pattern contained in the data. It is the same as i f a student is 
t ry ing to learn to solve a part icular type of ma th problem, but instead of understanding 
the concept, the student memorizes the answers, which makes h i m unable to perform well 
on new unseen examples. 

If the input data were two-dimensional, the way to spot overfitting is straightforward (as 
can be seen i n Figure 4.8). However, the neural network inputs are usually mult idimensional 
data that are not easily imaginable or visualized. Overfi t t ing is diagnosed through the 
difference between the error on t ra ining data compared to the error on validat ion data. If 
the difference between these errors is big and the t ra ining error is small , then it can be said 
that the neural network is overfitting. 

Reducing high variance of neural network 

Overfi t t ing can be solved using mult iple methods. One of the methods to reduce overfitting 
is by giving the neural network more t ra ining data. That might not always be possible, so 
another option is to use data augmentation by adding transformations such as shifting or 
flipping the images or adding noise to the original data. 

Another method is L I or L 2 regularization, called L A S S O and ridge regularization. L I 
and L 2 regularizations can be used for weights, biases or for both. Usual ly they are used 
for weights. These regularization techniques penalize the usage of parameters by adding 
the penalized parameters to the cost function. How severe the penalty of the parameter is, 
is given by the value A. This results in the reduction of the impact of hidden units on the 
cost function. 

32 



W h e n using L 2 regularization, the value added to the cost function is ^Att>2 for every 
weight w. In L I regularization the value added to the cost is X\w\ for every weight w. 

" LI regularization tends to lead to the inclusion of a smaller number of larger-
sized parameters in the model, while L2 regularization tends to the inclusion of 
a larger number of smaller-sized parameters [18]." 

The last method used is the dropout layer. Dropout is a regularization method specific 
for neural networks where random neurons are ignored during the t raining. Dropout is 
added to hidden layers and tells the percentage of the hidden units that should be ignored 
during a learning step. For example, i f a hidden layer has ten neurons and a dropout w i th 
0.1 is set to this layer, then one random neuron during t ra ining w i l l be ignored during each 
round of t ra ining/epoch. 

H i g h bias 

Underfi t t ing or a high bias problem is when a neural network is not a good fit even for 
the t ra ining samples. A n example i n two-dimensional data can be seen i n Figure 4.6. It 
is caused when the neural network architecture needs more complexity or the number of 
epochs is too smal l for the model to learn the problem. 

High bias is diagnosed by looking at the error of the model on the t ra ining data. If 
the t ra ining error is big, then the network suffers from high bias. W h a t is considered a big 
t ra ining error differs from problem to problem based on the Bayes error. 

Reducing high bias of a neural network 

Underfi t t ing can be solved by adding more hidden units to a layer or more hidden layers 
to the neural network. It might also be helpful to t ra in the neural network longer. 
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Chapter 5 

Proposed methodology 

A s said i n chapter 4, a deep learning pipeline consists of obtaining data, processing them, 
and then t ra ining a neural network. In this chapter, the dataset used w i l l be described, 
and the in i t i a l models w i l l be later implemented and tuned. 

5.1 SEED - IV dataset 

The S E E D - I V [32] dataset was published in 2018 by Wei -Long Zheng, Wei L i u , Y i f e i L u , 
Bao-L iang L u , and Andrzej Cichocki and is used for emotion recognition in this thesis. 
Th is dataset contains the E E G recordings of 15 subjects. Th is dataset contains the E E G 
recordings recorded while the subjects were watching 72 different video clips targeting dif
ferent emotions. The targeted emotions were neutral emotions, sadness, fear, and happiness 
(target emotions are depicted i n Figure 5.1). The videos for targeted emotion were selected 
from a total of 168 clips after 44 participants were asked to evaluate the key emotions. The 
evaluations were then processed, and the final 72 film clips w i th the highest matching were 
selected. 

Videos were shown to subjects i n three sessions, where each session was recorded on 
a different day and showed a different set of 24 clips to the subjects, where each emotion 
was equally represented by six clips. In this study, both males (7) and females (8) of 
ages ranging between 20 and 24 part icipated. The E E G was recorded wi th E S I NeuroScan 
System using a 1000 H z sampling frequency on 62 channels and later downsampled to 200 
Hz (the electrode placement can be seen in Figure 5.2). D u r i n g this study, eye movements 
were also recorded, but w i l l not be used in this thesis. 
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Happy Sad 

Neutral Fear 

Figure 5 .1: Figure depicting the target emotions for S E E D - I V dataset 

Figure 5.2: Figure depicting the channels used for the E E G recording in S E E D - I V dataset 
taken from [32] 

5.1.1 D a t a p r e p a r a t i o n 

I have decided to create two binary models classifying either sadness and happiness or 
neutral and fear emotions from the S E E D - I V dataset. The dataset came w i t h pre-defined 
labels, so only a preprocessing of filtering the recordings into different folders for each class 
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was needed. The E E G recordings were of different lengths, so I decided to segment the 
recordings into a 1-second long recording of 200 timestamps. The length of one second was 
chosen in order to obtain more data samples, as deep learning models work well w i th larger 
datasets. 

5.1.2 I m p l e m e n t a t i o n of the d a t a p r e p a r a t i o n 

The implementat ion of the data preprocessing was done i n the script ing language P y t h o n 
3 .10 . I I 1 . The recordings were first d ivided into different folders for corresponding labels. 
A s the dataset was i n the .mat format, I used the scipy loadmat function and segmented 
and saved them into .npy files containing E E G segments of equal length. Th is was done in 
script s egment _ s amp 1 e s. ipynb. 

After segmentation, 31650 samples belonged to the happy class, 40715 to the sad class, 
36750 to fear, and 40575 to neutral emotion. The dataset for corresponding model t raining 
was always loaded to the memory without differentiating between sessions. 

To obtain the performance of the model, I have decided to use the holdout method, 
where the whole dataset was divided into three sets: 75% of the data for model t raining, 
10% of the data for validation, and 15% as a test of the performance of the model on unseen 
data. Before d iv id ing the dataset into these three sets, the data were shuffled w i t h a seed 
of 42 to obtain reproducible splits for the training, validation, and test datasets. 

5.2 Training process 

The process of t raining a neural network consisted of: 

• Split data into validation, test, and t ra ining dataset as mentioned i n subsection 5.1.1. 

• Design and implement the neural network. 

• Tra in the neural network. 

• Diagnose validat ion and t ra ining loss graph for the t ra ining duration. 

• Evaluate the performance of the neural network on the test dataset. 

The implementat ion of the models was done i n scripting language P y t h o n 3.10.11 using the 
K e r a s 2 (version 2.12.0) open-source library. 

The neural networks were trained using Google Colab^. Google colab is cloud-based 
Jupyter notebook allowing fast t ra ining of the neural network in .ipynb files. 

After I have read about the models used for E E G classification tasks [7] and studied 
the different architectures I then chose model as my base models that I w i l l t ry to further 
tune for my classification task. 

5.2.1 K e r a s 

Keras makes creating and t ra ining new models accessible as the A P I contains computat ion
ally effective implementations of neural network layers. There are three ways models can 
be created i n Keras. 

1https://www.python.org/  
2https://keras.io/ 
3 lit tps:/ /colab. research. go ogle. com/ 
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1. Sequential model 

The sequential model allows neural networks to have only one input and one output. 

In sequential models, the layers are stacked l inearly into a t f .keras .model, which 
does not make it able to create, for example, skip connections. 

2. Functional application programming interface (API) 

Funct ional A P I allows the creation of more complex structures w i th skip connections 
and mult iple inputs and outputs. 

3. Create subclass of the model class 

Reserved for use i n research use cases. 

In my thesis, I a m using functional A P I to implement the models. 
B o t h the sequential model and the models created using functional A P I can be trained 

easily using the bui l t - in t ra ining loop (the f i t ()) method) and evaluated using the buil t-
in evaluationO method. The model creation methods offer method save for saving the 
model, trained weights, state of the optimizer, and model t ra ining configuration, allowing 
further retraining of the models. 

A d a m optimizer is my choice for the network opt imizat ion algorithm[16] as it is "com
putat ionally efficient, has l i t t le memory requirement, invariant to diagonal rescaling of 
gradien" as is said i n the Keras page for the A d a m A P I . 

Deep neural networks are prone to overfitting, so I have decided to use the callback 
ModelCheckpoint that Keras offers for saving the model w i th the lowest loss on the vali
dation set and wi th the highest val idat ion accuracy. This allows me to save the best neural 
network before overfitting starts. 

A s I have decided to divide the task into two binary classification problems, I have 
chosen the binary_crosentrophy loss function for the t ra ining of the models. 

5.2.2 M o d e l designs 

A s the classification of the four emotions can be considered as two binary classification 
problems, both neural networks have a single output node wi th a sigmoid activation function 
as the output layer. 

The input layer consists of E E G data w i th the shape 200x62, where 200 is the time 
dimension, and 62 represents the number of channels. 

Single L S T M layer neural network 

The first model architecture I have decided to apply to my binary classification problem is 
a model w i th a single L S T M layer w i th mult iple hidden units. I have used this architecture 
because L S T M units were designed to handle sequence data. The model design is depicted 
in Figure 5.3. 

4https: //keras.io / api/optimizers / adam / 
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32 units 

/ ^ O u t p u t 
layer 

Figure 5.3: Figure showing a model diagram wi th only one hidden L S T M layer 

Single G R U layer neural network 

The second model architecture I have tr ied to apply to the binary classification problem 
is a model w i t h a single G R U layer w i th mult iple hidden units. I have decided to use this 
architecture because G R U units have fewer parameters and should be trained faster. The 
model design is depicted in Figure 5.4. 

INPUT 
< 

c 
GRU 

> 

32 units 

^ A O u t p u t 
V _ y layer 

Figure 5.4: Figure showing a model diagram wi th only one hidden G R U layer 
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Two G R U layer neural network 

I have decided to use two hidden layers to add complexity to the neural network and chose 
G R U for faster computat ion as the number of parameters to t ra in is fewer. A similar type of 
neural network wi th two L S T M layers, adjusted activation functions to R E L U and sigmoid 
wi th a Dropout layer between them was already once successfully used for raw E E G data 
wi th an accuracy of 85.45% for valence, 85.65% for arousal and 87.99% for dominance using 
D E A P dataset [3]. The model design is depicted in Figure 5.5. 

INPUT 

GRU 

^7 
GRU 

64 units 

32 units 

Output 
layer 

Figure 5.5: Figure showing a model diagram w i t h two hidden G R U layers 

Two-branch C N N - L S T M neural network 

The last type of architecture that I t r ied was architecture inspired by the paper Deep 
CNN-LSTM with combined kernels from multiple branches for LMDb review sentiment 
analysi [30]. T h i s architecture used skip connection. The neural network i n this study 
has four branches concatenated before the classification output layer. Each branch has 
a one-dimensional convolutional layer w i th different kernel sizes, pooling, and batch nor
malizat ion, followed by an L S T M layer. This model was used for sentiment analysis from 
sentences. 

I have adjusted this neural network. The changed neural network only has two deeper 
branches wi th different kernel sizes on each branch, and instead of concatenation, I am 
using the A d d layer (Changed model can be seen i n Figure 5.6). 
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16 filters 
same padding 
kernel size 7 

32 filters 
same padding 
kernel size 7 
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same padding 
kernel size 7 
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16 filters 
same padding 
kernel size 5 

32 filters 
same padding 
kernel size 5 

32 filters 
same padding 
kernel size 5 

64 units 

( ^Output 
^ - ^ layer 

Figure 5.6: Figure showing a block diagram of the neural network. The neural network 
consists of two branches. The branch on the left of the Figure consists of convolutional 
and act ivation layers, followed by two convolutional layers and an act ivation layer. The 
convolutional layers have a kernel size of 7. After the convolutional and act ivation layers, 
a M a x p o o l layer follows, which is then passed to the L S T M layer. The right branch has 
the exact same structure, but the kernel size of the convolutional layers is 5. The outputs 
from L S T M from both branches are added using add layer and then passed to the output 
layer for classification.This architecture was inspired by the paper Deep CNN-LSTM with 
combined kernels from multiple branches for IMDb review sentiment analysi [30] 

5.2.3 E v a l u a t i o n metr ics 

The theory for evaluation metrics used i n this section is taken from the book Python Ma
chine Learning [24]. The key step i n bui lding a machine learning model is to get an estimate 
of how the model would work on new unseen data. Eva lua t ion metrics are used for the 
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output of the neural network for the test dataset to get insight into how well the neural 
network performs on new data. 

The main evaluation metric of a classification model is the confusion matr ix . A confusion 
matr ix in a binary classification is a mat r ix that reports the counts for correctly predicted 
one class (true positives T P ) , correctly predicted second class (true negatives T N ) , wrongly 
classified predictions for class one (false positive F P ) , and wrongly classified predict ion for 
the second class (false negative F N ) . 

A confusion mat r ix can be easily computed by comparing the predicted values w i th the 
known values, but I have decided to use the confusion_matrix method from the scikit-
learn library. Based on the confusion matr ix , other metrics that te l l more about the quali ty 
of the neural network can be computed. These metrics are accuracy, precision, recall (also 
called sensitivity or true positive rate), and specificity, also called true negative rate. 

Accuracy is the main focus during the evaluation of my neural networks. Accuracy is 
computed as the ratio of correctly classified samples to a l l samples. 

TP + TN 
accuracy =—— ————— —— (5.1) 

y TP + FP + TN + FP v ' 

If I have focused only on the accuracy, the results might have been misleading. 
Dur ing the t ra ining it can sometimes occur that the model learns to predict only one 

class. Tha t is why other metrics are also important to give better insight into the quali ty 
of the model. 

TP . . 
precision = p p - p p (5.2) 

TP 
recall = —— —— (5.3) 

TP + FN v ' 

TN . . 
specificity = r j V + i ? p (5-4) 

precision * recall , . 
J 1 = 2 * — : 77 (5-5) 

precision + recall 
A s I have decided to implement a binary classification model a threshold for differenti

ating the classes is needed. A n ideal binary classification model would output 0.0 for one 
class and 1.0 for the other. 
In neural networks w i th single hidden unit the output is a prediction i n the range from 0 to 
1 so it is necessary to choose good threshold. For choosing the correct threshold the area 
under the curve and receiver operating characteristic curve ( A U C - R O C ) are used. Th is is 
metric used to gain insight into how good the model performs classification wi th different 
thresholds. The A U C tells how good the model is at dist inguishing the classes. R O C curve 
is the curve between the false positive rate on the x-axis and true positive rate on y-axis 
for chosen threshold. The R O C and A U C curve were computed using the roc_curve and 
roc_auc_score functions from the scikit-learn library. 
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Chapter 6 

Results 

A s shown i n Figure 4.5, t ra ining a deep neural network is an iterative process. Th is chapter 
introduces the t ra ining and the results previously achieved on the S E E D - I V dataset in 
section 6.1, and the rest of the chapter describes the achieved results dur ing my neural 
network training. 

Dur ing the t ra ining of a neural network I a m using batch size of 32. E a c h neural network 
is first trained on 50 epochs wi th A d a m optimizer w i t h the Keras default learning rate of 
0.001. D u r i n g the t ra ining of the neural networks a ModelCheckpoint, as mentioned in 
subsection 5.2.1, was used, so the result of every t ra ining process was three neural networks. 
One w i t h the lowest val idat ion loss, one wi th the highest val idat ion accuracy, and the one 
that was trained the longest. The results shown are always of the neural network wi th the 
best performance from the three models mentioned above. 

6.1 Previous results on the dataset 

In 2019 a paper using the S E E D - I V dataset for emotion classification was published [19]. 
The data were preprocessed by a notch filter, removing the raw data's frequency artifacts, 
then re-referenced to a moving average re-referencing method and smoothed using a one-
dimensional lOth-order median filter. Then features from the t ime and frequency domain 
were extracted. The figure depicting a l l the feature extraction methods the paper is using 
can be seen i n Figure 6.1. 

Feature Type Feature Name 
Time domain 
(Statistical Features) 

Mean, Root mean square, Std-deviation, First difference, Normalized first 
difference, Second difference, Normalized second difference, Kurtosis, Skewness, 
Variance, Mobility and Complexity (Hjorth Parameters) 

Wavelet or 
Frequency Domain 
features of 5 band 

Band energy, Power spectral density, Differential entropy, Average band power 

Other features Hurst exponential and Permutation entropy 

Figure 6.1: A table depicting the features extracted from the E E G signal i n study [19]. 
Taken from [19]. 

This s tudy works wi th only 32 channels of the S E E D - I V dataset as it also compares the 
machine learning algori thm for D E A P dataset [17]. 
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Ext rac ted features were then passed to an S V M classifier, where the data for t ra ining 
was from 32 subjects, and data from 13 subjects were used for testing. This study created 
a subject-independent performance estimate by t ra ining the neural network on 32 subjects 
and testing on 13 others. The four classes were classified wi th accuracies 79%, 76%,77%, 
and 74%, respectively. 
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6.2 Single L S T M layer neural network experiments 

After t ra ining the single L S T M hidden layer neural network described in the model designs 
(Figure 5.3) w i th in i t i a l hyperparameters of 50 epochs, the results are shown i n the table 6.1. 

Confus ion mat r ix 

accuracy precision recall specificity fl-score A U G 

61.828 50.968 58.186 64.160 54.338 0.6534 

Table 6.1: Table depicting the loss, accuracy, confusion matr ix , and other performance 
metrics of the results after first t ra ining of the neural network wi th a single L S T M layer 
(Figure 5.3) 

The loss difference between the loss on the t ra ining data and validat ion loss was too 
big, so I t r ied using default values of a Keras regularizer L 2 on the kernel (weights). 
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model loss model accuracy 

epoch epoch 

Confus ion mat r ix 

2905 

4704 

happy sad 
Predicted class 

accuracy precision recall specificity fl-score A U G 

60.893 40.823 58.820 61.822 48.196 0.6294 

Table 6.2: Table depicting the loss, accuracy, confusion matr ix , and other performance 
metrics of the neural network wi th a single L S T M hidden layer (Figure 5.3) after using L 2 
regularizer for weights 

This reduced the difference between the validat ion and tra ining loss but d id not improve 
performance as can be seen in table 6.2. The neural network seemed to stagnate, but in 
the last epoch, the loss decreased. Because of the decrease i n the last epoch, I tr ied to 
t ra in this neural network for addi t ional 100 epochs. B o t h the t ra ining and val idat ion loss 
increased after 50 epochs. After another 20 epochs, the loss decreased to approximately 
the same value as before the increase, and then after some epochs again increased (as can 
be seen i n table 6.3). 
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model loss model accuracy 

epoch 

Table 6.3: Table depicting the loss and accuracy of the neural network wi th a single L S T M 
hidden layer (Figure 5.3) after further t ra ining wi th L 2 regularizer used for weights 

The two possible reasons for this behavior that might have caused this are: 

1. The neural network is not complex enough (underfitting). 

2. A d a m optimizer parameters need to be tuned (learning rate, exponential decay rate) 

A s the neural network has only a single L S T M layer, it might not be able to pick up 
the complex patterns representing emotion from the brain. 
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6.3 Single G R U layer neural network experiments 

The results after t ra ining the neural network wi th a single hidden G R U layer described in 
Figure 5.4 for 50 epochs wi th in i t i a l A d a m parameters are shown i n table 6.4. 

accuracy precision recall specificity fl-score A U G 

65.913 53.453 64.094 66.989 58.292 0.7110 

Table 6.4: Table depicting the loss, accuracy, confusion matr ix , and other performance 
metrics of the results after first t ra ining of the neural network wi th a single G R U layer 
(Model is shown i n Figure 5.4) 

The loss difference between the t ra ining and validat ion loss was similar to the t raining 
of the L S T M , but i n this G R U neural network, I used kernel regularizer L 2 . 
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model loss model accuracy 

train 
validation 

2D 30 40 50 
epoch 

Confus ion mat r ix 

happy 
Predicted class 

accuracy precision recall specificity fl-score A U G 

66.603 55.042 64.734 67.743 59.496 0.7139 

Table 6.5: Table depicting the loss, accuracy, confusion matr ix , and other performance 
metrics of the neural network wi th a single G R U hidden layer (Mode l is shown i n Figure 5.4) 
after further t ra ining wi th L 2 regularizer used for weights 

This significantly reduced the difference between the validat ion and training loss, and 
the performance improved as well as can be seen i n table 6.5. A s the neural network 
seemed to stagnate the same way the L S T M model d id i n table 6.2, I have t r ied to reduce 
the learning rate of the A d a m optimizer to 0.0001. 
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accuracy precision recall specificity fl-score A U G 

74.138 64.881 73.898 74.292 69.096 0.8146 

Table 6.6: Table depicting the loss, accuracy, confusion matr ix , and other performance 
metrics of a single layer G R U neural network (The model is shown i n Figure 5.4) w i t h L 2 
regularization and learning rate adjusted to 0.0001 

The performance of the G R U network improved significantly by this adjustment (results 
can be seen i n table 6.6). Th is also shows how important the learning rate is in neural 
networks. 

Since the val idat ion loss (shown i n table 6.6) d id not increase after 50 epochs, I have 
tr ied to t ra in the G R U network for addi t ional 100 epochs as i n the L S T M model (for the 
previous results see table 6.3). 
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model loss model accuracy 

20 40 60 3 0 100 
epoch 

Confus ion mat r ix 

Predicted class 

accuracy precision recall specificity fl-score A U G 

76.716 72.846 74.376 78.528 73.603 0.8445 

Table 6.7: Table depicting the loss, accuracy, confusion mat r ix and other performance 
metrics of a single layer G R U neural network (Mode l is shown i n Figure 5.4) w i t h L 2 
regularization and learning rate adjusted to 0.0001 after learning for addi t ional 100 epochs 

The val idat ion loss after 100 epochs d id not improve and even started to increase. The 
t ra ining loss is also decreasing slowly (results in table 6.7). 

The increase in val idat ion loss indicates that the neural network started to overfit the 
t ra ining data. I have, however, decided to t ra in more complex neural networks further. 
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6.4 Two G R U layer neural network experiments 

The results after t ra ining the neural network w i t h two hidden G R U layers (model design 
depicted i n 5.5) w i th in i t i a l hyperparameters of 50 epochs and A d a m w i t h learning rate 
0.001 are shown i n 6.8. 

accuracy precision recall specificity fl-score A U G 

74.174 68.649 72.070 75.726 70.318 0.8164 

Table 6.8: Table depicting the loss, accuracy, confusion matr ix , and other performance 
metrics of a neural network wi th two G R U hidden layers (Mode l shown i n Figure 5.5) 

It can be seen that in i t i a l results for this type of neural network are much better than 
the single-layer neural networks. The accuracy without any adjustments was higher by 
10% than a single hidden layer G R U network and 15% than a single hidden layer L S T M 
network. 
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From the previous experience on the single hidden layer neural networks, I have adjusted 
the learning rate of the A d a m optimizer to 0.0001 and used L 2 regularization for the weights 
on both layers of the neural network. This improved the performance of the neural network 
as can be seen in table 6.9. 

Confus ion mat r ix 

happy sad 
Predicted class 

accuracy precision recall specificity fl-score A U G 

77.424 71.074 76.580 78.019 73.724 0.8497 

Table 6.9: Table depicting the loss, accuracy, confusion matr ix , and other performance 
metrics of a two hidden layers G R U - G R U neural network (Mode l shown i n Figure 5.5) w i th 
L2 regularization and learning rate adjusted to 0.0001 
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After inspecting the difference between the losses on val idat ion and t ra ining datasets, 
I used another regularization technique. I added a Dropout layer between the two G R U 
layers of the neural network as can be seen i n Figure 6.2. 

INPUT 

o — 

GRU 64 units 

o 
Dropout 

O 
GRU 32 units 

Output 
layer 

Figure 6.2: Figure showing a model diagram wi th two hidden G R U layers and added 
dropout layer between them 

This d id not improve the performance of the neural network much, as is shown in 
table 6.10. 
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model loss model accuracy 

!0 3D 40 50 u L J ^ 
epoch e P ° c h 

Confus ion mat r ix 

1516 

875 5232 

happy sad 
Predicted class 

accuracy precision recall specificity fl-score A U G 

78.295 69.118 79.499 77.534 73.946 0.8579 

Table 6.10: Table depicting the loss, accuracy, confusion matr ix , and other performance 
metrics of a two hidden layer G R U neural network (Mode l shown i n Figure 5.4) w i t h L 2 
regularization, a learning rate of 0.0001, and added dropout layer 

A d d i n g a dropout layer to G R U - G R U neural network d id not significantly improve the 
performance of the neural network. The in i t i a l performance of the neural network, however, 
increased w i t h the increased complexity of the neural network, so I focused more on the 
more complex neural networks. 
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6.5 Two-branch C N N - L S T M neural network experiments 

The neural network wi th two branches of C N N - L S T M layers (Mode l design shown in F i g 
ure 5.6) was first trained wi th in i t i a l hyperparameters of 50 epochs and A d a m wi th a learn
ing rate of 0.001. 

C i5 SC 

0 .689 

0.688 

, 0.687 

0.686 

0.685 -

0.6B4 

0.663 

model accu racy 

train 
validation 

epoch 

Confus ion mat r ix 

happy 
Predicted class 

accuracy precision recall specificity fl-score A U G 

55.719 14.219 51.136 56.367 22.251 0.5359 

Table 6.11: Table depicting the loss, accuracy, confusion matr ix , and other performance 
metrics of a neural network wi th two branches of C N N - L S T M (Mode l shown i n Figure 5.6) 

The loss function fluctuated around the same value and then stagnated (results shown in 
table 6.11). This might be caused during gradient descent by choosing large learning_rate. 
I changed the learning rate of the A d a m optimizer from 0.001 to 0.0001, as i n the t ra ining 
of the previous neural networks. 
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Confus ion mat r ix 

1523 

1168 4939 

happy sad 
Predicted class 

accuracy precision recall specificity fl-score A U G 

75.572 68.975 74.352 76.431 71.563 0.8289 

Table 6.12: Table depicting the loss, accuracy, confusion matr ix , and other performance 
metrics of a neural network wi th two branches of C N N - L S T M (Mode l shown i n Figure 5.6) 
after adjusting the learning rate to a smaller 0.0001 

It can be seen from the loss function graph shown i n table 6.12 that the validat ion loss 
keeps increasing while the t ra ining loss decreases. I decided to use regularizers to reduce 
the high variance of the neural networks. I a m using L 2 regularizers for the weights of every 
convolutional and L S T M layer of the neural network and a dropout layer w i th 0.2 after the 
first convolutional layer and the th i rd convolutional layer i n both branches, as can be seen 
in table 6.3. 
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16 filters 
same padding 
kernel size 7 

16 filters 
same padding 
kernel size 5 

32 filters 
same padding 
kernel size 5 

32 filters 
same padding 
kernel size 5 

( ^Output 
^ - ^ layer 

Figure 6.3: Figure depicting the model w i t h two branches of C N N - L S T M layers w i th added 
dropout layers 

This adjustment resulted in improved loss and accuracy of the neural network (results 
i n table 6.13). 
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Confus ion mat r ix 

happy 
Predicted class 

accuracy precision recall specificity fl-score A U G 

82.580 80.607 80.361 84.373 80.484 0.9077 

Table 6.13: Table depicting the loss, accuracy, confusion matr ix , and other performance 
metrics of a neural network wi th two branches of C N N - L S T M (Mode l shown i n Figure 5.6) 
after using regularization techniques and learning rate of 0.0001 

A s the loss function kept decreasing, I trained the neural network for addi t ional 350 
epochs. After 150 epochs, the loss function decreased only very slowly. The best achieved 
accuracy after t ra ining for a l l epochs is an accuracy of 87.309%, precision of 81.809%, recall 
88.830%, specificity 86.251%, fl-score 85.175% and A U C score of 0.9465. 
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This neural network was also trained for the classification problem of recognizing neutral 
and sad emotions because the best results were obtained wi th this neural network. Wi thou t 
any adjustment to the architecture, learning rate, or the number of epochs, the achieved 
results are accuracy of 84.865%, precision of 80.850%, recall 87.095%, specificity 83.031%, 
fl-score 83.856% and A U C score of 0.9325. 
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Chapter 7 

Conclusion 

This thesis studied emotion recognition from E E G using deep learning. E E G , the human 
brain, and the deep learning methodology were introduced, and different architectures of 
neural networks were investigated for the problem of emotion classification. These were 
then implemented using the Keras A P I , trained on the S E E D - I V dataset, and evaluated on 
unseen data from the same dataset. The examined architectures used L S T M , C N N , and 
G R U layers. 

This thesis aimed to create a model capable of extracting and selecting global features 
directly from the raw E E G data and classifying emotions. Two binary classification neural 
networks were trained to classify happy-sad and neutral-fear emotions. The best result for 
the classification of emotions was achieved wi th a neural network consisting of two branches 
wi th convolutional layers and L S T M layers in each branch wi th an accuracy of 87.309% for 
happy-sad and 84.865% for neutral-fear emotions. B o t h models are good at distinguishing 
the classes w i th an A U C curve of 0.9465 and 0.9325 separately which is better than some 
previous works done on this dataset (as introduced i n the thesis). 

Further improvements might be achieved by obtaining more data and creating synthetic 
E E G data since deep learning models can learn more global brain patterns wi th more data. 
In the future, the neural network's performance on independent subjects can be studied as 
the neural network was trained on a l l of the dataset subjects. 
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Appendix A 

Contents of the included storage 
media 

Directory Description 

da ta / Directory wi th the segment_samples. ipynb for data preparation of the 
S E E D - I V dataset 

fear neut ra l / Directory wi th the folders of t ra ining of different models and .ipynb 
notebooks the models were trained wi th for the classification of neutral 
and fear 

sad_happy/ Directory wi th the folders of t ra ining of different models and .ipynb 
notebooks the models were trained wi th for the classification of sad and 
happy 

Table A . l : The directory structure of the included storage media. 

The storage media also contains README.md file for further describtion of the directory 
layout. 
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