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ABSTRACT 
This thesis addresses the enhanced measurement of signal coverage, capacity, and reli­
ability in mobile networks, particularly with the growing prevalence of 4G and 5G tech­
nologies. Given the escalating importance of these networks in everyday activities, there 
arises a demand for open-source solutions to evaluate and enhance their performance 
effectively. The objective of the research, provided in this thesis, is to analyze gathered 
data to pinpoint areas necessitating network enhancements and to develop open-source 
software and hardware solutions for extracting essential performance metrics (KPIs) 
from 4G/5G networks. The proposed system offers an interface for assessing network 
performance and signal coverage, enabling cost-efficient measurements across diverse 
environments. 

KEYWORDS 
coverage mapping, fourth-generation (4G), fifth-generation (5G), key performance indi­
cators (KPIs), mobile networks, machine learning (ML), interpolation, data analysis 

Typeset by the t h e s i s package, version 4.09; h t t p s : / / l a t e x . f e k t . v u t . c z / 

https://latex.fekt.vut.cz/




B A R Á N E K , Michal. Mapping and analyzing of signal coverage of 4G/5G mobile net­

works. Master's Thesis. Brno: Brno University of Technology, Faculty of Electrical 

Engineering and Communication, Department of Telecommunications, 2024. Advised 

by doc. Ing. Ladislav Polák, Ph.D. 





Author's Declaration 

Author: Be. Michal Baränek 

Author's ID: 219836 

Paper type: Master's Thesis 

Academic year: 2023/24 

Topic: Mapping and analyzing of signal coverage 

of 4G/5G mobile networks 

I declare that I have written this paper independently, under the guidance of the advisor 

and using exclusively the technical references and other sources of information cited in 

the paper and listed in the comprehensive bibliography at the end of the paper. 

As the author, I furthermore declare that, with respect to the creation of this paper, 

I have not infringed any copyright or violated anyone's personal and/or ownership rights. 

In this context, I am fully aware of the consequences of breaking Regulation § 11 of the 

Copyright Act No. 121/2000 Coll. of the Czech Republic, as amended, and of any breach 

of rights related to intellectual property or introduced within amendments to relevant 

Acts such as the Intellectual Property Act or the Criminal Code, Act No. 40/2009 Coll. 

of the Czech Republic, Section 2, Head VI, Part 4. 

Brno 

author's signature* 

*The author signs only in the printed version. 





A C K N O W L E D G E M E N T 

I would like to express my sincere gratitude to Doc. Ing. Ladislav Polák, Ph.D., for his 

invaluable guidance and support throughout the entire research process. His insightful 

comments, constructive feedback, and unwavering commitment to excellence have played 

a crucial role in shaping this thesis. I am truly fortunate to have had such a dedicated 

and knowledgeable mentor. 

I would also like to extend my heartfelt thanks to Ing. Jan Kufa, Ph.D., who served as a 

technical consultant for this work. His expertise and thoughtful input greatly enhanced 

the technical aspects of the research. His willingness to share his knowledge and provide 

valuable insights has been instrumental in the development of this thesis. 

Additionally, I am deeply grateful to my co-supervisor, Olga Galinina, Ph.D., for her 

support and valuable guidance. 

I appreciate the collaborative efforts of all my mentors, whose mentorship and technical 

guidance have been a source of inspiration. Their contributions have significantly en­

riched the quality of this work, and I am thankful for the opportunity to benefit from 

their wisdom and expertise. 





Contents 

Introduction 21 

1 Mobile Networks 23 

1.1 4 G Mobile Networks 24 

1.1.1 Architecture 24 

1.1.2 K e y aspects 25 

1.1.3 Coverage of 4G networks in Czech Republic 26 

1.2 5G Mobile Networks 28 

1.2.1 Architecture 28 

1.2.2 K e y aspects 30 

1.2.3 Coverage of 5G networks in the Czech Republic 31 

2 Measurement Environments 33 

2.1 Indoor 34 

2.1.1 Positioning 34 

2.2 Outdoor 34 

2.2.1 Urban areas 36 

2.2.2 Sub-Urban areas 36 

2.2.3 Rural areas 36 

2.2.4 Positioning 36 

3 Measurement Setup 37 

3.1 Methodology 37 

3.2 Data Collection 38 

3.2.1 4 G / 5 G Measurement 38 

3.2.2 K e y Performance Indicators 40 

3.2.3 The 4 G / 5 G Module 41 

3.2.4 Processing Uni t 44 

3.2.5 Measurement Setting tool 45 

3.3 Data visualization 49 

3.3.1 Coverage Analysis tool 50 

4 Processing Methods and Algorithms 57 

4.1 Machine Learning Algorithms 57 

4.1.1 Linear Regression model 58 

4.1.2 X G B o o s t model 59 

4.2 Interpolation of measured data 61 

4.2.1 Types of Interpolation 61 



5 Results and Coverage Estimation 65 

5.1 L T E Measured data 65 

5.1.1 Static Measurement 65 

5.1.2 Mobile Measurement 81 

5.2 5G N R Measured data 102 

5.2.1 Mobile Measurement 102 

Conclusion 109 

Bibliography 113 

Symbols and abbreviations 121 

A Laboratory Assignment focused on analyzing the Coverage of M o ­

bile Networks 125 



List of Figures 
1.1 3 G P P Release Timeline 23 

1.2 Architecture of L T E network 25 

1.3 Spectrum division of L T E bands by M N O s in the Czech Republic 

(valid to: 25.11.2023) 27 

1.4 The 4 G coverage (all bands) by M N O s in the Czech Republic (valid 

to: 25.11.2023) 27 

1.5 Architecture of 5G N S A 29 

1.6 Architecture of 5G S A 29 

1.7 Spectrum division of 5G N S A bands by M N O s in the Czech Republic 

(valid to: 25.11.2023) 31 

1.8 The 5 G N S A coverage (all bands) by M N O s in the Czech Republic 

(valid to: 25.11.2023) 31 

2.1 Measurement Environments 33 

2.2 Two-ray model on Brno Kolejni street 35 

3.1 Measurement methodology 37 

3.2 4 G and 5 G resource sharing in time and frequency domain 39 

3.3 Three selected modules 41 

3.4 The considered and tested modules 43 

3.5 Raspberry P i 4 Model B 2018 45 

3.6 Flowchart of the measurement script 46 

3.7 Measurement setting tool on a phone v ia Firefox browser 48 

3.8 Flowchart diagram of the startup bash script 48 

3.9 Measurement setup 49 

3.10 T E M S Discovery 50 

3.11 Upper part of the application wi th navigation bar, dropdown data 

selector, and interactive map 51 

3.12 Fi l ter ing menu together wi th interpolation settings 53 

3.13 Example of time series graph in the application 53 

3.14 Boxplots and histograms implemented in static analysis page 54 

3.15 Two added sections for averaging the static dataset and optimizing 

the loading time of the page 54 

3.16 About page that serves as an introduction and user guide 55 

4.1 Three selected approaches for dataset division 57 

4.2 Linear regression model forecast 59 

4.3 Prediction into one day of R S R P metric with X G B o o s t model . . . . 60 

4.4 Test measurement ( R S R P points) 61 

4.5 Interpolation methods used on measured R S R P points 63 



5.1 Location of the static indoor measurement (red dot) with serving cell 

(black dot) 65 

5.2 Static indoor measurement conducted at P o d Palackého Vrchem dor­

mitory on the B U T campus from A p r i l 29th to M a y 6th 2024 ( L T E 

Band 20) 67 

5.3 Boxplots illustrating the variation in R S R P values aggregated by hour 

throughout the measurement conducted at P o d Palackého Vrchem 

dormitory on the B U T campus from A p r i l 29th 2024 to M a y 6th 

2024 ( L T E Band 20, data averaged over a 15-minute window) . . . . 68 

5.4 R S R P Histogram of static measurement conducted at Pod Palackého 

Vrchem dormitory on the B U T campus from A p r i l 29th 2024 to M a y 

6th 2024 ( L T E Band 20). B i n size = 2 d B m 68 

5.5 Boxplots of a static measurement conducted at Pod Palackého Vrchem 

dormitory on the B U T campus from A p r i l 29th to M a y 6th 2024 ( L T E 

Band 20) 69 

5.6 Boxplots of the R S R P value distributions grouped by the day of the 

week representing the variability for a specific day of a static mea­

surement conducted at P o d Palackého Vrchem dormitory on the B U T 

campus from A p r i l 29th to M a y 6th ( L T E Band 20, data averaged over 

a 15-minute window) 70 

5.7 Static indoor measurement conducted at P o d Palackého Vrchem dor­

mitory on the B U T campus from March 22nd to March 29th ( L T E 

Band 3) 71 

5.8 R S R P Histogram of static measurement conducted at Pod Palackého 

Vrchem dormitory on the B U T campus from March 22nd to March 

29th ( L T E Band 3). B i n size = 2 d B m 72 

5.9 Boxplots illustrating the variation in R S R P values aggregated by hour 

throughout the measurement conducted at P o d Palackého Vrchem 

dormitory on the B U T campus from March 22nd to March 29th ( L T E 

Band 3, data averaged over a 15-minute window) 73 

5.10 Boxplots of a static measurement conducted at Pod Palackého Vrchem 

dormitory on the B U T campus from March 22nd to March 29th ( L T E 

Band 3) 74 

5.11 Boxplots of the R S R P value distributions grouped by the day of the 

week representing the variability for a specific day of a static mea­

surement conducted at P o d Palackého Vrchem dormitory on the B U T 

campus from March 22nd to March 29th ( L T E Band 3, data averaged 

over a 15-minute window) 74 



5.12 Static indoor measurement of signal metrics conducted at P o d Palack­

ého Vrchem dormitory on the B U T campus from A p r i l 11th to A p r i l 

17th 2024 ( L T E Band 1) 76 

5.13 R S R P Histogram of Static Measurement Conducted at P o d Palackého 

Vrchem dormitory on the B U T campus from A p r i l 11th to A p r i l 17th 

( L T E Band 1). B i n size = 2 d B m 77 

5.14 Boxplots illustrating the variation in R S R P values aggregated by hour 

throughout the measurement conducted at P o d Palackého Vrchem 

dormitory on the B U T campus from A p r i l 11th to A p r i l 17th ( L T E 

Band 1, data averaged over a 15-minute window) 77 

5.15 Static indoor measurement of data metrics conducted at P o d Palack­

ého Vrchem dormitory on the B U T campus from A p r i l 11th to A p r i l 

17th ( L T E Band 1) 78 

5.16 Boxplots of a static measurement conducted at Pod Palackého Vrchem 

dormitory on the B U T campus from A p r i l 11th to A p r i l 17th ( L T E 

Band 1) 79 

5.17 Boxplots of the R S R P value distributions grouped by the day of the 

week representing the variability for a specific day of a static mea­

surement conducted at Pod Palackého Vrchem dormitory on the B U T 

campus from A p r i l 11th to A p r i l 17th 2024 ( L T E Band 1, data aver­

aged over a 15-minute window) 80 

5.18 R S R P points of a mobile measurement conducted at Brno city through­

out A p r i l 2024 on L T E Band 20 (800 M H z ) 82 

5.19 Boxplots of signal metrics in a mobile measurement conducted at 

Brno city throughout A p r i l 2024 on L T E Band 20 (800 M H z ) 83 

5.20 Empir ica l Cumulative Distr ibution Functions of R S R P metric from 

individual measured datasets on L T E Band 20 (800 M H z ) 83 

5.21 Coverage estimation via utilized interpolation methods for L T E Band 

20 (800 M H z ) 84 

5.22 Coverage estimation of Brno city constructed by C T O for T-Mobi le 

Czech Republic on L T E Band 20 (800 M H z ) 86 

5.23 Fil tered points of R S R P metric under threshold-140 d B m 87 

5.24 R S R P points of a mobile measurement conducted at Brno city through­

out March 2024 on L T E Band 3 (1800 M H z ) 88 

5.25 Boxplots of signal metrics in a mobile measurement conducted at 

Brno city Throughout March 2024 on L T E Band 3 (1800 M H z ) . . . . 88 

5.26 Empir ica l Cumulative Distr ibution Functions of R S R P metric from 

individual measured datasets on L T E Band 3 (1800 M H z ) 89 



5.27 Coverage estimation via utilized interpolation methods for L T E Band 

3 (1800 M H z ) 90 

5.28 Coverage estimation of Brno city constructed by C T O for T-Mobi le 

Czech Republic on L T E Band 3 (1800 M H z ) 91 

5.29 Fil tered points of R S R P metric under threshold-160 d B m 92 

5.30 R S R P points of a mobile measurement conducted at Brno city through­

out A p r i l 2024 on L T E Band 1 (2100 M H z ) 93 

5.31 Boxplots of signal metrics in a mobile measurement conducted at 

Brno city throughout A p r i l 2024 on L T E Band 1 (2100 M H z ) 94 

5.32 Empir ica l Cumulative Distr ibution Functions of R S R P metric from 

individual measured datasets on L T E Band 1 (2100 M H z ) 95 

5.33 Coverage estimation via utilized interpolation methods for L T E Band 

1 (2100 M H z ) 96 

5.34 Coverage estimation of Brno city constructed by C T O for T-Mobi le 

Czech Republic on L T E Band 1 (2100 M H z ) 97 

5.35 Fil tered points of R S R P metric under threshold-160 d B m 97 

5.36 R S R P points of a mobile measurement conducted at Brno center 

throughout A p r i l 24th on L T E Band 7 (2600 M H z ) 98 

5.37 Boxplots of signal metrics in a mobile measurement conducted at 

Brno center throughout A p r i l 24th on L T E Band 7 (2600 M H z ) . . . 99 

5.38 Empir ica l Cumulative Distr ibution Function of R S R P metric from 

measured dataset on L T E Band 7 (2600 M H z ) 99 

5.39 Coverage estimation via utilized interpolation methods for L T E Band 7100 

5.40 Coverage estimation of Brno city constructed by C T O for T-Mobi le 

Czech Republic on L T E Band 7 (2600 M H z ) 101 

5.41 Fil tered points of R S R P metric under threshold-165 d B m 102 

5.42 Coverage estimation via utilized interpolation methods at Brno -

Skácelova for 5G N R N S A Band 78 (3500 M H z ) 104 

5.43 Boxplots of signal metrics in a mobile measurement conducted at 

Brno - Skácelova throughout A p r i l 2024 on 5G N R N S A Band 78 

(3500 M H z ) 105 

5.44 Empir ica l Cumulative Distr ibution Functions of R S R P metric from 

individual measured datasets on 5G N R N S A Band 78 (3500 M H z ) . . 106 

5.45 Coverage estimation via utilized interpolation methods at Brno -

Skácelova for 5G N R N S A Band 78 (3500 M H z ) 107 

5.46 Coverage estimation of Brno city constructed by C T O for T-Mobi le 

Czech Republic at Brno - Skácelova on 5G N R N S A Band 78 (3500 M H z ) 108 



List of Tables 
1.1 L T E Categories and Performance Parameters 26 

1.2 5 G K e y aspects and values 30 

3.1 Modules comparison 42 

3.2 4 G / 5 G N R N S A : Quali ty thresholds for different K P I metrics and 

bands 52 





Introduction 
The exponential growth in the number of mobile users has brought the buzzwords 

' 4G ' and ' 5 G ' into people's everyday lives. A s these networks gain popularity, under­

standing aspects such as signal coverage, capacity, and reliability becomes crucial for 

performance optimization and seamless connectivity. Thus, this thesis delves into 

the complex world of mobile network coverage analysis, focusing on the extensively 

utilized 4 G and rapidly expanding 5G technologies. 

The core of this work lies in the experimental evaluation of indoor and outdoor 

coverage provided by mobile networks, considering various transmission and environ­

mental conditions. We meticulously designed a novel measurement setup comprising 

a 4 G / 5 G module, a processing unit, and a custom-built application for controlling 

and configuring measurements. This setup, independent of any third-party appli­

cation, grants us flexibility and allows for individual settings of visualization and 

data manipulation. We conducted extensive measurement campaigns, encompassing 

both static indoor and mobile outdoor tests. Static indoor tests focused on assessing 

network performance within a university dormitory, examining the impact of time 

of day and occupancy levels on network load and signal quality. Mobile outdoor 

measurements, ut i l izing various modes of transportation, spanned a significant area 

of the city of Brno, capturing real-world coverage scenarios across different L T E 

bands and 5 G N R N S A Band 78. 

We performed a quantitative analysis of the collected data, employing various 

processing methods and algorithms to extract valuable insights. We explored the 

use of machine learning algorithms to predict future network load based on his­

torical data, demonstrating the potential of these techniques for proactive network 

management. Furthermore, we employed different interpolation methods to esti­

mate the coverage maps for each measured band. We meticulously compared these 

methods, evaluating their strengths and weaknesses, and compared our estimated 

coverage maps with official estimates provided by the Czech Telecommunication 

Office ( C T O ) . 

This comprehensive analysis allowed us to unveil interesting patterns in network 

performance, highlighting the dynamic nature of coverage influenced by various fac­

tors, such as time of day, network load, building structures, mode of transportation, 

and the inherent propagation characteristics of different frequency bands. We iden­

tified areas wi th consistently good coverage, as well as those wi th signal degradation 

and potential outages. This nuanced understanding of coverage dynamics provides 

valuable insights for network operators, enabling them to optimize network perfor­

mance, prioritize resource allocation, and enhance the quality of service for users. 
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The thesis is organized into six main chapters. The first chapter provides a brief 

overview of 4 G and 5G mobile networks, focusing on the Physical Layer ( P H Y ) 

and the Radio Access Network ( R A N ) . We delve into the architecture of these net­

works, discuss key aspects, and examine the coverage provided by different Mobile 

Network Operators (MNOs) in the Czech Republic. The second chapter explores 

the characteristics of indoor and outdoor measurement environments, highlighting 

the unique challenges posed by each and their impact on signal propagation. We 

discuss urban, suburban, and rural well as positioning technologies used 

in these environments. The third chapter details the measurement setup, encom­

passing the methodology employed, the data collection process, the selection of the 

4 G / 5 G module and processing unit, energy-saving options, the development of a 

custom-built application for measurement configuration and control, the visualiza­

tion of collected data, and introducing the Coverage Analysis tool we developed 

using the Dash framework. We present the functionality of the tool, highlighting its 

user-friendly interface, interactive maps, filtering capabilities, and graphical repre­

sentations of signal metrics. The fourth chapter delves into the processing methods 

and algorithms used for data analysis, providing a brief overview of machine learn­

ing algorithms and their potential for network performance prediction. We intro­

duce the Linear Regression and X G B o o s t models, demonstrating their application in 

forecasting network load based on historical data. Furthermore, we discuss different 

interpolation methods and their suitability for estimating coverage maps. The sixth 

chapter presents a detailed analysis of the collected data, examining both static 

indoor and mobile outdoor measurements conducted in 4 G L T E and 5 G N R N S A 

technologies. We explore the performance characteristics of individual L T E bands 

and 5 G N R N S A Band 78, highlighting significant findings, notable patterns, and 

areas requiring optimization. We compare our estimated coverage maps wi th offi­

cial estimates, identifying any discrepancies and potential explanations for observed 

differences. 

This thesis addresses the following research questions: 

• What are the key differences in signal propagation characteristics between the 

various L T E bands deployed in the Brno (Czech Republic), and how do these 

differences impact coverage estimation? 

• How do different interpolation methods perform in estimating L T E and 5G 

N R N S A coverage, and which method is the most suitable for this task? 

• What key insights can be gained from analyzing the static and mobile mea­

surement data regarding L T E and 5G N R N S A network performance in Brno? 

These research questions are explored throughout the entire work and specifically 

addressed in the Conclusion. 
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1 Mobile Networks 

Nowadays, mobile networks have become an integral aspect of the daily lives of the 

majority of the global population. W i t h i n cellular mobile networks, the fundamental 

concept involves dividing large areas into smaller cells. Each cell has its own base 

station and devices (e.g., user equipment - U E ) connect to the closest station within 

their current location. A s users move about and transition between cells, the network 

ensures their uninterrupted connection by linking them to the most appropriate 

nearby base station. Through these approaches and technologies, continuous and 

seamless connectivity for mobile devices is assured. 

This chapter offers a brief overview of the extensively utilized fourth-generation 

(4G) and the rapidly expanding fifth-generation (5G) mobile networks. The focus is 

primarily on introducing the init ial segment of the network, specifically the Physical 

Layer ( P H Y ) in conjunction wi th the Radio Access Network ( R A N ) . 

First of all , it is essential to grasp the organizational framework that among 

others manages the evolution of mobile networks. The 3rd Generation Partnership 

Project (3GPP) embodies a collaborative effort among seven telecommunications 

organizations. Collectively, they wield significant influence in shaping the land­

scape of contemporary mobile communication, tasked with defining and advancing 

3 G P P technologies. These specifications cover various aspects of cellular telecom­

munications, serving as the bedrock for mobile networks. Furthermore, they enable 

smooth integration wi th non-3GPP networks, ensuring seamless connectivity across 

different technologies [1]. The 3 G P P organization divides its efforts into releases, 

a strategic approach that helps to adopt new technologies and guarantees interoper­

ability of network components and devices from diverse vendors. F ig . 1.1 illustrates 

the evolution of 4 G and 5 G mobile communication standards in terms of available 

releases. 

4 G 

Rel. 8 Rel. 9 Rel 10 Rel. 11 Rel. 12 Rel 13 Rel. 14 Rel. 15 Rel. 16 Rel. 17 Rel. 18 Rel. 19 Rel. 20 

N 
LTE-A 

-2009 2011-

LTE-A Pro 

5 G ^ 

-2015 2019- -2023-

Fig . 1.1: 3 G P P Release Timeline 
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1.1 4G Mobile Networks 

A s can be seen from F ig . 1.1, the Long-Term Evolut ion (LTE) technology, as detailed 

in 3 G P P Release 8, made its commercial debut in late 2009, ushering a phase of 

rapid global expansion in commercial networks. The advancements within L T E are 

systematically categorized into distinct releases by 3 G P P [2]. 

The first set of enhancements was introduced in 3 G P P Release 9, wi th notable 

improvements following in 3 G P P Rel . 10, widely known as LTE-Advanced ( L T E - A ) . 

Compared to L T E , L T E - A brings about significant improvements: it elevates the 

peak data rate to 1 Gbps (a theoretical value) in both directions, manages more 

simultaneously active subscribers, standardizes private femtocells, and introduces 

beamforming techniques and various other functionalities [3]. 

The last member of the 4 G family was introduced by 3 G P P in October 2015 

wi th Release 13, recognized as L T E - A Pro or the 4.5G network. The L T E - A Pro 

technology introduced substantial enhancements in data speed, network efficiency, 

and capacity. Achieving speeds up to 1.2 Gbps through a combination of carrier 

aggregation ( C A ) , uti l ization of unlicensed radio frequency (RF) bands, a 4 x 4 M u l ­

tiple Input Mult ip le Output ( M I M O ) antenna setup, and an upgraded 2 5 6 - Q A M 

modulation scheme. The primary objective of L T E - A Pro is to address the in­

creasing data consumption and the evolving challenges in the resource management 

challenges brought by emerging applications, for example, Internet-of-Things (IoT) 

[4], [5]. 

1.1.1 Architecture 

Every mobile cellular network consists of two fundamental parts. The first part 

includes the P H Y layer and R A N . The R A N section coordinates transmissions, 

assigns channels, and performs other coordination functions. The second one is the 

core network (CN) , which interlinks all access networks. It provides global services 

such as authentication, roaming, and bil l ing, while also establishing connections to 

external networks like the Internet [3]. F ig . 1.2 captures a simplified illustration 

of the L T E network and its fundamental elements. The network is structured into 

two primary components: the Evolved Universal Terrestrial Radio Access Network 

( E - U T R A N ) and the Evolved Packet Core ( E P C ) , as depicted in F ig . 1.2. E - U T R A N 

is responsible for supervising the radio interface between the U E and the network. 

Conversely, E P C handles the coordination of calls and data routing between the U E 

and external networks. 

In contrast to conventional 3 G P P networks, an L T E network adopts a unified 

architectural structure by combining Radio Network Controller ( R N C ) nodes and 
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Fig . 1.2: Architecture of L T E network 

NodeB nodes into E - U T R A N NodeB (eNodeB) nodes. These eNodeB nodes handle 

circuit switching at the base stations, streamlining the network, reducing system 

latency, and minimizing costs associated wi th establishment and maintenance [6]. 

Hence, L T E primarily relies on an IP-based core network. The use of an all-IP 

network architecture significantly simplifies the design and operation of the L T E air 

interface, the radio network, and the core [7]. 

F ig . 1.2 shows the connections (via interface) among various network elements. 

These connections include interface Uu l inking U E s to eNBs, X2 interconnecting 

eNBs, Sl-MME connecting eNBs to the Mobi l i ty Management Ent i ty ( M M E ) , S6a 

l inking the M M E to the Home Subscriber Server (HSS), Sl-U ensures l inking eNBs 

to the Serving Gateway (SGW) responsible for the routing of data traffic between 

U E s through the S5 connection to the Packet Data Network Gateway ( P G W ) , and 

SGi link connecting to the other IP networks, such as the Internet. In the 4 G 

networks, U E s encompass different kinds of devices, including mobile phones, smart 

terminals, multimedia devices, and streaming devices [6]. 

1.1.2 Key aspects 

The 4 G network technology, represented by L T E , employs different modulation 

schemes for downlink (DL) and uplink (UL) communications. The Orthogonal Fre­

quency Divis ion Mult ip le Access ( O F D M A ) is used in D L and Single-carrier F D M A 

( S C - F D M A ) , due to its advantage of having a low Peak-to-Average Power Ratio 

( P A P R ) , is employed in U L [8]. 

L T E supports various bandwidths ranging from 1.4 M H z to 20 M H z , wi th com­

monly used channels having bandwidths of 10, 15, and 20 M H z . The operating 

frequencies can be from 700 M H z to 2.7 G H z . L T E enables to provide a cell radius 

of up to 100 km, accommodates user mobili ty at speeds up to 500km/h , and offers 

a theoretical peak D L rate of 300 Mbps or 1.2Gbps wi th L T E - A or L T E - A Pro, 

respectively. The air interface offers options like Frequency Divis ion Duplex ( F D D ) , 
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Table 1.1: L T E Categories and Performance Parameters [7] 

U E Category 4 6 9 12 18 

M a x D L Datarate with C A (Mbit /s ) 150 300 450 600 1200 

Typical Number of Aggregated Carriers 

(DL) 

1 2 3 4 5 

M a x U L Datarate (Mbit /s ) 50 50 50 100 125 

Typical Number of Aggregated Carriers 

(UL) 

1 1 1 2 2 

Number of Receive Antennas 2 2 2 2 4 

Number of M I M O D L Streams 2 2 2 2 4 

Support for 6 4 - Q A M in U L No No No No Yes 

which separates D L and U L transmission by frequency, or Time Division Duplex 

( T D D ) which separates D L and U L transmissions through time slots. In the Czech 

Republic, F D D is the primary choice due to fewer synchronization issues, although 

T D D offers greater flexibility. Addi t ional improvements, including C A allowing the 

bundling of up to five carriers, M I M O transmission, beamforming, and other en­

hancements, contribute to a more reliable and efficient uti l ization of resources. L T E 

ensures Quali ty of Service (QoS) guarantees, lower wireless network delays, higher 

cell edge bit rates, and backward compatibility [7], [9]. The maximum D L data 

rate is significantly influenced by the selected U E category. There are 20 L T E U E 

categories, each characterized by diverse parameters and performance levels. For a 

clearer understanding of these U E categories, a summary of selected categories is 

provided in Table 1.1. 

1.1.3 Coverage of 4G networks in Czech Republic 

In the Czech Republic, three major Mobile Network Operators (MNOs) , namely 02 , 

T-Mobi le , and Vodafone, provide comprehensive mobile signal-based coverage across 

the country. The coverage of the 4 G network varies depending on the specific R F 

band. 4 G technology in the Czech Republic mainly relies on four R F bands: Band 

20 (800MHz) , Band 3 (1800MHz), Band 1 (2100MHz), and Band 7 (2600MHz). 

Bands 1, 3, and 7 are strategically utilized as capacitive layers in high-traffic urban 

areas, such as big cities, ensuring robust coverage and high-speed data transfer 

rates. Band 20 operates as the backbone, excelling in providing broader coverage 

in less populated and rural regions.Fig. 1.3 illustrates the detailed allocation of R F 

spectrum bandwidth in units of M H z for each M N O . 
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Another M N O (virtual M N O s are not considered), namely Nordic Telecom, op­

erates on Band 78 (3600 M H z ) . However, it is not as prominent as the three major 

M N O s mentioned earlier. A n exception, not depicted in F ig . 1.3, is 0 2 , which also 

provides 4 G services on Band 78. 

F ig . 1.4 shows the territorial coverage of the 4 G network according to the M N O . 

The blue color signifies robust outdoor coverage, while the light blue color denotes 

basic outdoor coverage, and areas without coverage are uncolored. These coverage 

maps are based on measurements conducted by the Czech Telecommunication Office 

( C T O ) [11]. The coverage provided by all M N O s is robust. 

E-UTRAN BAND 20 
800 MHz 

E-UTRAN BAND 3 
1800 MHz 

E-UTRAN BAND 1 
2100 MHz 

E-UTRAN BAND 7 
2600 MHz 

FDD uplink (832 - 862 MHz} 

10 I 10 I 10 
832-842 842-852 852-862 

FDD uplink (1710 -1785 MHz} 

20 
1710-1737 1737-1757 1757-1784 

FDD uplink (1920-198 0 MHz} 

20 13 
1920-1940 1940-1959 1959-1979 

FDD uplink (2500 - 2570 MHz} 

20 20 20 
2500-2520 2520-2540 2540-2560 

FDD downlink (791 - 821 MHz} 

10 I 10 I 10 
791-801 801-811 811-821 

FDD downlink (1805 -1880 MHz} 

27 I 20 I 27 
1805-1832 1832-1852 1852-1879 

FDD downlink (2110 - 2170 MHz} 

20 I 19 I 19 
2110-2130 2130-2149 2149-2169 

FDD downlink (2620 - 2690 MHz} 

2620-2640 2640-2660 2660-2680 2680-2690 

Fig . 1.3: Spectrum division of L T E bands by M N O s in the Czech Republic 

(valid to: 25.11.2023) [10] 

(a) 02 (b) T-Mobile 

(c) Vodafone 

F ig . 1.4: The 4 G coverage (all bands) by M N O s in the Czech Republic 

(valid to: 25.11.2023) [11] 
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1.2 5G Mobile Networks 

The demand for faster data transfer speeds, enhanced efficiency, and simplified net­

work architecture has accelerated the development of 5 G technologies. A t the core 

of 5G technology is the 5 G New Radio (NR) , introduced in Release 15, as it is vis­

ible in F ig . 1.1. 5G not only achieves data transfer speeds surpassing l O G b p s but 

also ensures minimal latency, high reliability, and connectivity capabilities for an 

unprecedented number of devices. The R F spectrum, ranging from below 6 G H z to 

above 20 G H z , emphasizes the extensive bandwidth employed in 5G networks [12]. 

A s 5 G networks gain prominence, mobile and wireless communication takes a 

central role, helping interactions between humans and machines, machines and ma­

chines, and various other forms of communication. The essence of 5G's promise 

lies in its adaptability and integration capabilities, surpassing the constraints of its 

predecessors [13]. It aims not only to deliver a substantial enhancement in data 

performance compared to 4 G but also to extend battery life, and the connection of 

different devices wi thin a single cell [14]. In essence, 5G networks open doors to a 

range of advanced applications and services across various sectors. The evolution of 

cellular technologies through 5 G is poised to reshape communication, introducing 

smart homes, healthcare solutions, and the widespread connectivity envisioned in 

the IoT [15]. 

1.2.1 Architecture 

Nowadays, the 5G architecture primarily involves the coexistence of 5 G N R and 

existing L T E networks, especially in sub-6 G H z bands [16]. 5G N R technology is 

designed to offer broadband connectivity, low latency, and a stable network, ad­

dressing diverse applications, including those crucial for the IoT. Next, it introduces 

concepts like Enhanced Mobile Broadband ( e M B B ) , Massive Machine-Type Con­

nectivity ( m M T C ) , Ultra-Reliable Low-Latency Connectivity ( U R L L C ) , Machine-

to-Machine Communication ( M 2 M ) , and Device-to-Device Communication (D2D) 

[17]. 

A s mentioned above, the 5 G network predominantly operates through coex­

istence with the 4 G network, resulting in two key network architectures: Non-

Standalone (NSA) and Standalone (SA). The N S A architecture, often termed "E-

U T R A - N R Dual Connectivity" or "Architecture Opt ion 3", employs the existing 

4 G R A N with the new 5 G N R [18]. In this configuration, the L T E radio access 

component of the network manages all control plane operations, while N R serves as 

additional capacity for the user plane. The uti l ization of the 4 G E P C has led to 

higher delays than expected in dual connectivity [12]. 
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Fig . 1.5: Architecture of 5 G N S A 

Fig . 1.6: Architecture of 5 G S A 

The basic structure of the 5G N S A architecture is shown in F ig . 1.5. The S A 

architecture, on the other hand, encompasses both the N R wi th Next-Generation 

Node B (gNB) and the new core component of the 5G core network. It supports 

advanced 5G services such as e M B B , U R L L C , and m M T C [12]. The simplified basic 

structure of the 5 G S A architecture is shown in F ig . 1.6. 

Choosing S A 5G infrastructure over N S A 5G brings several key advantages. S A 

5G offers ultra-low latency, high speed, and scalability to support over 1 mil l ion de­

vices. It enhances the voice calling experience wi th Voice over New Radio (VoNR) , 

lowers power consumption, and provides various other benefits. O n the other hand, 

N S A 5G utilizes the existing 4 G core, offering a fast and cost-effective way to im­

plement 5G. It delivers decent download speeds and enables voice calls over L T E 

( V o L T E ) . The implementation of Dynamic Spectrum Sharing (DSS), where 4 G and 

5G systems can simultaneously share their R F spectrums, contributes to an overall 

enhancement in network performance [19]. 
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1.2.2 Key aspects 
In the P H Y layer of the 5G network, when communicating from the base station 

to the U E in the D L , O F D M with Cycl ic Prefix (CP) is employed, similar to the 

4 G network. Conversely, in the U L , options include O F D M or Discrete Fourier 

Transform ( D F T ) precoding, known as D F T - s - O F D M . D F T - s - O F D M is specifically 

used to enhance coverage in U L communication [18]. 

For terrestrial communications, 5G networks rely on two main frequency ranges. 

The first is Frequency Range 1 (FR1) , which covers frequencies from 450 M H z to 

7.125 G H z , and the second one is Frequency Range 2 (FR2) from 24.25 to 52.6 G H z 

[3], [18]. In F R 1 , frequencies below 1 G H z are primarily deployed because of their 

superior propagation characteristics, making them suitable for covering of large rural 

countryside areas. Frequencies above 1 G H z are deployed in urban and suburban 

capacitive layer to complement the base sub-1 G H z frequencies. The 

maximum bandwidth for F R 1 is typically around 100 M H z . F R 2 is advantageous 

for achieving faster data speeds by uti l izing wide bandwidths in the millimeter-wave 

range. However, the trade-off is a significant loss in signal coverage due to the 

high-frequency nature, making F R 2 more suitable for crowded places like shopping 

centers and arenas [18]. 

5G N R cells utilize advanced antenna systems featuring massive M I M O tech­

nology. The primary objective is to improve the signal-to-noise ratio (SNR) . To 

enhance data rates, a technique called Spatial or Space Division Mul t ip le Access 

( S D M A ) is employed. S D M A involves the simultaneous transmission of different 

data streams across various antennas, taking advantage of mult ipath propagation 

[20]. The main aspects of the 5G network are summarized in Table 1.2. 

Table 1.2: 5 G K e y aspects and values [21] 

K e y aspects Values 

Peak data rate 20 Gbps 

User experienced data rate 0.1-1 Gbps 

Latency 1 ms over-the-air 

Mobil i ty 500 k m / h 

Connection density 10 6 / k m 2 

Energy efficiency 100 times compared wi th 4 G 

Spectrum efficiency 3-5 times compared wi th 4 G 

Area traffic capacity 10 M b p s / m 2 
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1.2.3 Coverage of 5G networks in the Czech Republic 

A s 5G S A has not been deployed in the Czech Republic yet, the higher R F bands 

from F R 2 are not currently in use. 5 G technology in the Czech Republic primarily 

relies on four main R F bands from F R 1 : Band 28 (700MHz) , Band 3 (1800MHz), 

Band 1 (2100MHz), and Band 78 (3600MHz). Once again, Bands 1, 3, and 78 are 

utilized as capacitive layers for Band 28, which serves as the backbone. The R F 

bands used in 5 G N S A technology are shown in F ig . 1.7. 

NR BAND 28 
700 MHz 

NRBAND 3 
1800 MHz 

NR BAND 1 
2100 MHz 

NRBAND 78 
3600 MHz 

FDD uplink (703-733 MHz) 

703-713 713-723 723-733 

FDD uplink (1710 - 1785 MHz) 

^Kf^ l ^KH^I ^ K ^ ^ l 
1710-1737 1737-1757 1757-1784 

FDD uplink (1920 - 1980 MHz) 

1920-1940 1940-1959 1959-1979 

FDD downlink (758 - 788 MHz) 

758-768 768-778 778-788 

FDD downlink (1805 -1880 MHz) 

^ K ^ ^ l ^KH^I ^ K ^ ^ l 
1805-1832 1832-1852 1852-1879 

FDD downlink (2110 - 2170 MHz) 

2110-2130 2130-2149 2149-2169 

(3400 - 3800 MHz) 

3540-3580 3580-3600 3600-3640 3640-3660 3660-3700 

02 T-Mobile Vodafone 

Fig . 1.7: Spectrum division of 5G N S A bands by M N O s in the Czech Republic (valid 

to: 25.11.2023) [10] 

(a) 02 (b) T-Mobile 

(c) Vodafone 

F ig . 1.8: The 5G N S A coverage (all bands) by M N O s in the Czech Republic (valid 

to: 25.11.2023) [11] 
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The same principle of network coverage as in F ig . 1.4 is shown in F ig . 1.8. A s 

evident from F ig . 1.8, the 5G N S A coverage is currently dominated by Vodafone, 

followed by T-Mobi le and 0 2 based on measurements of C T O . Because 0 2 and 

T-Mobi le share passive and active infrastructure for 5G technologies ( R F spectrum 

and core of the network of each M N O remain separate) [22], they are covered quite 

similarly. The cooperation of 0 2 and T-Mobi le covers the entire territory of the 

Czech Republic except for Prague and Brno, where each of them has its infrastruc­

ture and the coverage of 5G N S A is robust. 
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2 Measurement Environments 

Measurements and collected data exhibit variability, primarily depending on the 

specific environment in which they are measured, the parameters applied, deviations 

of the measuring devices, and various other factors. This chapter wi l l focus on 

types of environments and their impact on measurements in mobile networks. The 

chapter is divided into two principal types of measurement environments: indoor 

and outdoor (see F ig . 2.1). 

Signal measurements in both outdoor and indoor environments play crucial roles 

in R F engineering. These environments involve drive tests and walk tests, employing 

specialized vehicles or individuals equipped with measurement devices to traverse ge­

ographical areas. Data collected includes signal strength, signal quality, and various 

performance indicators. This information is important for optimizing cell place­

ment, adjusting antenna ti l t , and mitigating interference to enhance overall network 

performance [23]. 

For 4 G / 5 G networks, monitoring and troubleshooting end-to-end network per­

formance are essential to ensure optimal functionality, enhance user experiences, 

and address performance issues promptly. Evaluating broadband infrastructure, 

mapping network performance across operators, and understanding the quality of 

experience (QoE) for Mobile Broadband ( M B B ) network customers enable opera­

tors to identify and address issues related to throughput, latency, loss rate, signal 

strength, and other performance metrics. Further discussions in this work wi l l focus 

on the assessment of QoS and user experiences [24]. 

33 



2.1 Indoor 

Indoor propagation in wireless communication introduces unique challenges, partic­

ularly in environments rich wi th metal structures, leading to high dispersion and a 

complex mix of clustered multipath components that pose challenges for broadband 

channels [25]. 

Indoor spaces, ranging from small rooms to large structures like factories and air­

ports, exhibit diverse behavior, making simple statistical characterization challeng­

ing. Deterministic approaches such as ray-tracing or full-field methods are attractive 

for their simplicity but face challenges in acquiring detailed data on constituent ma­

terials and their electrical properties, especially considering dynamic factors like 

moving furniture and changing environments due to human presence [25]. 

In traditional wireless communication systems, phenomena like scattering, reflec­

tion, and diffraction by the physical environment influence radio signals transmitted 

in indoor environments [26]. Mul t ipa th propagation, where signals reach the receiver 

through multiple paths due to obstacles blocking the line-of-sight (LOS) path and 

reflections, is common. 

The use of M I M O communication in mobile network systems further complicates 

indoor propagation, as each receiver antenna receives both the L O S signal and a 

fraction of the signal from other propagation paths. This adds to the challenges and 

intricacies of indoor radio signal transmission [26]. 

2.1.1 Positioning 

Indoor environments cause challenges for positioning technologies like Global Nav­

igation Satellite Systems (GNSS) due to signal degradation caused by obstacles 

and various influences [27]. Consequently, W i F i technology, based on I E E E 802.11 

standards, has emerged as a widely adopted indoor positioning solution. W i F i 

positioning methods include triangulation, where the device measures the received 

signal strength from multiple access points, and fingerprinting, which matches signal-

strength fingerprints to a database [28]. It is important to note that, for the scope 

of this work, discussions on indoor positioning techniques are exploratory, and none 

of them wi l l be integrated into the final implementation. 

2.2 Outdoor 

In the domain of measuring radio signals for 4 G / 5 G networks, understanding out­

door environments is vi ta l . This necessitates a comprehensive approach to data 

collection [24]. Measurements are conducted in open spaces, such as city streets, 
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employing a precise process involving mobile driving tests wi th vehicles like cars, 

buses, or trains. Outdoor measurement scenarios are classified into urban, subur­

ban, and rural categories, each characterized by distinct population densities and 

building structures. Outdoor radio signal measurements encounter challenges posed 

by obstacles like trees and buildings, contributing to multi-path propagation, among 

other factors [25]. 

Significant challenges persist in outdoor environments, particularly in character­

izing building materials in terms of their electrical constants and surface roughness 

essential for modeling reflection and scattering and, consequently, the mult ipath 

environment [25]. 

To address these challenges and formulate effective planning schemes, a compara­

tive analysis between modeled and measured data is imperative. Various models are 

employed for such comparisons, aiding the analysis between theoretically predicted 

signal behavior and actual measured data. Common models include path loss mod­

els, estimating signal attenuation based on distance and frequency, and ray-tracing 

models that simulate signal interactions wi th physical structures to predict propaga­

tion characteristics accurately. For instance, F ig . 2.2 shows an illustrative example 

of a ray-tracing model. 

F ig . 2.2: Two-ray model on Brno Kolejní street 
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2.2.1 Urban areas 
Cities, commonly marked by high population density and ongoing construction, 

typically accommodate over 50,000 people (in the Czech Republic, localities wi th 

2,000 or more inhabitants [29]) [24]. Conducting radio signal measurements in urban 

areas presents challenges due to the intricate urban environment. In densely built 

areas, such as regional cities, general propagation models struggle to account for 

variations along streets and areas shielded by tal l buildings, necessitating specialized 

treatment. Addressing these challenges is crucial for ensuring accurate radio signal 

measurements and predictions in diverse urban settings [25]. 

2.2.2 Sub-Urban areas 

Situated outside city limits, sub-urban exhibits a moderate population density rang­

ing from 2,500 to 50,000 people (again in the Czech Republic more than around 100 

to 2000 inhabitants), featuring numerous houses wi th fewer buildings and shops. 

Suburban areas differ from urban centers in their vast, low-density land use [24]. 

2.2.3 Rural areas 

Defined by their natural openness, rural areas maintain a small population density, 

typically fewer than 2,500 people (in the Czech Republic less than 100 inhabitants), 

comprising few houses and buildings compared to suburban and urban regions, re­

flecting a distinct rural landscape shaped by nature [24]. 

2.2.4 Positioning 

In outdoor environments, G N S S technologies such as Global Positioning System 

(GPS) or Galileo leverage satellite constellations to provide accurate positioning 

[27]. G P S utilizes triangulation to compute positions based on signals from three 

or more satellites, using Time of Ar r iva l ( T O A ) for distance calculation. However, 

G P S signals are susceptible to non-line-of-sight (NLOS) interference and climatic 

conditions, leading to significant positioning errors [30]. 
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3 Measurement Setup 
This chapter presents a measurement setup solution designed to comprehensively 

evaluate the performance of 4 G and 5G networks. Careful selection of methods, 

equipment, and tools is essential for acquiring precise and insightful data for in-

depth analysis. Examining Key Performance Indicators (KPIs) , choosing appro­

priate network modules and processor units, considering power-saving options, and 

implementing effective visualization techniques are crucial factors in determining 

the optimal measurement setup. 

The core focus of this thesis revolves around conducting measurements uti l izing var­

ious modes of transportation, including public transport, bicycles, cars, and pedes­

trian walks. These measurements are designed to cover extensive distances and 

gather a significant volume of data. Furthermore, walk tests entail affixing the mea­

suring device to an individual, allowing for the profiling of predominantly indoor 

environments, while also extending to outdoor settings. 

The main idea of the measurement methodology is visualized in F i g 3.1. Mea­

sured data are collected from the mobile site using a measurement device and stored 

in log files, which are then stored on the internal memory storage of the device (in 

the future preferably on the cloud). Subsequently, the data are retrieved for visual­

ization, enabling users to analyze the measured data and deduce conclusions from 

the result of the measurement campaign. 

This methodology closely aligns wi th the practices employed by most M N O s or 

companies specializing in benchmarking mobile networks. Most of them use ap­

proaches that involve a combination of drive tests divided into individual categories 

according to the environment (as outlined in subsection 2.2). Conducted measure­

ments in this work are divided mainly into static indoor and mobile outdoor tests. 

3.1 Methodology 

Mobile Network Measurement 
Device Data Visualization 

Fig . 3.1: Measurement methodology 
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Static indoor tests focus on assessing network performance within buildings and en­

closed spaces, while mobile outdoor tests evaluate network performance in various 

outdoor environments, including urban, suburban, and rural areas. These assess­

ments involve sophisticated equipment and vehicles to capture real-world scenarios 

accurately. Leveraging these measurements, they acquire essential input for op­

timization and plan subsequent steps to enhance the overall performance of the 

network. 

3.2 Data Collection 

Presently, numerous applications and devices are available to support these mea­

surements. Examples include the Andro id application "G-NetTrack," employed in 

[24], and the " T E M S Pocket" application utilized in [31], serving as commercial 

phone-based mobile network measurement tools. In this work, an effort to design a 

novel measurement device along wi th its dedicated application is introduced. This 

approach aims to enhance flexibility and measurement efficiency, allowing for indi­

vidualized settings of visualization and data manipulation. Unlike existing applica­

tions, this solution offers greater adaptability to user needs. 

A s mentioned and indicated in F i g 3.1, for data collection we need to design 

a proper measurement device that wi l l be able to connect to the 4 G / 5 G network, 

measure the necessary K P I s , and store them somewhere where they wi l l be accessi­

ble. First , we analyze what is important for obtaining a high-quality evaluation of 

mobile networks and what must be taken into account during the measurement. 

3.2.1 4G/5G Measurement 

A s mentioned in the Introduction, currently, 4 G and 5G in the Czech Republic 

support only N S A technology. Together, 4 G and 5 G dynamically share resources 

via DSS support. For a better understanding of the following text, F ig . 3.2 shows 

the DSS concept of resource sharing between 4 G and 5G in the time and frequency 

domain. 

A t the P H Y layer, 5G is designed according to 3 G P P in a similar style as 4 G 

to support DSS wi th the same subcarrier spacing and a similar structure of time-

domain communication [32] (though in 5 G N R subcarrier spacing, number of O F D M 

symbols wi thin a radio frame can vary depending on transmission numerology [33]). 

M N O s maintain L T E cell-specific reference signal (CRS) transmissions for backward 

compatibility of 4 G devices, which each cell broadcasts at predefined time-frequency 

coordinates, and U E then can based on these C R S measure and calculate K P I s [32], 

[34]. 
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Time and frequency 
domain allocation 

100 ms 

20 MHz 

Resource block 
structure in LTE/5G 

l m s sub-frame 

• 0.07 ms symbol 

180 kHz 

: 4G data 
: 5G data 

• 4G data, or 5G data & 
5G reference 

: 4G reference 
: 4G/5G control 

Fig . 3.2: 4 G and 5G resource sharing in time and frequency domain [32] 

F ig . 3.2 illustrates on the left side an allocation for 4 G and 5G data and on the 

right side a 1 ms long sub-frame in the form of a resource grid, both in frequency 

and time domain. The radio resource grid is divided into time and frequency units 

called Resource Blocks (RBs) , wi th a 0.7 ms duration and 180 k H z width. Each R B 

consists of 12 sub-carriers that are 15 k H z wide in the frequency domain both for 4 G 

and 5G, in the time domain for 4 G 7 O F D M A or S C - F D M A symbols (depending on 

the direction of communication) [35], and not strictly specified in the time domain for 

5G [33]. A s can be seen on the right in F ig . 3.2, small squares are Resource Elements 

(REs) which are the smallest units of the resource grid made of one subcarrier in 

the frequency domain and one symbol duration in the time domain. 

RF Bands 

Measurements on individual R F bands can differ significantly, and thus shared anal­

ysis or interpolation of all samples from mobile measurements, where there is a high 

chance of changing the used band in 4 G or 5G technology, does not make sense. 

Each of the frequencies must be analyzed separately to preserve a meaningful mea­

surement result of the subsequent interpolation of the coverage map of the measured 

technology in the given band. Another important element is the selection of a suffi­

cient sample frequency of the collected data so as not to exceed the distance, which 

would ensure a low correlation of the measured samples and thus invalidate the 

data set. In [36], it was found that at frequencies above 1.8 G H z , which for example 

corresponds to bands 3, 1, and 7 in 4G, at a distance of around 100 meters the 

correlation of the measured values is around 20%, which excludes the possibility of 

reliable interpolation between the measured points. 
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3.2.2 Key Performance Indicators 

To find out the important properties of mobile networks such as coverage, capac­

ity, quality, reliability, etc., it is necessary to obtain critical K P I s . Let's analyze 

some of the most important measured network parameters from which analysis and 

deductions on how to improve Q o E and QoS are collected. 

Signal Measurements 

• RSSI (Received Signal Strength Indicator) - RSSI is defined as the linear 

average of the aggregate received power, measured in watts. It is observed 

within the configured O F D M symbol and across the measurement bandwidth, 

encompassing TV number of R B s . This comprehensive measurement accounts 

for signals the U E receives from various sources, including co-channel serving 

and non-serving cells, adjacent channel interference, thermal noise, and other 

contributing factors [37]. Typically, a higher RSSI value (e.g., >-65dBm) 

indicates stronger signal strength and lower RSSI values (e.g., <-85dBm) are 

indicative of weaker signal strengths. 

• R S R P (Reference Signal Received Power) - R S R P is characterized as 

the linear average of the power contributions (measured in watts) from the R E 

responsible for carrying the C R S . This measurement is conducted wi thin the 

designated measurement frequency bandwidth, as specified in [37]. Generally, 

higher R S R P values (e.g., >-80dBm) suggest a stronger signal. Conversely, 

lower R S R P values (e.g., <-100dBm) are indicative of weaker signals. 

• R S R Q (Reference Signal Received Quality) - R S R Q is expressed as the 

ratio of TV times the R S R P to the E - U T R A carrier RSSI , where TV represents 

the number of R B s within the E - U T R A carrier RSSI measurement bandwidth. 

Both the numerator (N times R S R P ) and the denominator ( E - U T R A carrier 

RSSI) measurements are conducted over the identical set of R B s [37]. Again , 

higher R S R Q values (e.g., >-10dB) suggest a stronger signal quality and lower 

R S R Q values (e.g., <-20dB) are indicative of weaker signal quality. 

• S I N R (Signal to Noise and Interference Ratio) - S I N R is not defined 

by the 3 G P P specification as the metrics above (thus it is not reported to the 

serving cell), but it is usually defined by the vendor of U E . Most ly it is the 

power ratio of usable signals measured from C R S to the average interference 

of measured signals or channel interference signals from other cells plus noise 

within the measurement bandwidth. A higher S I N R value (e.g. >15dB) 

indicates a good separation of the signal from the noise and interference, thus 

the quality of the signal. 
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3.2.3 The 4G/5G Module 
To obtain the values of all the necessary K P I s , it is necessary to choose a suitable 

device to measure these values. A s was mentioned at the beginning of this chapter, 

the idea of this work is to bui ld a solution that wi l l be independent of any third-party 

application. Therefore, it is necessary to select 4 G or 5 G modules from the available 

options. Additionally, these modules should possess the capability to determine 

the position of device wi th the assistance of G N S S technology. The integration of 

such modules is crucial for comprehensive and accurate data collection during the 

measurement process. 

Currently, three prominent brands in the market manufacturing 5 G modules 

are Qualtec, Simcom, and Sierra Wireless. Each of these manufacturers provides 

a variety of modules wi th diverse parameters. However, a common feature among 

them is their compatibility wi th connecting to 4 G / 5 G networks and even older tech­

nologies. These modules universally support satellite systems like G N S S , ensuring 

comprehensive connectivity and positioning capabilities for the measurement device. 

Three models wi th the capability to connect to both 4 G and 5G networks, cou­

pled with G N S S technology, have been selected from leading manufacturers. These 

models include the S IM8200EA-M2 module from Simcom, the 5G R M 5 0 0 Q series 

model from Quectel, and the EM9190 model from Sierra Wireless (see F ig . 3.3). 

A l l of them have a maximum data transfer speed of around 3 Gbps in D L and 

slightly different data transfer speeds in U L , with a range from 0.5 to 3 Gbps. The 

prices are very dependent on the merchant who offers the modules and the prices 

vary from 300 to 400-500 euros. More information about these modules is available 

in Table 3.1. Based on Table 3.1 and the availability of the module, the choice was 

narrowed down to two modules, a model from Simcom SIM8200EA-M2 and Quectel 

5G R M 5 0 0 Q . These two manufacturers also offer development boards for modules, 

which makes working wi th modules much easier. 

(a) Simcom SIM8200EA-M2 (b) Quectel RM500Q series (c) Sierra Wireless EM9190 

Fig . 3.3: Three selected modules [38], [39], [40] 
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Table 3.1: Modules comparison 

K e y aspects S I M 8 2 0 0 E A - M 2 [38] 5 G R M 5 0 0 Q [39] E M 9 1 9 0 [40] 

5G Category 5G N S A / S A 3GPP Release 15 5G 5G NR Sub-6 and 
N S A / S A mmWave 

5G Frequency Bands n41, n77, n78 n38, n41, n77, n78, Al l Supported 
n79 

4 G Category Cat-20 DL Cat-16/ UL Cat-20 
Cat-18 

4 G Frequency Bands Al l Supported Al l Supported Al l Supported 
Peak Download Rate 4Gbps 2.5Gbps 5.5 Gbps 
Peak Upload Rate 500 Mbps 900 Mbps 3 Gbps 
Satellite Systems Supported Supported Supported 
U S B USB 3.1 USB 3.1 USB 3.1 
Price 300 € 300 € 400 € 

Both of them support a sufficiently high data speed in D L / U L communication di­

rections for benchmarking mobile networks in Czech Republic, share a similar price 

range, and each of them has U S B 3.1 needed for potential high-speed tests, since 

U S B 2.0 despite the limitations of 480 Mbps and U S B 3.1 can transmit data wi th a 

speed up to 10 Gbps [41]. 

In [42], these two and other modules were tested in terms of the D L / U L using 

tools such as OpenSpeedTest, LibreSpeed, iPerf3 and Round-Trip-Time (RTT) in ms 

using the LibreSpeed tool and ping. From this module test, the clear winner between 

the Simcom SIM8200EA-M2 modules built into the development platform from 

Waveshare 5 G Module and the Quectel R M 5 0 0 Q - G L ( M 2 ) built into the Quectel 

U S B Modem is the module from Quactel, which had measured average download 

speeds of around 750 Mbps and upload 160 Mbps against Waveshare 5G. The module 

from Simcom had an average download speed of around 200 Mbps and upload around 

100 Mbps. However, the measurement could be affected by the U S B 2.0 interface, 

which limits the speed to 480 Mbps, but even so, the results did not reach even this 

theoretical l imitation interface U S B 2.0 [42]. In the R T T measurement, Quectel 

succeeded again with an average value of around 10 ms, while Waveshare achieved 

an average of around 13 ms [42]. 

Both tested modules from [42], see F ig . 3.4, underwent testing using a Sub­

scriber Identity Module (SIM) card from T-Mobi le Czech Republic. Despite the 

advantages offered by the Quectel Modem, the Waveshare 5 G Module was selected 

for measurement. Unfortunately, the Quectel module yielded numerous error values 

during testing, and in some instances, it failed to connect to the network altogether. 

The G P S functionality of the Quectel module proved problematic, as it was unable 

to resolve locations even with reference to Quectel's documentation or support. 
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(a) Waveshare 5G Module [43] (b) Quectel USB Modem [39] 

F ig . 3.4: The considered and tested modules 

AT Commands 

Regarding A T commands for communication and data collection from the module. 

Quectel stands out once again, offering a more extensive array of unique and useful 

commands. This broader spectrum of commands enhances the capability to collect 

important K P I s from the network. 

However, for the reasons provided, testing was continued on the Waveshare 5G 

Module. It offers an A T command "AT+CPSI?" for basic listing of U E system infor­

mation. This includes primarily signal measurements, such as R S R P , RSSI , R S R Q , 

and Reference Signal Signal-to-Noise Rat io ( R S S N R ) , as defined by Simcom [38]. 

Additionally, this A T command provides other useful information, such as the D L 

frequency and R F band of the active set, Physical Cel l ID, and Service-cell Identi­

fication for the next location of the base station used, as well as the transmission 

bandwidth configuration of the serving cell on the D L and U L . 

During the measurement, additional commands are utilized to collect various 

data. The time and date are obtained using the "AT+CCLK?" command, while the 

name of the M N O is retrieved as a string through the "AT+COPS?". Command 

"AT+CSQ" is used to obtain RSSI and Channel B i t Error Rate ( B E R ) , values de­

fined in the Simcom documentation. Furthermore, location information is obtained 

wi th the "AT+CGPSINFO" command, which returns G P S fixed position data such as 

latitude, longitude, altitude in meters, speed in knots, and course in degrees, along 

wi th supplementary information. 

During the module initialization phase, several commands are executed. "ATI" is 

used to request product information, "ATE1" enables command echo, "AT+CFUN=1" 

activates full functionality of the device, "AT+CNMP" sets the Radio Access Tech­

nology ( R A T ) , and "AT+CSYSSEL" configures a specific band within the selected 

R A T for measurement. These initialization commands are executed only once at 

the beginning of the measurement. 
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3.2.4 Processing Unit 
A n essential part of the measurement setup is the processing unit, which must handle 

the communication wi th the network module, have a sufficient speed of the data rate 

on their interfaces, have the capability to connect to the internet for transmitting 

measured data to the cloud, and exhibit sufficient performance for data preparation 

and even basic analysis. Relatively inexpensive microprocessor units ( M C U s ) like 

ATmega, ESP32 , or similar variants suffice for acquiring signal measurements alone. 

However, most of these M C U s do not have sufficient data transfer speed across their 

interfaces. For instance, ESP32 has a maximum data rate of around 100 Mbps, 

which is not enough for testing of the throughput in 4 G / 5 G networks, thus the 

measurement would be limited. 

Raspberry Pi 

After thorough evaluation, the Raspberry P i (RP i ) , a single-board computer (SBC) 

developed by the Raspberry P i Foundation, was selected for the task. This decision 

was based on its consistent delivery of cost-effective, high-performance, and low-

power computing capabilities. The R P i is compatible wi th various open-source 

Linux distributions, wi th the Raspberry P i OS being the primary operating system 

utilized in this work. The most recent iteration of R P i 5 comes wi th a 2.4 G H z 

quad-core 64-bit A r m Cortex-A76 C P U , equipped wi th 8 G B of R A M , and supports 

U S B 3.0 for concurrent 5 Gbps operation [44]. 

Despite their popularity and affordability (RPis are priced below the 90 euros 

threshold, even for the most powerful model), they frequently experience stock 

shortages and sell out wi thin minutes when available. Therefore, the Raspberry 

P i 4 Mode l B 2018 was selected for its practical specifications, featuring a Quad-

core Cortex-A72 ( A R M v8) 64-bit SoC @ 1.8 G H z , 2 G B LPDDR4-3200 S D R A M , 

and two U S B 3.0 ports capable of transfers up to 5 Gbps [45] (see F ig . 3.5). This 

model, being the best available under the prevailing conditions during this project, 

ensures efficient throughput for high-speed tests. The quad-core A R M processor 

provides ample performance for rigorous data analysis. Ut i l iz ing the R P i stream­

lines the development process, especially wi th the ease of programming in Python, 

a language well-suited for data manipulation. 

Energy saving options 

Thermal testing of the R P i Model 4 in [46] revealed that in Idle mode, the R P i con­

sumes approximately 3 W . However, under heavier loads, power consumption can 

escalate to 8 W . A s the primary objective of this work is to maintain flexibility in 

movement and conduct mobile measurements in the field of interest, it 's crucial to 
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Choice of RAM 

Fig . 3.5: Raspberry P i 4 Model B 2018 [45] 

equip the entire measurement setup with a portable power source. To maximize the 

operational time, during which the measurement setup can perform other functions 

like providing an internet connection to additional devices or undertaking basic data 

analysis, it 's advisable to minimize energy consumption. This includes implement­

ing power-saving measures wi thin the operating system. For instance, deactivating 

unnecessary technologies, such as Bluetooth, which won't be utilized, and turning 

off peripherals like H D M I , Ethernet, etc. can significantly conserve energy. Other 

potential energy-saving techniques, like downclocking the processor or deactivating 

individual processor cores, can be explored on R P i forums. 

A t present, energy optimization is not a priority as a 40 A h capacity battery is 

employed. This capacity ensures prolonged operation, even without implementing 

energy-saving measures. Under maximum R P i util ization, consuming approximately 

8 W of power, the battery can sustain measurements for over a day, which is ade­

quate for current mobile outdoor measurements. However, for future cost reduction, 

it would be enough to ensure a smaller capacity of the battery pack and to reduce 

the energy consumption of the R P i wi th the help of the proposed steps. Never­

theless, these solutions need thorough testing, as they may impact measurement 

functionalities. 

3.2.5 Measurement Setting tool 

In order to establish and monitor measurements accurately, an additional essential 

component for data collection was required. This led to the creation of an application 

tailored specifically for this purpose. To build the described application, a platform 

supporting graphical user interface (GUI) functionality is necessary, where the user 

can provide settings of the measurement. For this, predefined tools and Python 

packages are utilized. 
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Measurement script 

The measurement script itself was implemented using the pure Python programming 

language, supplemented by the pyserial package for establishing connections wi th 

the module, along wi th other buil t- in modules for data processing and storage. To 

clarify the script's functionality, a simple flowchart diagram is shown in F ig . 3.6. 

The script begins wi th the user selecting their preferred R A T and band. Subse­

quently, a connection is established wi th the module, and upon successful connec­

tion, an initialization A T command is executed. The script then checks the G P S 

status and sets the name, either by user input or default, typically as the start date 

of the measurement. Following initialization, the script enters the main loop, where 

it continuously acquires all measured values. W i t h i n this loop, control mechanisms 

associated wi th the module and G P S technology are engaged, and measured values 

are retrieved using A T commands. This process persists unti l the measurement time 

equals or exceeds the duration specified by the user. 

Dash 

Creating an executable application would be unnecessarily complicate and limit flex­

ibility. Instead, the application wi l l leverage Dash, a Py thon framework for creating 

low-code interactive web applications with a user-friendly interface, complemented 

by Plotly for interactive data visualizations [47]. This framework is well-suited for 

various complex data science and machine learning ( M L ) analytics. 

B y uti l izing Dash, it becomes feasible to deploy a running application on the local 

device, primarily for debugging purposes, using a loopback address wi th port 8050 

F ig . 3.6: Flowchart of the measurement script 
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(e.g., "http://127.fJ.0.1:8050/"), or by employing a pre-fork worker model like G u -

nicorn. Gunicorn is a Web Server Gateway Interface (WSGI) Hypertext Transfer 

Protocol ( H T T P ) server used to deploy Dash application at the address on the Un ix 

device wi thin the local network with a pre-defined port, aligning wi th the concept 

adopted in this work. The pure Py thon nature of Dash significantly simplifies the 

workflow, eliminating the need for other programming languages like JavaScript for 

web application development. 

The fundamental components of the Dash application architecture are Layout 

and Callbacks. Layout defines the overall appearance of the application and com­

prises components in Hypertext Markup Language ( H T M L ) and Dash, allowing for 

styling through Cascading Style Sheets (CSS). O n the other hand, Callbacks are 

functions annotated wi th @app. callback that respond to user interactions, dynam­

ically updating the application content based on these inputs. 

Designed settings application 

Leveraging the Dash framework enabled the creation of a user-friendly application 

for controlling and configuring measurements, as depicted in F ig . 3.7a, the user can 

specify the measurement name, duration, technology, preferred band in the specified 

technology, checkbox option for turning off or on G P S localization, and the trigger 

buttons ' S T A R T ' and ' S T O P ' . 

The application enables switching the G P S functionality for two types of spe­

cific measurements: static indoor and mobile outdoor. Whi le G P S coordinates are 

essential for analyzing outdoor data, they are unnecessary for static indoor measure­

ments, where G P S signals are often unavailable. B y deactivating G P S localization, 

measurements become quicker as there's no need to wait for a 60-second cold start of 

the G P S technology on the Waveshare 5G Module before starting. Disabling safety 

and control mechanisms during G P S data acquisition also speeds up this process. 

A s a result, during static indoor measurements, the device can capture up to one 

sample of all K P I s per second, whereas during mobile outdoor measurements, the 

fastest achievable sampling frequency is one sample of all K P I s per 3 seconds. 

The ' S T A R T ' and ' S T O P ' buttons employ a Dash Background callback, inte­

grating the measurement script. This approach provides a scalable solution for 

handling lengthy callbacks on web servers. B y executing these callbacks in a sepa­

rate background queue, it mitigates worker overload and prevents request blocking 

[48]. Consequently, users terminate measurements at any point using the ' S T O P ' 

button. Moreover, real-time display of all measured data, along with a progress bar 

visualization as shown in F ig . 3.7b, ensures alignment wi th ongoing measurements. 
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S. 10.42.0.1:8000/ c & 10.42.0.1:8000/ c 

RSRP: -94 

RSRQ: -8.42 

RSSI: -53.7 

RSSNR: 7 

LAT: 49.232660 

L O N : 16.571048 

N O 5G DATA 

(a) Available settings for measurement (b) Tool while measuring 

F ig . 3.7: Measurement setting tool on a phone via Firefox browser 

Application deployment 

The deployment of application is facilitated by Gunicorn, as previously mentioned. 

The foundation of this deployment is a bash script that executes upon the operating 

system's startup on the R P i . A flowchart illustrating the fundamental operation of 

this script is provided in F ig . 3.8 to offer insight into its functionality. 

Initially, the script checks if an IP address is assigned to the module interface. 

If an IP address is detected, the script waits for 5 seconds before initiating the local 

network as a hotspot, thereby providing Internet access. Additionally, it can modify 

the IP address within the local network if necessary. 

Wait for assignment! 
of the IP address to 

the module interface 

Wait for 5 seconds 

Start the hotspot with 
defined SSID and 

password 

Set the IP address 
10.42.0.1 on wlanO 

interface 

Go to the 
measurement setting 
application directory 

Start the application 
on 10.42.0.1:8000 via 

Gunicorn 

Fig . 3.8: Flowchart diagram of the startup bash script 
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Subsequently, the script navigates to the directory containing the Dash application 

and launches it using Gunicorn. The application is hosted at the address 10.42.0.1, 

which should correspond to the IP address of the R P i within the specified local 

network, and on the port 8000. 

3.3 Data visualization 

The hardware part is designed and consists of a Waveshare 5G Module, R P i 4 

Model B , and a 40 A h power bank, as can be seen in F ig . 3.9. This setup enables 

the initiation of data collection using a simple Py thon script together wi th the Dash 

application for setting measurements, the mentioned A T commands, and the bash 

script for initialization. 

Another crucial aspect is the processing and visualization of the collected data. 

A n inspiring example include the analysis and optimization tools provided by the 

already mentioned Info Vis ta , particularly software such as ' T E M S Instigation' or 

' T E M S Discovery'. These tools offer insights into network performance by analyzing 

log files from devices equipped wi th specialized software. Users can visualize data 

on a map, comprehend the measured area, show individual graphs of K P I s , and 

extract various information from specific measured samples (see F ig . 3.10). 

The visualization tool developed for this work follows a similar structure. It 

includes a user-friendly navigation bar, granting easy access to individual analyses 

of data from both mobile and static measurements. Moreover, it offers an 'About' 
section that serves as a comprehensive guide for users. For instance, on the mobile 

F ig . 3.9: Measurement setup 
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Fig . 3.10: T E M S Discovery [49] 

measurement data analysis page, the tool features an interactive map enabling users 

to explore the measured area. Samples are color-coded based on predetermined 

thresholds (e.g., green for excellent signal, red for insufficient signal), allowing users 

to quickly identify areas of interest. Hovering over samples provides detailed in­

formation about the network. Furthermore, the tool presents graphical representa­

tions in the time domain for signal measurements, including R S R P , R S R Q , RSSI, 

and R S S N R . (Note: For the Waveshare 5 G Module, R S S N R represents the average 

reference signal S N R of the serving cell, as S I N R measurement is unavailable.) To 

ensure consistency in results, the tool incorporates integrated filtering mechanisms. 

These mechanisms isolate the analyzed R A T , band, operator, or other relevant pa­

rameters, facilitating focused analysis on specific criteria. Additionally, users can 

set individual thresholds for signal metrics, aiding in the targeted examination and 

detection of problematic 

3.3.1 Coverage Analysis tool 

The final version of the analysis application is now complete, effectively fulfilling 

the specified requirements. Developed entirely using the Dash framework, the ap­

plication operates system-independently, ensuring compatibility wi th major systems 

such as Windows, Mac OS, or various Linux distributions. This flexibility simplifies 

usage, requiring only the installation of a web browser and Python on the device. 

A s previously mentioned, the top section of the application includes a clear navi­

gation bar, as shown in F ig . 3.11. This navigation bar enables users to seamlessly 

navigate between different sections. The navigation bar includes the title Coverage 
Analysis - Dashboard, indicating the main page dedicated to mobile measure-
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Coverage Analysis - Dashboard Mobile Measurement Static Measurement About 

Select the data for proccesing: 
* Data Set: measurement_band2C_[te_O.C5Y 

OpenStreetMap 

a 4- ! J BD 

Fig . 3.11: Upper part of the application wi th navigation bar, dropdown data selec­

tor, and interactive map 

ment analysis. Similarly, the Mobile Measurement section provides quick access to 

this main page. For static analysis, users can utilize the Static Analysis section. 

The About page offers detailed explanations of each feature within the application, 

serving as a helpful guide and documentation resource for users. 

Mobile Measurement 

The Mobile Measurement page consists of four main components. A s shown in 

F ig . 3.11, the top section of the page is divided into two parts. The first part, 

labeled Dropdown data selector, enables users to select and process data. Users 

can choose multiple datasets, merge them together, or deselect them as needed. The 

second part is the Interactive map, which utilizes the OpenStreetMap A P I to 

retrieve geodata from the OpenStreetMap database. Measured points are displayed 
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this map, color-coded based on predefined thresholds for each K P I as shown in 

Table 3.2. These thresholds were determined through a combination of experimental 

measurements and objective assessments, considering various scenarios, including 

Internet connectivity status and outages on individual bands and technologies. 

The eNBs or gNBs are represented by larger black circles (coordinates from [50]). 

Hovering over a sample on the map reveals a detailed summary of the measured 

sample. Cl icking on individual samples generates a line connecting the sample to 

the corresponding cell at that moment, displaying the calculated distance in the 

legend. Addit ionally, the legend allows users to switch between different displays of 

individual metrics. The comprehensive functionality is depicted in F ig . 3.11. 

To facilitate useful data analysis, a Filtering was implemented, which is also 

linked to the Interpolation setting. Through filtering dropdown menus, users can 

filter data based on R A T , band, and operator. Additionally, the interpolation setting 

enables the estimation of the coverage map over the measured data, specifying the 

K P I for calculation, as shown in F ig . 3.12. 

The last important part for analysis is the so called Graphs, which display 

waveforms of measured K P I s , like R S R P , R S R Q , RSSI , and R S S N R , are shown 

in F ig . 3.13. Detailed information about each sample is displayed when hovering 

over it. The synchronization between the map and all graphs ensures that clicking 

on a point in either the graph or the map triggers the same callback in the Dash 

application, generating a line between the measured point and the corresponding cell. 

For various analysis scenarios, filtering values within a defined range is essential. 

To achieve this, a range slider is employed. This slider enables users to filter a 

specific metric, allowing them to, for example, isolate only very low values of the 

R S R P metric. This functionality aids in identifying areas wi th poor coverage and 

facilitates targeted analysis. 

Table 3.2: 4 G / 5 G N R N S A : Quali ty thresholds for different K P I metrics and bands 

Metric Excellent Good Moderate Bad 
RSRP (LTE Band 1) > -90dBm -90 to -120 dBm -120 to -140 dBm < -140 dBm 
RSRP (LTE Band 3) > -90 dBm -90 to -120 dBm -120 to -140 dBm < -140 dBm 
RSRP (LTE Band 7) > -95 dBm -95 to -125 dBm -125 to -145 dBm < -145 dBm 
RSRP (LTE Band 20) > -80 dBm -80 to -110 dBm -110 to -130 dBm < -130 dBm 
RSRP (NR Band 78) > -85 dBm -85 to -95 dBm -95 to-105 dBm < -115 dBm 
RSRQ > -lOdB -10 to -15 dB -15 to -20 dB < -20 dB 
RSSI > -65 dBm -65 to -75 dBm -75 to -85 dBm < -85 dBm 
RSSNR > 10 dB 3 to 10 dB 0 to 3dB < OdB 
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Filtering: 
Technology [RAT): Selected BAND: Operator (provider): 

j Select a Technology (RAT]... » Select a BAND... » I I Select a Operator (provider)... 

Interpolation: 
Type of interpolation: Data for interpolation: 

I Selectan Interpolation Method... • I Sclecta dara for interi 

Fig . 3.12: Fi l ter ing menu together wi th interpolation settings 

RSRP 

R2RF 

-2W -ISO -120 -35 

Filter 

Fig . 3.13: Example of time series graph in the application 

Static Measurement 

The Static Measurement page closely resembles the Mobile Measurement page 

previously described. However, in static measurements, data are collected from a 

fixed location indoors, where capturing G P S signals is often not feasible. Therefore, 

the interactive map is removed from this page. 

Essentially, the Static Measurement page mirrors the structure of the page de­

signed for mobile measurements. However, instead of interactive maps, boxplots and 

histograms are featured, as depicted in F ig . 3.14. This similarity in layout and func­

tionality ensures consistency across different measurement scenarios while adapting 

the visualization tools to suit the characteristics of static measurements. Addi t ion­

ally, two sections have been incorporated, crucial for analyzing large datasets wi th 

significant variability. First , a section has been introduced to set the minute rolling 

average, as depicted in F ig . 3.15. B y averaging data over a specified window, it 

becomes easier to discern long-term trends or patterns while mitigating the impact 

of short-term fluctuations. Furthermore, another section aids in optimizing the data 

loading time. Given that static measurements typically entail hundreds of thousands 

to millions of measured samples, loading such extensive datasets on a standard com­

puter hosting the application can impose an unnecessarily heavy burden. 
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Box Plot of RSRP Values 

Histograms 

Histogram Plot of RSRP Values 

(a) R S R P Box plot (b) R S R P Histogram 

Fig . 3.14: Boxplots and histograms implemented in static analysis page 

Rolling Average: 
Select number oF minutes that will be a rolling average1 over trie data set: 

Von have selected 15 minutes For the rolling average. 

60 70 

Optimize dataset size: 
Q Cet better loading times oF the data sets 

Fig . 3.15: Two added sections for averaging the static dataset and optimizing the 

loading time of the page 

Therefore, this option allows users to reduce the dataset size, thereby alleviating the 

data loading strain. If this option is enabled, the dataset comprises only every nth 

value, based on the specified value of the slider in the 'Rol l ing Average' section. 

About 

This page serves as an introduction and user manual for individuals uti l izing the 

application. It explains the fundamentals of measurement, outlines where to locate 

available data, and delineates the functionality of various features. A s depicted in 

F ig . 3.16, the page begins wi th an introduction to the measurement methodology. 

Subsequently, it includes a user guide section, detailing the operation of individual 

features in mobile or static analysis and providing clarification where necessary. 
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Coverage Analysis - Dashboard Mobile Measurement Static Measurement About 

Welcome to Coverage Analysis - Dashboard 
Here you ca n find information a lor g with pictures. 

All measurements are done via mea-srument setting too I availible on h rt ps:;7q ithub .cc m/m .c n • In n ,-cc - e ra c e-a r-al vs s together with this application and measured data. Measured 
data are collected via Simcs-T! Si:M823GEA-M2 SG Module shown on the Fig.1. 

Fig. 1. Sim com SIMS 2G0EA-JVJ2 5G Module together with measurement setting application running on Raspberry Pi 

This application includes a user-Friendly navigation bar, granting easy access to individual a rca lyses oF data From both mobile and static measure me nb. For instance, on the mobile 
measurement data analysis- page, this tool Features an interactive map enabling to explore the measured area. Samples are color-toded based on predetermined thresholds (e.g., 
green For excellent signal, red For insuFFicient signal) shown in Table 1., allowing to quickly identify areas of interest. Hovering over samples provides detailed mFormation about 

the netwonlt. Furthermore, the tool presents graphical representations in the time domain For signal measurements, deluding RSRP, RSRQr RSSI, and RSSNR, (Note: For the 
Waveshare 5G Module, RSSNR represents the average reference signal SNRcf the serving ceil, asSINR measurement is unavailable.) To ensure consistency in results, the tool 

incorporates integrated Filtering mechanisms. These mechanisms isolate the analyzed RAT, ban-d, operator, or other relevant parameters. Facilitating Focused analysis on specific 
criteria:. Additionally, users can set individual thresholds for signal metrics, aiding in the targeted examination and detection oF problematic areas. 

Table_ 1. U^ed thresholds For color codi ng oF the in dividual metrics 

User Guide 

Fig . 3.16: About page that serves as an introduction and user guide 
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4 Processing Methods and Algorithms 
To access individual K P I s of the 4 G / 5 G network, various algorithms, methods, or 

mathematical tools must be employed. This chapter focuses on different approaches, 

including M L algorithms and interpolation. Through these methods, tools, and 

analyses, the scope of information is expanded, leading to insights into the perfor­

mance of the mobile network. 

4.1 Machine Learning Algorithms 

W i t h the increasing load on mobile networks, M N O s are compelled to employ ad­

vanced or new methods for detecting potential threats within the M L models to 

predict events, which may cause network overload, subsequently leading to various 

issues. Timely intervention based on these predictions allows for effective prob­

lem resolution, preventing adverse impacts on end-users. W i t h the availability of 

sufficiently large sets of measured K P I s , these models can be employed to predict 

various scenarios. For instance, it becomes possible to estimate the future load on 

an individual serving cell connected to the measurement setup, identifying any ir­

regularities in metrics and their influences. This allows for insights into expected 

load variations, such as lower loads at night compared to daytime. 

The measured dataset is ini t ial ly divided into training and testing sets, as can 

be seen in selected approaches for dataset division in F ig . 4.1. Using the training 

dataset, the M L algorithm identifies individual time patterns within the measured 

data. Subsequently, based on this training, the algorithm generates coefficients used 

in predicting the given K P I . Once the prediction is generated, the evaluation metrics 

such as Mean Absolute Error ( M A E ) or Root Mean Squared Error ( R M S E ) help 

assess the error between the created prediction and the test set, which represents 

the actual measurements. Analyzing this error allows for determining the suitability 

of the model for forecasting the given K P I of the mobile site. If necessary, more 

Training 

Training Testing 

(b) Single train-test split 
(a) Single train-test split with an external testing set (c) Cross-validation (5-fold) 

F ig . 4.1: Three selected approaches for dataset division [51] 

57 



adjustments to the parameters and coefficients of the model can be made to improve 

the forecasted results. 

Among others, the most popular M L models are: Linear Regression, Logistic 

Regression, Decision Trees, Support Vector Machines ( S V M ) , K-Nearest Neighbors 

( K N N ) , Art i f ic ia l Neural Networks ( A N N ) , Gradient Boosting Machines ( G B M ) -

X G B o o s t [52]. Each of these models has its strengths and weaknesses, and the choice 

of model depends on the specific problem and the characteristics of the dataset. More 

about listed models can be found in [53]. 

The topic of M L is extensive and has the potential to warrant a separate study 

solely focused on predicting K P I s , comparing various models to select the optimal 

one, and explaining the necessary parameters and methods used in M L algorithms. 

Therefore, in this work, we wi l l only provide a brief overview and utilize the Linear 

Regression model and X G B o o s t model, which belong under the G B M , for sequential 

analysis of primarily static data. This forecasting approach can prove useful when 

dealing wi th a large volume of static data and creating coverage predictions using 

the R S R P metric, thereby identifying potential fluctuations in the future. Further 

exploration and uti l ization of these methods can be considered for future studies. 

4.1.1 Linear Regression model 

Uti l iz ing simple forecasting models like linear regression becomes beneficial for pre­

dicting values such as throughput, Physical Resource Block ( P R B ) util ization, the 

number of users, and other K P I s for individual cells. These individual indicators 

typically demonstrate growth over time, aligning wi th the increasing demands and 

number of users in mobile networks. This approach is computationally efficient and 

easy to implement, requiring minimal computing resources. 

The linear regression model is used for predicting a quantitative response variable 

Y based on a predictor variable X. The underlying assumption is that there exists an 

approximately linear relationship between X and Y [54]. The Python programming 

language can be employed for working wi th this model, specifically uti l izing the 

LinearRegression model from the sklearn.linear_model package. According to 

the definition provided in the documentation of this package [55], linear regression 

is mathematically expressed as follows 4.1: 

Y(w, X) = w0 + w i X i + w2X2 + ...+ WiXi (4.1) 

where Y(w,X) is a predicted response vector, w0 is a bias term, and Wi and are 

the i t h weight and input, respectively. 
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Fig . 4.2: Linear regression model forecast 

A n example of uti l izing this model wi th the sklearn.linear_model package is 

illustrated in F ig . 4.2, showcasing the ascending trend of active users in D L commu­

nication (for illustrative purposes only). 

4.1.2 XGBoost model 
In this work, one of the top-performing out-of-the-box models, X G B o o s t (Extreme 

Gradient Boosting), has been selected for the prediction model. Compared to Linear 

Regression, X G B o o s t is much more sophisticated and is expected to yield superior 

prediction results. However, this comes at the expense of computational perfor­

mance. The X G B o o s t model is readily available as a package for M L in Python. 

Due to its complexity, we wi l l only provide a high-level overview of how the predic­

tion is made. 

This model belongs to the group of supervised learning models, which entails 

training a model based on patterns wi th features and leveraging these patterns in a 

dataset to predict new datasets wi th similar patterns. The model utilizes Gradient 

Boosting Decision Trees ( G B D T ) , an algorithm that employs numerous relatively 

simple models for prediction to construct a robust prediction model [56]. G B D T 

constructs a model comprising multiple decision trees, where each decision tree 

generate a model that predicts the data by evaluating a tree structure of if-then-else 

true/false feature questions, estimating the minimum number of questions required 

to assess the probability of making a correct decision [56]. 

59 



G B D T s iteratively train an ensemble of shallow decision trees, wi th each iteration 

uti l izing the error residuals of the previous model to fit the next model. The final 

prediction is obtained by combining the predictions of all the trees with appropriate 

weighting [56]. A n example of prediction using this model is depicted in F ig . 4.3. 

Cross-validation was employed, considering properties such as dependence on the 

hour of the day, to forecast data one day into the future based on seven days of 

static measurement of the R S R P metric. 

B y extracting relevant time-related features such as minute, hour, and day of 

the week from the dataset's index, the model gains insights into temporal patterns. 

Additionally, lag features are incorporated to capture the historical behavior of the 

target variable by considering past R S R P values at different time intervals. 

The TimeSeriesSplit provided by sklearn.model_selection technique di­

vides the dataset into five folds, wi th each fold representing a test size of one day, 

ensuring the evaluation of the model's predictive accuracy over varying time peri­

ods, where model within each fold involve training an X G B o o s t regressor on the 

training data while simultaneously evaluating its performance on both the training 

and validation sets. The evaluation metric employed was R M S E , wi th the score 

across all folds being 5.6634. The X G B o o s t regressor's hyperparameters were left 

unchanged, reflecting the default state of the model to demonstrate its capabilities. 

For improved prediction results, investing in hyperparameter tuning is essential. 

Additionally, conducting more in-depth data analysis to identify important features 

can further enhance the model's performance. 
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4.2 Interpolation of measured data 

The use of interpolation in this work has a significant impact. Through interpolation, 

it becomes possible to create an approximation of the coverage map for 4 G or 5G 

technology on a specific R F band or for an individual operator. In mathematical 

terms, interpolation seeks the most suitable approximation of points lying between 

specified significant points. Therefore, wi th a sufficient number of points in the 

two-dimensional (2D) space, as illustrated in F i g 4.4, where the benchmark was 

conducted for testing the measurement setup and proposed functions, a coverage 

map between these points can be obtained through interpolation. 

Python, specifically the scipy. interpolate package, is utilized for interpo­

lation in this work. This package offers spline functions and classes, as well as 

one-dimensional (ID) and multidimensional interpolation classes [57]. 

4.2.1 Types of Interpolation 

Determining the values of points on the 2D grid depends on the chosen interpolation 

method, specifically Bilinear, Nearest Neighbor, or Cubic convolution. The selection 

of the method is contingent upon the nature of the input data and its intended 

application after the operation. Consequently, all three methods are employed to 

obtain results and determine which one provides the most probable coverage for the 

given area. 

F ig . 4.4: Test measurement ( R S R P points) 
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Bilinear interpolation 

Bilinear interpolation involves calculating a weighted average of the four nearest 

points, where the influence of an input point increases as its proximity to the output 

point increases. Whi le this method allows for deviations in output values compared 

to the nearest input, these deviations always fall wi thin the same range of input 

values. Due to its potential to alter values, the Bilinear method is not suitable 

for categorical data but is well-suited for continuous data, such as the measured 

R S R P data tested in this context. The result of the Bilinear method is illustrated 

in F ig . 4.5a. 

Nearest Neighbor 

In the Nearest Neighbor method, grid values remain unchanged, preserving the ac­

curacy of the input values. The output point values are determined by the nearest 

center point on the input grid. Whi le this method can be applied to continuous data, 

it tends to produce blocky results, as demonstrated in the outcome when applying 

this method to the measured data, as shown in F ig . 4.5b. 

Cubic Convolution 

This method involves analyzing the 16 closest points around the specified output 

point and interpolating these points with a smooth curve. This method not only 

modifies the input values but can also yield an output value outside the input range, 

resembling the occurrence of a dip or peak. Whi le Cubic convolution is not suitable 

for categorical data, it excels in smoothing continuous data, as evident in F ig . 4.5c, 

where the coverage map of the tested area closely resembles the most expected state. 
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(a) Bilinear interpolation (b) Nearest Neighbor 

(c) Cubic convolution 

Fig . 4.5: Interpolation methods used on measured R S R P points 
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5 Results and Coverage Estimation 
In this part of the work, the focus is on analyzing all measured data using the 

proposed methodology and measurement setup. The measurement process was seg­

mented into two main parts: static and mobile measurements, conducted in both 

4 G L T E and 5G N R N S A technologies. 

The following text is divided into two primary sections: L T E measurement data 

and individual analyses of the bands deployed in the Czech Republic. Additionally, 

analysis is conducted in 5 G N R technology, where measurement is performed on one 

band deployed in the Czech Republic, considering the characteristics of the utilized 

5G module. A l l the measurements presented in this thesis were conducted in 2024. 

5.1 LTE Measured data 

Due to the versatility of the setup employed, supporting all bands in L T E technology, 

it was feasible to individually measure and analyze these bands, yielding quantitative 

insights. We delve into the findings from the static measurement, followed by an 

assessment of mobile measurements wi th a coverage estimation in the city of Brno. 

5.1.1 Static Measurement 

A l l static indoor measurements were conducted in the same way at P o d Palackého 

Vrchem dormitory on the Brno University of Technology ( B U T ) campus for seven 

consecutive days. The measurement device was positioned under a table in a second-

floor room in block A04, aligning with the base station located at Brno - Královo 

Pole, Kolejní 2905/2, block A04 of the B U T dormitory, with Cel l ID (CID) 606491, 

as shown in F ig . 5.1. 

F ig . 5.1: Location of the static indoor measurement (red dot) wi th serving cell 

(black dot) 
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Despite being on the opposite side of the building from the cell, there was no L O S 

wi th the cell. The measurement utilized the proposed solution discussed in this 

work within the operational L T E network of the Czech M N O T-Mobi le Czech Re­

public. Signal K P I s ( R S R P , R S R Q , RSSI , R S S N R ) were recorded approximately at 

a frequency of one sample per second using the provided hardware and software. 

A t this particular location, coverage is provided by three bands from the T-Mobi le . 

These bands are Band 20, Band 3, and Band 1. Unfortunately, Band 7 (2600 M H z ) 

is not available at this location, and thus no static indoor measurements were con­

ducted on this band. 

LTE Band 20 (800 MHz) 

Band 20 is widely recognized as one of the most utilized bands in L T E technology 

globally, employed by M N O s for the deployment of L T E networks. It is distinguished 

as a sub-1 G H z band, offering extensive coverage in regional and rural areas as well 

as robust in-building coverage [58]. These characteristics have made it instrumental 

for M N O s in meeting regulatory coverage requirements and facilitating the launch 

of L T E technology [58]. Consequently, Band 20 has become one of the most uti­

lized bands in L T E technology owing to its deep penetration and wide coverage 

capabilities, particularly attributable to its 800 M H z frequency. 

Moreover, L T E - A or LTE-Advanced Pro technologies can leverage carrier aggre­

gation to combine the bandwidth of Band 20 wi th other carriers, enhancing data 

throughput. Given that Band 20 coverage from the measured T-Mobi le network fea­

tures a 10 M H z bandwidth in the Czech Republic, carrier aggregation is frequently 

utilized to achieve high data rates, or users may directly connect to mid bands such 

as Band 3. However, due to its large wavelength, this band does not readily support 

advanced technologies like Massive M I M O and beamforming [58]. 

A static indoor measurement was conducted to assess the performance of L T E 

Band 20 wi th a module configured to the specified cell C I D 606491 within the 

P o d Palackého Vrchem dormitory on the B U T campus. The measurement spanned 

from 1:00 p.m. on Monday, A p r i l 29th 2024, to 1:00 p.m. on Monday, M a y 6th 

2024, capturing over 736,000 K P I samples, each containing R S R P , R S R Q , RSSI, 

R S S N R , and other relevant information.The measurement was conducted during 

normal college days, indicating significant user presence on weekdays, while fewer 

users were present during the weekend. F ig . 5.2 displays all measured samples and 

15-minute averages of signal K P I s . A 15-minute interval was selected to balance 

data detail and presentation smoothness as in [34]. 

The analysis of L T E Band 20 static measurements reveals interesting patterns 

in K P I s , particularly in R S R P values. The observed variability underscores the 
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Fig . 5.2: Static indoor measurement conducted at P o d Palackého Vrchem dormitory 

on the B U T campus from A p r i l 29th to M a y 6th 2024 ( L T E Band 20) 

dynamic nature of network performance, influenced by factors such as time of day 

and network load. The periodic behavior of R S R P , as depicted in F ig . 5.2, aligns 

wi th expectations, wi th values decreasing during peak periods of network congestion. 

This trend is further elucidated in F ig . 5.3, which illustrates variations in R S R P 

values by hour. The early morning hours, specifically between 1:00 a.m. to 9:00 a.m., 

we can see an increase in R S R P values peaking around 4:00 a.m. to 5:00 a.m., likely 

attributed to reduced network load and improved signal conditions. Conversely, 

fluctuations around 3:00 p.m. and 8:00 p.m. suggest varying occupancy levels in the 

dormitory, impacting network usage and signal quality. These findings underscore 

the intricate interplay between network dynamics and signal quality in L T E Band 20. 

A high positive correlation, with a correlation coefficient of 0.85, was observed 

between RSSI and R S R Q , indicating that higher overall signal strength correlates 

wi th better quality of the useful signal. The histogram in F ig . 5.4 illustrates the 

distribution of R S R P values for L T E Band 20. The histogram exhibits a roughly 

normal distribution, slightly skewed towards the left wi th R S R P values below the 

-100 d B m threshold. This suggests that the majority of R S R P values fall wi thin a 

specific range, wi th fewer occurrences at the extremes. The peak of the distribu­

tion lies around -84 d B m , indicating values that were measured mostly during the 

morning hours when network load is lower. The median R S R P value of -92 d B m 

represents good overall signal strength. The distribution spans a quite large range, 
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Fig . 5.3: Boxplots illustrating the variation in R S R P values aggregated by hour 

throughout the measurement conducted at P o d Palackého Vrchem dormitory on the 

B U T campus from A p r i l 29th 2024 to M a y 6th 2024 ( L T E Band 20, data averaged 
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from -144 d B m to -66 d B m , indicating significant variation in received signal strength 

during the measurement period. 

The slightly skewed towards the left of the histogram in F ig . 5.4 is caused by 

increased network load during the day, leading to slightly lower R S R P values com­

pared to the early morning hours. This phenomenon aligns wi th the overall trend 

observed in the measurement data, as shown in F ig . 5.3. 

R S R P exhibited periodic behavior influenced by time of day and network load, 

wi th notable variability and a standard deviation of 16.33 d B m . Conversely, R S R Q 

demonstrated minimal variability, while RSSI had two big time fluctuations and 

R S S N R remained moderately stable. F ig . 5.5 presents more detailed distributions 

of individual metrics through boxplots. The observed phenomenon of large increases 

in R S R Q , RSSI , and R S S N R values on M a y 1 and M a y 5, each lasting for about 

24 hours, is indeed interesting. However, it 's challenging to definitively attribute 

this change to network load alone, especially considering the different occupancy 

patterns of the dormitory on Wednesday and Sunday. Since Wednesday typically 

sees higher occupancy than Sunday, it's unclear whether network usage patterns 

alone can explain such drastic fluctuations in these metrics. Interestingly, R S R P 

values exhibited more normal behavior during this period, showing typical variations 

in response to network load. A t the same time, outlier values of around -160 d B m 

can be observed, indicating a very poor signal, as indicated in Table 3.2, even during 
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Fig . 5.5: Boxplots of a static measurement conducted at Pod Palackeho Vrchem 

dormitory on the B U T campus from A p r i l 29th to M a y 6th 2024 ( L T E Band 20) 
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the static measurement, right next to the serving cell. Further investigation may 

be necessary to determine the underlying cause of these sudden changes in R S R Q , 

RSSI , and R S S N R values. 

A n interesting insights to the distribution of R S R P values is provided by F ig . 5.6. 

The distribution of R S R P values grouped by the day of the week clearly demon­

strates a strong correlation between R S R P values and the occupancy of the dormi­

tory. This correlation allows for reasonable inference regarding the days when the 

dormitories are most occupied, based solely on network load indicators. O n Wednes­

day, for instance, the median R S R P value of -100 d B m , the lowest among all days of 

the week, indicates the highest network load in this band. A s the week progresses, 

the network load gradually decreases, reaching its peak on Saturday wi th a median 

of -90.2 d B m , corresponding to the fewest students in the dormitories. W i t h the 

beginning of the working week, the network load increases again, continuing this 

cyclical trend throughout the school year. 

These findings highlight L T E Band 20 as one of the most utilized bands in this 

location, underscoring the dynamic nature of network usage patterns influenced 

by student occupancy. This cyclical trend, extending from September to June, 

underscores the importance of considering temporal variations in network load for 

accurate network planning and optimization. 
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Fig . 5.6: Boxplots of the R S R P value distributions grouped by the day of the week 

representing the variability for a specific day of a static measurement conducted at 

P o d Palackého Vrchem dormitory on the B U T campus from A p r i l 29th to M a y 6th 
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LTE Band 3 (1800 MHz) 

Band 3 serves as a capacity layer complementing the basic Band 20 facilitating 

rapid deployment of enhanced mobile broadband services both indoors and outdoors. 

This setup enables operators to accommodate more customers while enhancing user 

experiences [59]. Approximately 65% of devices are compatible wi th the Band 3 

spectrum, positioning Band 3 as the primary band for L T E systems across Europe, 

Asia , and other International Telecommunication Union (ITU) regions [59]. 

A static indoor measurement was conducted again wi th the measurement equip­

ment configured to the specified cell C I D 606491 in L T E Band 3 (1800 M H z , F D D ) 

at Pod Palackého Vrchem dormitory on the B U T campus from 9:40 a.m. on Fr i ­

day, March 22nd 2024 to 9:40 a.m. on Friday, March 29th 2024. F ig . 5.7 illustrates 

all measured samples and 15-minute averages of a l l measured signal K P I s . Once 

again, a 15-minute interval was chosen as a suitable compromise between preserving 

data detail and ensuring smoothness in the presentation. The measurement was 

conducted during normal college operation, resulting in significant user presence on 

weekdays, while fewer users were present during the weekend. During this mea­

surement, over 600,000 K P I samples were collected, each containing R S R P , R S R Q , 

RSSI , R S S N R , and other relevant information. 

A s depicted in F ig . 5.7, variability is evident even in the static measurement of 

cellular network signal metrics in this band. Notably, an intriguing pattern emerges, 

F ig . 5.7: Static indoor measurement conducted at P o d Palackého Vrchem dormitory 

on the B U T campus from March 22nd to March 29th ( L T E Band 3) 
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revealing periodic behavior in the R S R P and R S S N R metrics corresponding to the 

time of day. During peak working hours, R S R P and R S S N R values tend to decrease 

due to high cell load. Conversely, in the early morning hours, typically between 

1:00 a.m. to 6:00 a.m., these values increase, peaking around three to four o'clock in 

the morning daily. 

The relationship between R S R P and RSSI demonstrates a significant negative 

correlation, with a correlation coefficient of -0.8. This negative correlation observed 

here may be attributed to the definitions of individual metrics. During night-time, 

R S R P increases as expected, representing the power level of the L T E serving cell 

specifically, focusing on the power from the reference signals in the L T E bandwidth. 

Conversely, RSSI measures the total received power from all sources. A t night, 

when the network is less congested, the R S R P metric from the connected serving 

cell increases. The decrease in RSSI can likely be attributed to power saving efforts 

by T-Mobi le , where in the early hours, the power of individual eNBs is reduced to 

conserve energy. Consequently, surrounding signals, for example, from other eNBs 

have less power, resulting in a smaller RSSI value. 

Notable deviations are observed during peak cell load, typically occurring be­

tween 8:00 p.m. to midnight. During these periods, the R S R P data exhibits sig­

nificant downward spikes, as evidenced by the bimodal distribution evident in the 

histogram of R S R P values in F ig . 5.8. This distribution highlights two prominent 

values, predominantly around -80 d B m and, during peak load hours, approximately 

-110 d B m . This trend is further illustrated in F ig . 5.9, which aggregates the variation 

5 

-140 -120 -100 -80 -60 
RSRP (dBm) 

Fig . 5.8: R S R P Histogram of static measurement conducted at P o d Palack­

ého Vrchem dormitory on the B U T campus from March 22nd to March 29th 

( L T E Band 3). B i n size = 2 d B m . 
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F ig . 5.9: Boxplots illustrating the variation in R S R P values aggregated by hour 

throughout the measurement conducted at P o d Palackého Vrchem dormitory on 

the B U T campus from March 22nd to March 29th ( L T E Band 3, data averaged over 

a 15-minute window) 

in R S R P values by hour throughout the measurement period wi th data averaged 

over a 15-minute window. It is notable to observe these two peaks, where R S R P 

acquires the highest values at 4:00 a.m. and the lowest at 9:00 p.m. 

The R S R P demonstrates a substantial standard deviation of 15.145 d B m in­

dicating significant variability in signal strength even during static measurements 

as it was in Band 20. In contrast, the R S R Q metric exhibits minimal variation 

throughout the entire duration of the measurement, wi th a variance of 0.012 and 

a standard deviation of 0.11, indicating stability at a median value of -7.92 d B . A s 

mentioned before, the R S S N R metric demonstrates expected periodic changes, in­

creasing during the early hours due to reduced network load and potential power 

saving techniques implemented by the M N O . These data suggesting a consistently 

clean and strong signal when measured in a static environment. F ig . 5.10 shows 

more detailed distributions of individual metrics through boxplots. 

Interesting information can also be found in F ig . 5.11, which shows the distribu­

tions of R S R P values grouped by the day of the week. Each box again represents the 

variability of R S R P measurements for a specific day. The data are once again aver­

aged over a 15-minute window to mitigate extremes and ensure data transparency. 

From the R S R P values depicted in the figure, it is evident that they strongly cor­

relate wi th the occupancy of the dormitory. Based on this observation, we can 
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Fig . 5.10: Boxplots of a static measurement conducted at Pod Palackeho Vrchem 

dormitory on the B U T campus from March 22nd to March 29th ( L T E Band 3) 
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Fig . 5.11: Boxplots of the R S R P value distributions grouped by the day of the week 

representing the variability for a specific day of a static measurement conducted at 

P o d Palackého Vrchem dormitory on the B U T campus from March 22nd to March 

29th ( L T E Band 3, data averaged over a 15-minute window) 

reasonably infer the days when the dormitories are most occupied. This trend is 

particularly notable on Wednesdays, where the median R S R P metric is -91.42 d B m , 

the lowest value among all days of the week (the highest network load on this band). 

Indeed, the findings regarding the busiest days in the location offer valuable in­

sights into network usage patterns. Whi le Tuesday emerges as the busiest day for 

L T E Band 20, Wednesday takes the lead for L T E Band 3. This nuanced under-
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standing of band-specific network load variations can inform network planning and 

optimization strategies. B y identifying the days associated with the highest net­

work load for each band, network operators can allocate resources more effectively, 

ensuring optimal performance and user experience during peak usage periods. This 

targeted approach to network management can enhance overall network efficiency 

and reliability, ultimately leading to improved customer satisfaction. 

A s mentioned before, the network load gradually diminishes as students leave 

the dormitories for weekend retreats, reaching its peak on Sundays wi th a median 

value of -85.29 d B m . Conversely, wi th the commencement of the working week, the 

network load increases once again. This cyclic trend is likely to persist throughout 

the school year, from approximately September to June in this location. Of course, 

these results may vary during the summer months. These findings suggest that L T E 

Band 3 is one of the most utilized bands in this location, mainly on Wednesday, 

reflecting the dynamic nature of network usage influenced by student occupancy. 

LTE Band 1 (2100 MHz) 

L T E Band 1 continues to function as a capacity mid-band layer, and at the location 

of the B U T college, it is the second most utilized band for managing user data 

capacity, following Band 3. A static indoor measurement was conducted wi th a 

module configured to the specified cell C I D 606491 in L T E Band 1 (2100 M H z , 

F D D ) at Pod Palackeho Vrchem dormitory on the B U T campus from 10:20 a.m. on 

Thursday, A p r i l 11th to 8:08 a.m. on Wednesday, A p r i l 17th 2024. The measurement 

was not conducted in full for 7 days due to an unexpected failure of the module 

towards the end of the measurement period. The module began measuring only 

once every few minutes (approximately every 20minutes), and eventually, on A p r i l 

17th at 8:08 a.m., it completely failed. This failure is evident in the data, where 

no significant difference can be observed between all the samples measured and the 

15-minute average, as shown in F ig . 5.12. 

Another noteworthy event during the measurement period was the outage of 

M N O T-Mobi le in the entire Czech Republic for about 1 hour on A p r i l 13th, from 

around 5:00 p.m. to 6:00 p.m. This incident, widely covered by various magazines 

[60],[61],[62], is also reflected in the measurement data, where no signal metrics 

were recorded. It is likely that the module could not register in the network, and 

consequently, the entire radio part of the network was unavailable during this time. 

However, as before the measurement was conducted during normal college operation, 

resulting again in significant user presence on weekdays, while fewer users were 

present during the weekend. During this measurement, over 540,000 K P I samples 

were collected, each containing R S R P , R S R Q , RSSI, R S S N R , and other information. 
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Fig . 5.12: Static indoor measurement of signal metrics conducted at Pod Palack­

ého Vrchem dormitory on the B U T campus from A p r i l 11th to A p r i l 17th 2024 

( L T E Band 1) 

A s depicted in F ig . 5.12, similar to the observations made for L T E Band 3, 

variability is evident even in the static measurement of Band 1. During peak working 

hours, R S R P and R S S N R values tend to decrease due to high cell load, mirroring 

the patterns observed for Band 3. Conversely, in the early morning hours, typically 

between 1:00 a.m. to 6:00 a.m., these values increase, peaking around three to four 

o'clock in the morning daily, wi th the R S S N R metric remaining stable. 

Similar to Band 3, the relationship between R S R P and RSSI demonstrates a neg­

ative correlation, in this case, with a correlation coefficient of -0.44. Additionally, 

in this measurement, the RSSI and R S R Q metrics exhibit a relatively high positive 

correlation of 0.6. Deviation patterns during peak cell load, typically occurring be­

tween 8:00 p.m. to midnight, are not as dominant as those observed for Band 3, 

suggesting that Band 1 may be less utilized during these periods. Consequently, the 

distribution of R S R P values in the histogram, shown in F ig . 5.13, does not exhibit a 

bimodal pattern as observed for Band 3, but rather displays a normal distribution, 

wi th a median value -99dBm. This trend is further illustrated in F ig . 5.14, which 

aggregates the variation in R S R P values by hour throughout the measurement pe­

riod. Notable downward peaks are observed at times around 10:00 a.m. wi th median 

-103.6 d B m when network usage typically peaks after students waking up, and at 

9 p.m. wi th -104.9 d B m when students return to their rooms. 
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Fig . 5.13: R S R P Histogram of Static Measurement Conducted at Pod Palackého 
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Fig . 5.14: Boxplots illustrating the variation in R S R P values aggregated by hour 

throughout the measurement conducted at P o d Palackeho Vrchem dormitory on 

the B U T campus from A p r i l 11th to A p r i l 17th ( L T E Band 1, data averaged over a 

15-minute window) 

Thanks to the uti l ization of a data package offering unlimited data, data mea­

surements were conducted, presented in F ig . 5.15 illustrates the performance char­

acteristics of an L T E Band 1 connection at the Pod Palackého Vrchem dormitory 
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Fig . 5.15: Static indoor measurement of data metrics conducted at Pod Palackeho 

Vrchem dormitory on the B U T campus from A p r i l 11th to A p r i l 17th ( L T E Band 1) 

on the B U T campus. Ut i l iz ing the speedtest - c l i Py thon tool to collect down­

load speeds (Mbps), upload speeds (Mbps), and ping times (ms) every 20 seconds. 

Notably, the speedtest - c l i tool automatically selects the "best" server for each 

measurement based on various factors like latency and distance. This resulted in 

periodic server changes during the data collection process, as evident by the sharp 

fluctuations in ping times. 

From F ig . 5.15 is visible that the download speeds exhibit considerable variabil­

ity throughout the measurement period. Whi le the median download speed sits 

at 29.78 Mbps, the graph reveals instances where speeds exceeded 100 Mbps, likely 

when the tool selected a local server in Brno. This highlights the influence of server 

location on download performance. Interestingly, the upload speeds demonstrate 

a higher median value of 56.44 Mbps compared to the download speeds. This is 

atypical behavior, as download speeds generally surpass upload speeds in most net­

work scenarios. The ping times showcase significant fluctuations, primarily due to 

the aforementioned server changes throughout the measurement. The median ping 

time of 38.26 ms provides a general overview, but analyzing the distribution of ping 

times within specific server connections would offer a more accurate understanding 

of latency characteristics. In further research, it is necessary to choose a different 

methodology for obtaining these data than the Python tool speedtest - c l i , which 

proved to be unsuitable. 
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The primary l imitat ion of this dataset stems from the dynamic server selection 

inherent to the speedtest-cli tool. This makes it challenging to isolate the impact 

of network conditions and radio parameters on the measured performance metrics. 

Additionally, the tool's definition of the "best" server may not always align with the 

optimal server for evaluating specific performance aspects like download or upload 

speeds. 

The F ig . 5.16 presents boxplots depicting signal strength and quality measure­

ments collected in a static environment from A p r i l 11th to 17th using L T E Band 1. 

A s mentioned before, the R S R P metric shows a median of -99 d B m with a fairly 

small interquartile range, indicating consistent signal strength. However, there are 

some outliers wi th significantly weaker signal levels down to -140 d B m . The box-

plot shows a median R S R Q of approximately -8.36 dB with a compact interquartile 

range, suggesting consistently good signal quality. A few outliers exhibit slightly 

poorer quality around -9 dB. The median RSSI of -53.8 d B m with a relatively small 

interquartile range signifies relatively stable overall received power levels. Similar to 

R S R P , there are outliers with weaker signal strength down to -60 B m . The median 

R S S N R is 13 d B , indicating a strong signal compared to the noise level. The tight 

interquartile range signifies consistent signal-to-noise ratios. Overall, the boxplots 

indicate a generally strong and stable L T E signal. The consistent R S R P , R S R Q , 

and R S S N R values suggest reliable network performance. However, the presence 

of outliers with weaker signals in R S R P and RSSI might point to potential signal 

blockages or interference issues in certain areas or at specific times. 
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Fig . 5.16: Boxplots of a static measurement conducted at P o d Palackeho Vrchem 

dormitory on the B U T campus from A p r i l 11th to A p r i l 17th ( L T E Band 1) 
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Similarly to F ig . 5.6 and F ig . 5.11, which illustrates the distributions of R S R P 

values in Bands 20 and 3 grouped by the day of the week, wi th each box representing 

the variability of R S R P measurements for a specific day, the same representation 

can be observed in F ig . 5.17. A s in the case of F ig . 5.6 and F ig . 5.11, the data are 

averaged over a 15-minute window. 

However, due to an error in the measurement process, Wednesday was not the last 

day to be measured entirely, resulting in only around 19,000 K P I samples recorded, 

significantly fewer compared to the average of 94,000 K P I samples per day. Similarly, 

the first day of measurement, Thursday, started at 10:19 a.m. and recorded errors 

for more than 10 hours, resulting in approximately 54,000 K P I samples recorded on 

this day. Consequently, these two days are distorted, and the results from F ig . 5.17 

are not as evident as for Band 20 or Band 3. 

If we exclude the days of Wednesday and Thursday, a similar trend as for Band 

20 and 3 is observed. Interestingly, on Tuesdays, a phenomenon occurs where the 

R S R P metric significantly increases compared to the expected decrease, similar to 

what was observed for Band 20 and 3. The reason for this phenomenon remains 

unknown but may be attributed to special settings from the M N O or a smaller 

aggregation of this band, wi th Band 3 taking on a larger portion of the load. 
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Fig . 5.17: Boxplots of the R S R P value distributions grouped by the day of the week 

representing the variability for a specific day of a static measurement conducted at 

P o d Palackého Vrchem dormitory on the B U T campus from A p r i l 11th to A p r i l 

17th 2024 ( L T E Band 1, data averaged over a 15-minute window) 
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5.1.2 Mobile Measurement 

In the mobile measurement scenario, multiple walk, drive, bike and public transport 

tests were conducted to assess signal coverage across the city of Brno. The measur­

ing device, locked to the individual measured L T E Band, was securely placed in a 

backpack. These measurements were conducted throughout the first half of 2024. 

During the measurement over 46,000 K P I samples were collected, over 41 hours 

of measurement over 13 days wi th a length of 343 k m in total. The primary objec­

tive of this measurement campaign is to generate an estimation of the coverage map 

uti l izing the measured R S R P metrics. These coverage estimates are produced for in­

dividual bands employing interpolation methods such as Bilinear, Nearest Neighbor, 

and Cubic convolution. A n endeavor is made to compare these methods to ascer­

tain the optimal one for accurate estimation. Additionally, the estimated coverage 

maps are compared with those from the C T O to evaluate accuracy and reliability. 

This comparison aims to identify any potential disparities between real-world cov­

erage and official estimates, thereby providing insights into the effectiveness of the 

measurement campaign and the precision of the generated coverage maps. 

The selection of interpolation methods for R S R P coverage data in L T E and 5G 

networks was based on several key factors to ensure suitability in estimating cov­

erage. Bilinear and Nearest Neighbor interpolation methods were chosen for their 

computational efficiency, making them practical for handling large datasets effi­

ciently. These methods also offer smooth transitions between data points, resulting 

in visually appealing and realistic coverage maps. Cubic interpolation, despite be­

ing more computationally intensive, was selected for its superior accuracy, especially 

when dealing wi th complex spatial variations in signal strength. B y incorporating 

higher-order polynomial functions, Cubic interpolation can more accurately capture 

subtle changes in signal strength, leading to more precise coverage estimates. 

LTE Band 20 (800 MHz) 

A s discussed in the case of static measurement, Band 20 plays a fundamental role as 

a primary connection band to the network. Its attributes, including deep penetration 

and wide coverage capabilities due to its sub-1 G H z frequency, make it ubiquitous 

throughout the city of Brno. F ig . 5.18 shows the distribution of all measured R S R P 

samples across the city of Brno, where the color coding corresponds to the signal 

strength categories outlined in Table 3.2. In this measurement campaign, a total 

of 16,643 K P I samples were collected over nearly 19 hours of measurement time, 

spanning across 5 days of data collection. The measurement route covered a distance 

of 157.6 kilometers. 
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Fig . 5.18: R S R P points of a mobile measurement conducted at Brno city throughout 

A p r i l 2024 on L T E Band 20 (800 M H z ) 

The boxplots in F ig . 5.19 provide a more detailed breakdown of the distribu­

tion of K P I s across the observed days. The R S R P metric reveal a relatively stable 

median value around -110 to -115 d B m . This observation indicates that the R S R P 

metric remained relatively stable across all measured days. The consistent effect of 

the public transport methodology on all measured days is evident. This consistency 

is further supported by the Empir ica l Cumulative Distr ibution Function ( E C D F ) 

shown in F ig . 5.20, where similar curves with matching probabilities can be ob­

served across the different days. Indeed, not only the R S R P metric but also other 

metrics exhibit relative stability in median values across all measured days. In the 

R S S N R measurement, however, slight variations can be observed. O n A p r i l 7, for 

instance, the median R S S N R value is 10 d B , contrasting with the median values of 

6-7 dB observed in the subsequent days. This discrepancy could be attributed to 

the conditions on A p r i l 7 being a Sunday wi th favorable weather, resulting in fewer 

people in the city and consequently less interference. 

To achieve the best estimate of coverage, obtaining a larger amount of data 

and refining the sample grid on the map would be essential. This would result in 

smoother transitions between interpolated areas and reduce deviations from reality. 

For instance, in F ig . 5.18, certain such as between urban of Černá Pole. 

Zidenice, and Zábrdovice, which lack easy access by public transport, were not mea­

sured, leading to gaps in coverage estimation. Similarly, in areas like the Svi tavská 

radiála , where only a few samples were measured falling into the threshold wi th a 
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Fig . 5.19: Boxplots of signal metrics in a mobile measurement conducted at Brno 

city throughout A p r i l 2024 on L T E Band 20 (800 M H z ) 
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Fig . 5.20: Empir ical Cumulative Distr ibution Functions of R S R P metric from indi­

vidual measured datasets on L T E Band 20 (800 M H z ) 
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red color, the entire area is affected, resulting in potentially inaccurate estimations. 

Despite these limitations, coverage estimations were made using the Bilinear, Near­

est Neighbor, and Cubic convolution interpolation methods, graphically displayed 

using color coding according to Table 3.2, where good coverage is represented in 

green and very poor coverage in dark red, as shown in F ig . 5.21. Among these, the 

Bilinear interpolation method, shown in F ig . 5.21a, appears to be the most visually 

appealing and smooth, even though it can overestimate or underestimate coverage 

in areas with rapid changes, providing a balanced representation of coverage without 

being overly optimistic or pessimistic. However, it 's important to note that block 

artifacts may still be observed in areas where not enough data points were mea­

sured, such as between Černá Pole, Zidenice, and Zábrdovice or in the upper part of 

the estimate between Lesná and Medlánky. Overall, the coverage map depicts the 

expected pattern of predominantly excellent to good coverage in the inner part of 

Brno, wi th occasional of poorer coverage. 

(a) Bilinear interpolation (b) Nearest Neighbor 

(c) Cubic convolution 

Fig . 5.21: Coverage estimation via utilized interpolation methods for L T E Band 20 

(800 M H z ) 
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The Nearest Neighbor method appears to be less optimal compared to the Bi­

linear method. Nearest Neighbor assigns the value of the nearest data point to each 

area without data, which can be well observed in F ig . 5.21b, where this method 

creates block artifacts at the edges. O n the contrary, in the inner section, the map 

is more detailed thanks to sharper transitions between coverage samples. The inner 

area essentially resembles the same estimation as the Bilinear method. The areas 

wi th good or bad coverage are in the same places, but wi th these sharp transitions 

on the right, thus visually it does not provide the k ind of finesse that we imagine 

from the coverage map. Whi le the Nearest Neighbor interpolation method may offer 

computational efficiency and preserve fast transitions, it may not always produce 

visually appealing results. In cases where a large amount of data is available and 

a quick result is needed, this method could be suitable. However, as observed in 

the coverage estimation for L T E Band 20, the Nearest Neighbor method tends to 

produce blocky and unnatural outcomes, especially in areas wi th sparse data. 

The Cubic convolution method, although renowned for striking a balance be­

tween accuracy, detail, and smoothness, exhibited limitations in the coverage esti­

mation for L T E Band 20. A s depicted in F ig . 5.21c, this method primarily delin­

eated coverage into two conditions: good coverage represented in green and very 

poor coverage in red. Whi le intermediate levels of coverage were occasionally ob­

served between these extremes, the result was largely dichotomous. To achieve more 

nuanced results wi th this method, extensive operational measurements covering the 

majority of streets and accessible places in Brno would be necessary. This would 

ensure a finer input matrix of values, potentially leading to more faithful coverage 

estimations. However, such an approach would entail significantly higher computa­

tional costs. Thus, while the Cubic convolution method holds promise for producing 

detailed and accurate coverage maps, its effectiveness hinges on the availability of 

comprehensive and finely sampled data. 

F ig . 5.22 presents the coverage estimate provided by the C T O , calculated using 

the signal propagation model outlined in I T U - R P. 1812 Release 5 [63]. This model 

employs a path-specific propagation prediction method for point-to-area terrestrial 

services in the V H F and U H F bands [63]. The coverage estimate indicates that 

T-Mobile 's L T E Band 20 coverage in Brno is at a very good level. Dark blue ar­

eas represent R S R P values below the threshold of approximately -100 to -110 d B m , 

while lighter blue areas indicate R S R P values between -110 to -120 d B m . Areas 

wi th R S R P values less than -120 d B m are considered to have no coverage. These 

thresholds are more stringent than those used in this work, reflecting differences 

in measurement methodologies. The C T O ' s estimation incorporates terrain and 

environmental factors, which significantly influence radio wave propagation charac­

teristics, resulting in a coverage estimate closer to reality. Whi le the results from 
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Fig . 5.22: Coverage estimation of Brno city constructed by C T O for T-Mobi le Czech 

Republic on L T E Band 20 (800 M H z ) 

this estimation differ greatly from those obtained in this work, it is essential to 

consider the methodology used by the C T O and the basis upon which the estimate 

was generated. Furthermore, it is important to note that this estimate is only an 

approximation and should not be used as the sole basis for evaluating interpolation 

data and creating coverage maps. Variations in the estimated values may arise due 

to factors such as the measurement of values only in public transport vehicles, which 

can experience significant signal attenuation due to the presence of large metal parts. 

However, such scenarios provide valuable insights for operators, allowing them to 

consider worst-case scenarios and optimize network conditions accordingly. 

The information depicted in F ig . 5.23, which displays samples of the R S R P met­

ric falling below the -140 d B m threshold, is crucial for coverage optimization efforts. 

This map, generated using a visualization and analysis tool equipped with a filtering 

function, allows operators to identify areas with poor coverage that require atten­

tion for improvement. B y visually identifying these areas on the map, operators can 

prioritize optimization efforts and implement targeted solutions to enhance coverage 

in regions where signal strength is insufficient. This proactive approach to coverage 

optimization helps ensure a better quality of service for users and enhances overall 

network performance. F ig . 5.23 illustrates numerous areas wi th signal failures and 

poor coverage, particularly in locations obstructed by buildings, hills, or other ob­

stacles that impede direct line-of-sight to the e N B . These characterized 

by longer connecting lines rather than isolated points, indicating consistent signal 

attenuation and degraded performance. 
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Fig . 5.23: Filtered points of R S R P metric under threshold -140 d B m 

LTE Band 3 (1800 MHz) 

The shift to a higher frequency band, as observed in Band 3, results in worsened 

propagation properties, typically leading to lower values of K P I metrics through­

out the mobile measurement campaign. A s was already mentioned in the static 

measurement of Band 3, it is one of the most used and deployed bands in L T E 

networks [59]. F ig . 5.24 provides an overview of the entire measurement route, 

showcasing all R S R P measurements color-coded according to Table 3.2. For this 

band, thresholds for color coding were adjusted downward due to the higher fre­

quency, reflecting objective evaluations during the measurement, including periods 

of Internet connectivity and network outage. The measuring device, locked to L T E 

Band 3, was securely placed in a backpack. These measurements were conducted 

throughout March 2024. Whi le both public transport and pedestrian tests were 

conducted during this campaign, the vast majority (around 95%) of the measured 

data originated from public transport. Over the course of 11 hours of measurement 

spanning four days, a total of 21,252 K P I samples were collected, covering a distance 

of 90 kilometers along the measurement route. 

F ig . 5.25 illustrates individual distributions depicted through boxplots of respec­

tive measurements. The median values of R S R P and RSSI exhibit greater variabil­

ity across different data sets compared to R S R Q and R S S N R . These changes are 

probably caused by different test types. For instance, on March 29th, a notable 

decrease in the median R S R P value to -140 d B m suggests a relatively low signal 

strength specifically from the R E carrying the C R S . Conversely, some of the best 

results were recorded on March 6th, characterized by a higher median R S R P value 
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Fig . 5.24: R S R P points of a mobile measurement conducted at Brno city throughout 

March 2024 on L T E Band 3 (1800 M H z ) 

F ig . 5.25: Boxplots of signal metrics in a mobile measurement conducted at Brno 

city Throughout March 2024 on L T E Band 3 (1800 M H z ) 

of -110 d B m . Interestingly, datasets from March 30th exhibited a comparatively 

high median R S R P value of around -114 d B m , despite other metrics such as RSSI 

and R S R Q showing relatively worse performance. The R S S N R metric, however, re­

mained stable across all datasets, maintaining a median value around 6 d B . Again , 

a positive correlation between R S R Q and RSSI can be seen only from the point of 

view of distribution, as was also the case in the static measurement. 
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The variability across different data sets highlights the E C D F of the R S R P sam­

ples from individually measured sets in F ig . 5.26. O n Friday, March 29, approxi­

mately 50% of the sample fell below the -141 d B m limit . Similarly, on Thursday, 

March 14, wi th about 50% probability, the sample is below the -135 d B m limit . In 

contrast, the last dataset displays more favorable results, wi th only 16% of the sam­

ple below the -140 d B m threshold on March 6 and 30% on March 30. The better 

performance observed on March 6 is likely attributed to it being conducted as a 

walk test, while the others were conducted in public transport vehicles, resulting in 

significant attenuation. 

The observed disparities between the datasets measured on March 30th and those 

from March 29th and 14th can be attributed to the differences in the types of public 

transport vehicles used for the measurements. Specifically, the datasets from March 

29th and 14th, which exhibited relatively worse results, were collected in trams, 

whereas the two datasets from March 30th were obtained from buses. Trams typ­

ically feature larger and more robust metal components compared to buses, which 

can lead to increased signal attenuation and hinder signal reception. Additionally, 

the t ram measurements may have been affected by the crowded environment, l imit­

ing access to unobstructed windows for signal reception. In contrast, measurements 

taken in buses may have benefited from smaller metal structures and relatively less 

crowded conditions, potentially resulting in improved signal reception and better 

measurement outcomes. 

F ig . 5.27 depicts the results obtained from the interpolation methods utilized. 

Similar limitations can be expected as with Band 20 due to the uneven distribution 
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Fig . 5.26: Empir ical Cumulative Distr ibution Functions of R S R P metric from indi­

vidual measured datasets on L T E Band 3 (1800 M H z ) 
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(c) Cubic convolution 

Fig . 5.27: Coverage estimation via utilized interpolation methods for L T E Band 3 

(1800 M H z ) 

of data in certain areas where measurements were not conducted, either due to 

limited accessibility v ia public transport or time constraints. These areas resemble 

those observed for Band 20, including regions between Černá Pole, Zidenice, and 

Zábrdovice, P i sá rky and Stranice, and a significant area encompassing Černá Pole, 

Zábrdovice, and Ponava. In these regions, the density of measurements is lower, 

leading to a greater potential for deviation in the interpolated R S R P metric values. 

Among all three options, again the Bilinear interpolation method, shown in 

F ig . 5.27a, appears to be the most visually appealing and smooth, even wi th its 

limitations such as it can overestimate or underestimate coverage in areas wi th 

rapid changes. Once again, block artifacts are visible, particularly in the lower 

right portion of the interpolation above the city part of Komárov , attributable to 

the considerable distance between individual base points used for interpolation. In 

comparison to the Bilinear method estimation of Band 20, a greater number of red 

spots indicating poor coverage can be observed in this case. This outcome would 
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be expected given that Band 3 operates at a frequency of 1800 M H z with inferior 

propagation properties. However, the thresholds for color coding were adjusted to 

equalize the propagation properties between the bands. This suggests that Band 3 

exhibits a greater number of areas wi th weak signals and poorer coverage. 

The Nearest Neighbor method can be seen in F ig . 5.27b, while computationally 

efficient and preserving fast transitions, it is not in the mix showing visually appeal­

ing results. Compared to the Bilinear method, it exhibits block artifacts at edges 

and lacks finesse inside the interpolation area, which is the main one. Some similar­

ities in outcomes can be observed in comparison with the Bilinear method within 

inner sections, it fails to provide the desired detail and smoothness, and overall this 

part seems like a lump of sum, due to the insufficient subtlety of the given method. 

Whi le suitable for scenarios requiring quick results wi th ample data, it often results 

in blocky and unnatural outcomes, particularly in areas wi th sparse data as seen in 

L T E Band 20 coverage estimation. 

The Cubic convolution method again displayed limitations as was the case wi th 

L T E Band 20 coverage estimation. Illustrated in F ig . 5.27c, it mainly categorized 

coverage into two conditions, as was the case wi th Band 20, between good (green) 

and very poor (red) coverage, with l imited intermediate levels shown as yellow or 

orange . Achieving nuanced results would again require extensive operational mea­

surements covering most streets and accessible areas in Brno to provide a finer input 

matrix of values, enhancing coverage estimates. 

For comparison with the official coverage estimate, the C T O ' s coverage estimate 

is again presented in F ig . 5.28 (further details regarding the methodology, the model 

F ig . 5.28: Coverage estimation of Brno city constructed by C T O for T-Mobi le Czech 

Republic on L T E Band 3 (1800 M H z ) 
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utilized, and the color representation of the coverage map are provided in the anal­

ysis of Band 20). Similar to Band 20, the coverage provided by Band 3 appears to 

be excellent, wi th virtually the entire city of Brno covered. Various deviations are 

noticeable around building boundaries or large hills, owing to the model's uti l ization 

of terrain surface and building data. A notable disparity can be observed compared 

to the interpolation generated in this study, as despite adopting the same threshold 

for color coding, the majority of coverage estimation by the Bilinear method appears 

in red, indicating poor coverage. This discrepancy may be attributed to the mea­

surement methodology and the mode of travel during the measurement, specifically 

the use of public transport vehicles. Anyway, even if the results are relatively bad 

in terms of coverage of this band, as previously mentioned, these data are crucial 

not only for understanding signal development in such conditions but also because 

the majority of Brno's population relies on public transportation. 

Similar to the case of Band 20, F ig . 5.29 depicts the map with R S R P points 

falling below the signal threshold of -160 d B m . This threshold was selected ex­

perimentally based on observations during the measurement. In instances where 

the signal dropped below this threshold, the module often experienced difficulties 

connecting to the Internet or disconnected from the network entirely. A s depicted 

in F ig . 5.29, numerous samples meet this criterion, resulting in many areas in the 

coverage estimation for this band being marked as very poor. Throughout the 

measurement, there were prolonged intervals during which the module lost network 

connectivity, likely due to the band's higher frequency of 1800 M H z , resulting in 

greater attenuation when the module connected to a more distant serving cell. 
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LTE Band 1 (2100 MHz) 

Similar to Band 3, the higher frequency of 2100 M H z in Band 1 results in slightly 

diminished signal propagation properties compared to, for instance, Band 20. Con­

sequently, this band also serves as a capacity layer providing capacity at high loads 

of Band 20. F ig . 5.30 displays all the measured R S R P samples, employing the 

same color thresholds as Band 3 due to their similarity in the frequency range. A s 

wi th all measurements, the module remained locked on the measured band, thus 

to L T E Band 1, and securely placed in a backpack throughout the measurement. 

Conducted in A p r i l , the measurement followed a route similar to the previous cases 

of Bands 20 and 3, primarily along public transport routes. However, in addition to 

the public transport test, this band was also measured using measurement setup on 

a bicycle, allowing for a comparison between these two test types. In this measure­

ment campaign, a total of 7,541 K P I samples were collected over nearly 10 hours of 

measurement time, spanning three days of data collection. The measurement route 

covered a distance of 87.1 kilometers. 

To compare the distribution of individual metrics across different datasets, box-

plots are presented in F ig . 5.31, illustrating four datasets measured in Band 1. There 

is noticeable variability observed in almost all metrics. However, it 's important to 

note that the two datasets from March 27th were conducted as bicycle tests, while 

the datasets from March 9th and 10th were tests conducted using public transport. 

Hence, it's more appropriate in this case to compare datasets from the same type 

of test. Among the bicycle test datasets, minimal differences are observed, showing 

very similar R S R P values wi th medians of -135 d B m and -139 d B m . Interestingly, 

F ig . 5.30: R S R P points of a mobile measurement conducted at Brno city throughout 

A p r i l 2024 on L T E Band 1 (2100 M H z ) 
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Fig . 5.31: Boxplots of signal metrics in a mobile measurement conducted at Brno 

city throughout A p r i l 2024 on L T E Band 1 (2100 M H z ) 

the tests conducted in public transport vehicles, specifically buses and trams, also 

exhibit consistent results wi th medians of -126 d B m and -127 d B m , respectively. 

What ' s intriguing is that this type of test performed better than the bicycle test, 

contrary to expectations based on past measurements where, for instance, walk tests 

outperformed public transport tests. One would expect the bicycle test to yield sim­

ilar results and potentially better metrics due to the absence of metal parts causing 

significant attenuation, particularly in public transport. Regarding the latter met­

rics such as RSSI, R S R Q , and R S S N R , there is a positive correlation among them, 

and their distributions run in parallel. However, in contrast to R S R P , this relation­

ship reverses, wi th an increase in R S R P corresponding to a decrease in all the latter 

metrics. This suggests that even wi th a relatively strong measured signal, good 

signal quality is not guaranteed. The decrease in the latter metrics indicates likely 

high interference from neighboring cells or other sources, leading to lower R S R Q 

and R S S N R values. 

From Fig . 5.32, depicting the E C D F s of R S R P metrics from individual measured 

datasets, the dominance of superior values from measurements conducted in public 

transport over those from bicycle tests is evident once again. The public transport 

measurements from March 9th and March 10th 2024 exhibit a similar structure, 

wi th probabilities of individual values closely aligned. This consistency confirms 

the stability between these two datasets. The likely explanation for why these 

tests outperform the measurements on the bicycle could be attributed to specific 
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Fig . 5.32: Empir ical Cumulative Distr ibution Functions of R S R P metric from indi­

vidual measured datasets on L T E Band 1 (2100 M H z ) 

routes taken during public transport tests, which may have had better coverage or 

experienced less interference compared to the routes measured on the tests done by 

bicycle. Further insights could be gained through an analysis of the geographical 

locations and surrounding environments of each test. Such an analysis could also 

reveal whether specific types of public transport vehicles have a significant impact 

on signal quality. Based on previous measurements, it could be assumed that buses 

might yield better results compared to trams. 

F ig . 5.33 illustrates the application of three interpolation methods used to es­

timate the coverage of L T E Band 1 across the Brno city area. The results closely 

resemble those observed in Bands 20 and 3. Each method yields a distinct v i ­

sual representation of signal strength, showcasing their individual strengths and 

weaknesses. Bilinear interpolation, shown in F ig . 5.33a, produces a smooth and 

continuous coverage map, similar to previous cases, and appears visually the most 

accurate. Additionally, it avoids producing block artifacts, unlike Bands 20 and 3. 

Similar to Band 3, the color coding in this band is adjusted for frequency and set 

based on subjective evaluations of the connection during measurement. Nonethe­

less, most estimates still indicate red spots, signifying poor coverage wi th this band. 

Nearest Neighbor interpolation in F ig . 5.33b exhibits similar patterns as before, 

including block artifacts at the edges of the estimation. The interpolated values 

internally resemble clusters wi th unclear coverage information, resulting in a more 

fragmented and less smooth map. Finally, Cubic convolution in F ig . 5.33c aims to 

strike a balance between smoothness and accuracy by leveraging a weighted aver­

age of neighboring points. However, it generates a visually divided map into two 
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(a) Bilinear interpolation (b) Nearest Neighbor 

(c) Cubic convolution 

Fig . 5.33: Coverage estimation via utilized interpolation methods for L T E Band 1 

(2100 M H z ) 

extremes, similar to previous observations. To enhance the accuracy of the results, 

particularly wi th the Cubic method, it would be necessary to increase the number 

of measured streets and routes in Brno and adjust the measured grid of points ac­

cordingly. This would yield more optimal results across all methods and provide a 

more reliable representation of the coverage map closer to reality. 

F ig . 5.34 captures the coverage estimation of Brno city constructed by the C T O 

for T-Mobi le Czech Republic on L T E Band 1. According to the C T O , coverage 

by this operator on this band is deemed to be very good, wi th devices expected to 

connect practically anywhere in the given location. However, results in this work 

showed that the estimated coverage does not align wi th the C T O ' s estimate, indi­

cating potentially worse coverage. This discrepancy may be attributed to differences 

in measurement methodology and the tests conducted in public transport. 

Similar to the two previously analyzed bands in F ig . 5.35, the filtered R S R P 

metric points below the threshold of -160 d B m indicate where the signal strength 

was poorest during the measurement. Once again, similarly to Band 3, long lines 
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Fig . 5.34: Coverage estimation of Brno city constructed by C T O for T-Mobi le Czech 

Republic on L T E Band 1 (2100 M H z ) 

F ig . 5.35: Filtered points of R S R P metric under threshold -160 d B m 

of continuous red points can be observed, indicating very poor signal along the 

measurement route. These signal strength drops may resemble those of Band 3 due 

to the band's frequency being in a similar range. Consequently, the higher frequency 

of 2100 M H z likely resulted in greater attenuation when the module connected to a 

more distant serving cell, similar to the issues encountered wi th Band 3. 

LTE Band 7 (2600 MHz) 

L T E Band 7, with its coverage area of 96.90 k m 2 at -100 d B m [64], has the smallest 

coverage among all four deployed bands in the Czech Republic, especially consid­

ering its higher frequency. Once again, this band serves as a capacity layer and is 

predominantly deployed in areas wi th higher population density. Globally, it ranks 
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as the third most popular band for L T E network deployment. The entire measure­

ment for this band was conducted via bicycle, covering only a small section where 

it was possible to connect the module to this band. This measured area can be seen 

in F ig . 5.36, where all measured R S R P points in this band are displayed, visualized 

using color-coded thresholds listed in Table 3.2. In this measurement campaign, a 

total of 982 K P I samples were collected in a little over 1 hour of measurement time, 

spanning across 1 day of data collection. The measurement route covered a distance 

of 8.3 kilometers. 

A s depicted in F ig . 5.37, which displays boxplots of individual signal metrics from 

a mobile measurement conducted in Brno center on A p r i l 24th, only one dataset was 

measured for L T E Band 7. Due to the challenging nature of measuring this band, 

attributed to its limited coverage over the entire area, the decision was made to focus 

the measurement in the vicinity of Svobody Square, considering the band's deploy­

ment characteristics in areas with relatively higher population density, as indicated 

by the coverage estimate from the C T O and the distribution of eNBs deployed by 

T-Mobi le operator [50]. Given the relatively small size of this area, a single mea­

surement sufficed, facilitated by using a bicycle, enabling quick coverage of most 

streets in the vicinity. However, from the boxplots in F ig . 5.37, it can be observed 

that the median R S R P value is -109 d B m , wi th occasional outliers reaching values 

as low as -200 d B m , indicating potential outages or cell edge scenarios. Despite this, 

the other metrics exhibit relatively stable performance, wi th median R S R Q values 

at -8.32 dB, RSSI at -51.6 d B m , and R S S N R at 11 dB. 

F ig . 5.36: R S R P points of a mobile measurement conducted at Brno center through­

out A p r i l 24th on L T E Band 7 (2600 M H z ) 
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Fig . 5.37: Boxplots of signal metrics in a mobile measurement conducted at Brno 

center throughout A p r i l 24th on L T E Band 7 (2600 M H z ) 

F ig . 5.38 presents the E C D F of the R S R P metric, measured on L T E Band 7. 

The E C D F shows a slightly sharp increase around -120 d B m , indicating that a 

larger proportion of measurements fall within a relatively narrow R S R P range. This 

suggests a consistent signal strength measured by the measurement device within 

the measured dataset. 
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Fig . 5.38: Empir ica l Cumulative Distr ibution Function of R S R P metric from mea­
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A s wi th the previous three L T E bands, three interpolation methods were em­

ployed to estimate the coverage of Band 7. Given the narrower area covered in this 

case, l imited to the center of Brno, F ig . 5.39 presents the results of these interpola­

tion methods. Once again, the Bilinear method, illustrated in F ig . 5.39a, emerges as 

the most optimal option, owing to its subtle transitions and ability to depict poten­

t ial coverage changes between individual measured points, echoing reasons similar 

to those observed in the previous cases. In F ig . 5.39b, the Nearest Neighbor method 

appears less cohesive compared to Bands 20, 3, and 1, wi th indications of coverage 

resembling those of the Bilinear method. However, the presence of block artifacts 

detracts from the overall accuracy of the estimate. In F ig . 5.39c, the Cubic con­

volution method demonstrates improvement compared to previous cases, likely due 

to the shorter distances between measured points in this estimation. Consequently, 

the results are more precise. Al though the estimation sti l l predominantly oscillates 

between two extremes of excellent and poor coverage, there are noticeably more 

(a) Bilinear interpolation (b) Nearest Neighbor 

(c) Cubic convolution 

Fig . 5.39: Coverage estimation via utilized interpolation methods for L T E Band 7 
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indications of transition between these states compared to estimates of previously 

analyzed bands. Overall, if the measured area across all four bands were extensively 

covered on most streets over a short period, such as during peak load scenarios, 

the Cubic convolution method could yield highly accurate results. Nevertheless, the 

overall estimate depicts solid coverage in the Brno area by this band, with predom­

inantly green areas indicating very good Band 7 coverage. In F ig . 5.39a, which 

represents the most optimal Bilinear interpolation, there is only one larger area in 

the upper left corner of the interpolated points in red colors. This could be at­

tributed to the module moving to the cell edge of the connected e N B in that area, 

followed by a handover to a better one. 

For comparison wi th the created estimate, the official estimate provided by the 

C T O is shown in F ig . 5.40. A s mentioned earlier, this band isn't as extensively 

covered as the other L T E bands, likely due to its higher frequency. Consequently, 

the signal propagation characteristics aren't as robust as those at lower frequencies 

below 1 G H z . Thus, it's expected that the C T O ' s estimate would depict more white 

spots or light blues. Nonetheless, it can be inferred that there's very good coverage 

in the measured area, and this is further evidenced by the C T O ' s estimate, which 

also shows a brighter area indicating strong coverage. Compared to the estimate 

created in this work, the estimate from C T O also shows a brighter area, i.e. not wi th 

as strong a signal as in the mentioned red area created wi th the help of Bilinear 

interpolation in F ig . 5.39a. From this it can be concluded that there is indeed a 

greater probability of a weaker coverage by this band. 

F ig . 5.41 displays the filtered points of the R S R P metric below the threshold 

F ig . 5.40: Coverage estimation of Brno city constructed by C T O for T-Mobi le Czech 

Republic on L T E Band 7 (2600 M H z ) 
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Fig . 5.41: Fil tered points of R S R P metric under threshold -165 d B m 

of -165 d B m . This threshold was selected considering the higher frequency of this 

band compared to others. A concentrated section of these points can be observed in 

the upper left part of the map, confirming the earlier assertion about the coverage 

challenges posed by this band in this particular location. 

5.2 5G NR Measured data 

Due to limitations wi th the 5G module used and the unavailability of 5 G S A com­

mercially in the Czech Republic, only one band was measured: 5G N R N S A Band 

78, operating at a frequency of 3500 M H z . Whi le this band is not one of the most 

commonly deployed in the Czech Republic, it provides valuable insights into its 

coverage in the city of Brno. This band is particularly relevant for operators de­

ploying Fixed Wireless Access ( F W A ) to offer internet connectivity via mobile sites. 

A l l measurements in this technology were conducted concurrently with L T E tech­

nology, as 5 G currently operates in the Czech Republic only as an aggregation of 

L T E + N R in dual connectivity. 

5.2.1 Mobile Measurement 

Due to the unavailability of this band at the available locations for static measure­

ment, only mobile measurements were conducted. The measurement setup was once 

again securely placed in a backpack, wi th measurement settings configured for both 

4 G and 5G networks. However, it was not possible to set up a purely 5 G network 

due to the aforementioned dual connectivity constraints. 
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For the mobile measurement of 5G N R , various test types were employed, includ­

ing drive, walk, bike, and public transport tests. In contrast to the L T E technology 

measurements, where public transport was primarily used, here the focus was on 

specific locations where it was feasible to measure the band. A s a result, drive, 

bike, and walk tests were predominantly utilized to ensure detailed coverage of the 

target area. The measurement device, locked to 5 G N R N S A Band 78, remained 

securely stored in a backpack throughout the measurements. These measurements 

were conducted throughout the first half of 2024. 

During the measurement, over 852 K P I samples were collected, spanning over 

10 hours of measurement conducted over 6 days, covering a total distance of 15 km. 

Similar to L T E measurements, the primary objective was to analyze and create an 

estimate of the coverage map using the collected R S R P points. The interpolation 

methods utilized for estimation include Bilinear, Nearest Neighbor, and Cubic con­

volution. To assess the accuracy and reliability of the results, an official estimate 

from the C T O is utilized as a reference for comparison. 

5G NR NSA Band 78 (3500 MHz) 

A s the S IM8200EA-M2 module utilized for measuring K P I metrics supports only 

Band 78 for 5G N R N S A , measurements were solely conducted in this band at a 

frequency of 3500 M H z . Commonly referred to as C-band, this frequency band, as 

outlined in [65], is among the less utilized bands in global 5 G technology. This is at­

tributed to the relatively unoccupied spectrum in this higher frequency range around 

3500 M H z compared to lower frequencies in the low and mid bands. Despite being 

limited by propagation characteristics inherent to its high frequency, advancements 

in processing techniques such as massive M I M O , beamforming, and beamtracking 

enable operators to overcome these limitations, thus facilitating greater coverage 

wi th this band. Additionally, the shorter wavelengths associated wi th higher fre­

quencies allow for the deployment of smaller and more compact antennas, thereby 

facilitating easier deployment of these antennas [65]. 

This band was measured alongside with the L T E bands across the Brno city 

area. In F ig . 5.42, four locations where it was feasible to measure this 5G N R N S A 

technology band are depicted, along with all measured R S R P values. These values 

are graphically represented using color coding corresponding to the signal strength 

categories outlined in Table 3.2. 

In the subsequent analysis, we wi l l focus solely on the Brno location at Skácelova, 

depicted in F ig . 5.42a. This area allowed for the measurement of the highest number 

of K P I s for this band, owing to its close proximity and accessibility. Figure 5.43 

presents boxplots detailing the breakdown of individual measured metrics. 
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(c) Výstaviště Brno (d) Zvonařka, Cejl 

F ig . 5.42: Coverage estimation via utilized interpolation methods at Brno 

Skácelova for 5 G N R N S A Band 78 (3500 M H z ) 

A s depicted in F ig . 5.43, only R S R P , R S R Q , and R S S N R metrics were measur­

able in this technology, wi th the RSSI metric not supported by the utilized module 

in 5G N R N S A and thus not measured. The boxplot illustrates that while the 

R S R P values exhibit relatively high variability across the datasets, the R S R P medi­

ans are at a commendable level, falling below -90 d B m and even exceeding -80 d B m 

on A p r i l 3rd and 4th, indicating a very strong signal. M i n i m u m values and outliers 

are around -110 d B m , with none surpassing -115 d B m . This threshold corresponds 

to the minimum level at which the module remained connected to the 5 G network, 

wi th disconnections occurring below this threshold. The variability in the R S R P 
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F ig . 5.43: Boxplots of signal metrics in a mobile measurement conducted at Brno 

Skácelova throughout A p r i l 2024 on 5G N R N S A Band 78 (3500 M H z ) 

metric across datasets is likely influenced by the measurement location and possibly 

the speed of movement. 

Regarding the R S R Q value, a stable distribution is evident, wi th a value of-11 dB 

and outliers falling below this consistent value, particularly notable in the dataset 

from A p r i l 6th. This discrepancy is attributed to the larger size of the dataset, 

comprising 523 K P I samples, resulting in increased variability and more instances 

where signal quality may have deteriorated. 

The medians of the R S S N R metrics remain relatively stable and at a commend­

able level, ranging from 21 to 25 d B , indicating a robust signal quality wi th ample 

distance between the signal and noise. Outlier values around -20 dB suggest points 

where the measurement approached the cell edge, leading to disconnection. 

Figure 5.44, illustrating the E C D F s of the R S R P samples from individually mea­

sured datasets, further confirms the notable variability in R S R P values. The plot re­

veals distinct transitions, particularly evident in the datasets from A p r i l 3rd and 4th, 

although this is attributed to the smaller sample sizes in these datasets. However, 

it is noteworthy that across all datasets, 50% of the samples surpass the -90 d B m 

threshold, indicating a consistently strong signal in half of all measured samples. 

Figure 5.45 illustrates the coverage estimation via the utilized interpolation 

methods for 5G N R N S A Band 78 at Brno - Skácelova. In this scenario, two meth­

ods show promising results: once again, Bilinear interpolation and, thanks to the 
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Fig . 5.44: Empir ical Cumulative Distr ibution Functions of R S R P metric from indi­

vidual measured datasets on 5G N R N S A Band 78 (3500 M H z ) 

higher density of the measured matrix, the Cubic method. Nearest Neighbor inter­

polation, shown in F ig . 5.45b, results in a more blocky, pixelated appearance wi th 

sharp transitions between coverage zones. Whi le this method preserves some detail, 

it introduces a noticeable "stair-step" effect along the boundaries. The coverage 

area of good signal appears too large and less continuous compared to Bilinear in­

terpolation, potentially overestimating actual coverage in some areas. The Bilinear 

method, depicted in F ig . 5.45a, produces a smooth, gradual transition between data 

points. Notice the smoothed edges of the coverage area and the gradual change in 

color intensity. This method is relatively simple and computationally inexpensive 

but can result in blurring and loss of sharp details. The coverage appears more 

widespread, potentially overestimating actual coverage in some areas. Meanwhile, 

the Cubic method, as shown in F ig . 5.45c, uses a more complex mathematical func­

tion to estimate values between data points. It produces a sharper image wi th 

smoother transitions than method Nearest Neighbor, while retaining more detail 

than Bilinear interpolation. Notice the more defined edges of the coverage area and 

smoother transitions within the color gradient. This method offers a good balance 

between detail preservation and smooth visualization but requires more computa­

tional resources than the other two methods, which is not problem in this case since 

the dataset includes less than thousand samples. This approach appears to deliver 

the most accurate representation of the coverage area. It becomes apparent that 

higher density and smaller distances between measured samples result in much bet­

ter outcomes, especially for the Cubic method. In general, both the Bilinear and 

Cubic methods prove effective for estimating coverage in this case. However, the 
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(a) Bilinear interpolation (b) Nearest Neighbor 

(c) Cubic convolution 

Fig . 5.45: Coverage estimation via utilized interpolation methods at Brno -

Skácelova for 5 G N R N S A Band 78 (3500 M H z ) 

Bilinear method strikes the best balance between computational cost, appearance, 

and accuracy, consistently delivering optimal results across all coverage estimation 

scenarios. 

A s the only case among all estimations, the Cubic convolution method was cho­

sen here as the best. For comparison wi th the created estimate, the official estimate 

provided by the C T O is shown in F ig . 5.46. It can be seen that the selected cov­

erage estimate is very close to that of the C T O , and the most similar among all 

comparisons. Again , the inclusion of terrain and buildings is missing here, as can 

be seen in the estimate from the C T O , but essentially, the main part of the cover­

age around Purkyňova Street in the direction of the K a s á r n a Jana B a b á k a is very 

similar in both estimates, as well as the transition where the coverage is slightly 

weaker between Hradecká and Purkyňova and then again very good coverage on 
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Fig . 5.46: Coverage estimation of Brno city constructed by C T O for T-Mobi le Czech 

Republic at Brno - Skácelova on 5G N R N S A Band 78 (3500 M H z ) 

Hradecká Street. Compared to the C T O estimate, which shows coverage even in 

parts further away than the estimate in this work, no coverage was available for 

the used measurement module in this work. Measurements were also carried out 

all around, but the module was not able to connect to the network. It can be seen 

from both coverage estimation maps that the high frequency of 3500 M H z is crucial, 

where the signal has worse propagation properties. Therefore, the signal coverage in 

the given area is relatively small. The serving cell to which the measurement setup 

was connected is located on a apartment building in Svatopluka Čecha Street, and 

from this area, it can be seen that the coverage around is very good and gradually 

worsens with the distance from the cell. 
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Conclusion 
In this thesis, the theoretical background of 4 G and 5G mobile networks was pre­

sented to obtain an overview of the principles, properties, deployment, and coverage 

of these technologies in the Czech Republic. Additionally, a comprehensive overview 

of measurement environments and their impact on data collection in 4 G / 5 G mobile 

networks was provided, focusing on the distinct characteristics and challenges posed 

by indoor and outdoor settings. This approach allowed for a deeper exploration 

of the methodologies and techniques for measuring, mapping, and analyzing signal 

coverage in these networks. 

Among the main aims of the thesis was to create a portable measurement setup 

for assessing both indoor and outdoor network coverage. It was successfully achieved 

wi th hardware components like the SIM8200EQ-M2 5G Module, the Raspberry P i 

4 Model B , and a 40 A h power bank, considering factors such as performance, cost-

effectiveness, and power efficiency. Additionally, a custom-designed application was 

introduced and built using the Dash framework to facilitate user-friendly control 

and configuration of measurements. Furthermore, a methodological procedure was 

outlined for the long-term collection and processing of measured data, involving 

benchmark tests v ia public transport, driving, biking, or walking-based measure­

ment, ut i l izing the proposed software and hardware solutions. A detailed procedure 

for processing and visualization was established, covering aspects like data filter­

ing, interpolation for coverage mapping, and the use of graphical tools for anal­

ysis. This comprehensive approach ensures that the developed setup can collect 

high-quality network data and enables users to readily analyze and derive mean­

ingful insights from the collected information. In addition to selecting appropriate 

hardware and software settings, extensive exploration of algorithmic aspects was 

conducted. Thorough research identified and employed suitable algorithms for pro­

cessing measured data. The discussion delved into the ut i l i ty of popular models 

like Linear Regression and X G B o o s t , emphasizing their effectiveness in analyzing 

static data and forecasting future trends. Various interpolation methods, including 

Bilinear, Nearest Neighbor, and Cubic Convolution, were employed to approximate 

coverage across the measured area. Each method's results were rigorously compared 

to determine the most suitable approach to generate a realistic coverage map. 

The experimental phase of the study in this thesis involved extensive indoor and 

outdoor measurement campaigns to assess the impact of various transmission and 

environmental factors on mobile signal coverage. The focus was on evaluating 4 G 

L T E and 5G N R N S A coverage in Brno, Czech Republic, wi th particular attention 

to the performance of T-Mobi le Czech Republic. During the static indoor mea­

surement phase, almost 2 mil l ion K P I samples were collected, each containing the 
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values of R S R P , R S R Q , RSSI , and R S S N R parameters, and other relevant informa­

tion. These data highlighted several key findings and achievements, including the 

dynamic nature of network performance in L T E Bands 1, 3, and 20, wi th fluctua­

tions in R S R P aligning wi th network load patterns throughout the day. The study 

also identified peak usage days for specific bands, indicating the influence of student 

occupancy on network usage at the measured location, Pod Palackého Vrchem dor­

mitory. Furthermore, the impact of network congestion on various metrics such as 

R S R P , R S R Q , RSSI, and R S S N R was demonstrated, underscoring the importance 

of considering temporal variations in network planning and optimization. In the 

mobile outdoor measurement phase, over 46,000 K P I samples were collected during 

41 hours of measurement over 13 days, covering a total distance of 343 km. These 

data allowed for the analysis of the coverage of L T E Bands 1, 3, 20, and 7 across 

Brno, revealing variability in signal strength across different locations and modes 

of transportation. The above mentioned interpolation methods were evaluated for 

estimating coverage based on the measured R S R P values. Bilinear interpolation con­

sistently provided the best results. Comparisons were made between the estimated 

coverage maps and those from the C T O , highlighting discrepancies attributed to 

differences in methodology and the impact of signal attenuation in public transport. 

Additionally, areas wi th poor signal strength were identified, providing insights into 

opportunities for network optimization. Regarding 5G N R N S A measurements, the 

coverage of Band 78 in the selected location Brno - Skácelova was assessed, demon­

strating that coverage in the tested area is l imited due to the high frequency and its 

inherent propagation characteristics. Nevertheless, strong signal strength in certain 

areas highlights its potential for F W A deployments. The study showcased the effec­

tiveness of the Cubic Convolution interpolation method in accurately capturing the 

coverage area, particularly in scenarios wi th dense measurement grids. 

According to the obtained results, the answers to the posed research questions 

in the Introduction follows: 

• Band 20, operating at a lower frequency, offers extensive coverage with superior 

in-building penetration, making it ideal for rural and regional areas. In con­

trast, Bands 3 and 1 provide a balance between coverage and capacity, suitable 

for urban and suburban areas but wi th somewhat reduced propagation capabil­

ities compared to Band 20. Band 7, at the highest frequency, has the smallest 

coverage area and is primarily used in densely populated urban settings due to 

its higher susceptibility to signal attenuation. These propagation differences 

necessitate varying approaches to coverage estimation; lower R F bands like 

Band 20 require fewer measurement points, whereas higher frequency bands 

like Band 7 need a denser grid of samples for accurate interpolation. 

• Bilinear interpolation emerges as the most suitable method, balancing compu-
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tational efficiency, smoothness, and accuracy. It provides a visually appealing 

output without overly smoothing or distorting the coverage map. Nearest 

Neighbor, while computationally efficient, tends to produce blocky and less 

visually accurate maps due to its simplicity. Cubic Convolution, although 

highly accurate and detailed, requires a densely sampled dataset to avoid cre­

ating overly dichotomous coverage maps. Therefore, Bilinear interpolation is 

recommended for its ability to produce reliable results across various scenarios 

wi th moderate computational cost. 

• Static measurements indicate that the R S R P metric is strongly correlated wi th 

network load, especially in high-usage areas like student dormitories, where sig­

nal strength improves on weekends due to lower usage. Different L T E bands 

show varying usage patterns, wi th Band 20 consistently serving as the pri­

mary connection and Bands 3 and 1 acting as capacity layers during peak 

hours. Mobile measurements highlight the impact of transportation modes 

on signal attenuation, wi th public transport, particularly trams, experiencing 

worse signal degradation compared to buses, bicycles, or walking. This under­

scores the importance of considering diverse transportation modes in coverage 

analysis. For 5G N R N S A , limited to Band 78, coverage is concentrated in 

specific areas wi th strong signal quality near serving cells but rapidly degrades 

at cell edges due to the high frequency. 

B y sharing all measured datasets alongside the open-source software developed 

in this study on G i t H u b 1 , the research provided in this thesis ensures transparency 

and accessibility. These datasets not only validate findings but also serve as valuable 

resources for future research, education, and innovation in mobile network coverage 

analysis. Providing access to real-world data fosters collaboration, accelerates sci­

entific progress, and empowers a diverse community to explore, learn, and advance 

the field. A small part of the study presented in this thesis was presented at the 

student conference Student E E I C T 2024 [66]. 

XA11 recorded data, along with developed applications, are readily accessible at the following 
link: https://github.com/michalizn/coverage-analysis 
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BPC-MKO, Mobile Communication, Summer Semester 
Laboratory Exercise 

1. Measurement and Analysis of the LTE Mobile Network 

Abstract 
This laboratory exercise focuses on measuring key performance indicators (KPIs), including RSRP (Reference 
Signal Received Power), RSRQ (Reference Signal Received Quality), RSSI (Received Signal Strength Indica­
tor), and RSSNR (Received Signal-to-Noise Ratio) in mobile networks. The aim is to perform measurements 
using the SIM8200EA-M2 module with the software developed for this exercise and subsequently conduct a 
quantitative analysis. The goal is to assess signal coverage and reliability, particularly in the context of mobile 
networks. Through this process, students develop the ability to evaluate network performance and extract 
essential metrics from 4G networks. 

Keywords 
Mobile Networks - LTE - RSRP - RSRQ - RSSI - RSSNR - SIM8200EA-M2 - Quantitative Analysis of LTE 
Coverage 

Assignment 

|"l7| Familiarize yourself with the SIM8200EA-M2 module and the relevant software for measuring key 
performance indicators in mobile networks. 

|~27| Understand the significance of the measured parameters, such as RSSI, RSRP, RSRQ, and RSSNR. 

|~37| Perform measurements on three different LTE bands (Band 1, Band 3, Band 20) for 5 minutes at three 
defined locations. 

|~47| Analyze the impact of frequency band and location on signal quality using the measured data. 

|~57| Evaluate network coverage and reliability based on the obtained data and other relevant information. 

[~67] Present the results of the analysis and coverage in a clear measurement report. 
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1. Introduction 
In today's world, mobile networks have become an integral part of the daily lives of most of the world's population. 
Within mobile networks, the fundamental concept is the division of extensive areas into smaller cells. Each cell has 
its own base station (BS), and devices (user equipment - UE) connect to the nearest station in their current location. 
As users move and transition between cells, the network ensures their uninterrupted connection by connecting them 
to the most suitable nearby base stations. These approaches and technologies ensure continuous and seamless 
connectivity for mobile devices. 

Among the most widely used networks today are fourth-generation networks (4G). 4G LTE (Long Term Evolution) 
or E - U T R A N (Evolved Universal Terrestrial Access Network), introduced in 3GPP Rel. 8, is the radio access 
component of the Evolved Packet System (EPS) - a purely IP-based mobile network standard. As an evolution 
of 3G UMTS, 4G L T E shares many similarities, such as harmonized frequency bands, but also many significant 
technological advancements [4]. Using the Orthogonal Frequency Division Multiple Access (OFDMA) multiple 
access scheme and combining it with higher modulation orders (up to 256QAM), large bandwidths (up to 100 MHz 
aggregated), and spatial multiplexing techniques (MIMO), very high data transfer rates can be achieved [4]. LTE is 
developed to support a range of frequency bands - E-UTRA operational bands - which currently range from 450 
MHz to 6 GHz. Available bandwidths are also flexible, ranging from 0.2 MHz to 20 MHz. LTE is developed to 
support both Time Division Duplex (TDD) and Frequency Division Duplex (FDD) duplexing technologies [4]. 

Every mobile network consists of two basic parts. The first part includes the physical layer (PHY) and the 
Radio Access Network (RAN). The R A N section coordinates transmissions, assigns channels, and performs other 
coordination functions. The second part is the Core Network (CN), which connects all access networks. It provides 
global services such as authentication, roaming, and billing, while also establishing connections with external 
networks such as the internet [6]. Fig. 1 illustrates the simplified architecture of the L T E network and its basic 
elements. The network is structured into two main components: the E-UTRAN and the Evolved Packet Core (EPC), 
as shown in Fig. 1. E - U T R A N is responsible for supervising the radio interface between U E and the network. 
Conversely, the EPC handles call coordination and data routing between UE and external networks. 

\ 
I 

=4=5=. IP Network ' 
SGi/ 

I 
I 

Unlike traditional 3GPP networks, the L T E network adopts a unified architectural structure by combining 
Radio Network Controller (RNC) and NodeB into E - U T R A N NodeB (eNodeB). These eNodeBs handle circuit 
switching at base stations, optimize the network, reduce system latency, and minimize costs associated with creation 
and maintenance [5]. LTE primarily relies on an IP-based core network. The use of all-IP network architecture 
significantly simplifies the design and operation of LTE air interface, radio network, and C N [8]. 

Fig. 1 illustrates the connections (via interfaces) between various network elements. These connections include 
the Uu interface, which connects UEs to eNBs, the X2 interface, which interconnects eNBs, the Sl-MME interface, 
which connects eNBs to the Mobility Management Entity (MME) entity, the S6a interface, which connects M M E to 
the Home Subscriber Server (HSS), the Sl-U interface, which provides connectivity between eNBs and the Serving 
Gateway (SGW) responsible for routing data traffic between UEs via the S5 connection to the Packet Data Network 
Gateway (PGW), and the SGi connection linking to other IP networks such as the internet. In 4G networks, UEs 
include various types of devices, including mobile phones, smart terminals, multimedia devices, and streaming 
devices [5]. 

Figure 1. LTE network architecture 
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1.1 4G network coverage in the measurement location (Technická 12) 
In the Czech Republic, three main mobile network operators (MNOs) - 02, T-Mobile, and Vodafone - provide 
comprehensive mobile signal coverage across the country. 4G network coverage varies depending on the specific 
radio frequency band. 4G technology in the Czech Republic primarily relies on four radio bands (Bands): Band 20 
(800 MHz), Band 3 (1800 MHz), Band 1 (2100 MHz), and Band 7 (2600 MHz). Bands 1, 3, and 7 are strategically 
utilized as capacity layers in areas with high population density, such as large cities, ensuring robust coverage 
and high data transmission speeds. Band 20 serves as a backbone band, excelling in providing broader coverage 
in less populated and rural areas. Fig. 2 illustrates the coverage of all bands by the T-Mobile operator at the 
Technická 12 location (other operators are practically the same) based on measurements conducted by the Czech 
Telecommunication Office (CTO) [3]. 

(c) Band 1 (2100 MHz) (d) Band 7 (2600 MHz) 
Figure 2. 4G LTE coverage (all bands) of the T-Mobile operator in the Technická 12 locality (valid on : 
06.05.2024)[3] 

As seen from Fig. 2, coverage at Technická 12 address is available for Bands 1, 3, and 20, therefore, only these 
bands are measured in this task using Subscriber Identity Module (SIM) card from T-Mobile operator. 

1.2 Key Performance Indicators (KPIs) 
To determine important characteristics of mobile networks such as coverage, capacity, quality, reliability, etc., it is 
essential to obtain Key Performance Indicators (KPIs). 

Before defining individual KPI metrics, it is appropriate to look at the physical layer of LTE (FDD). The Radio 
Resource Grid, depicted in Fig. 3, is divided into time and frequency units called Resource Blocks (RBs), with a 
duration of 0.7 ms and a width of 180 kHz. Each RB consists of 12 subcarriers, which are 15 kHz wide in the 
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Figure 3. Illustration of LTE FDD frame [7] 

frequency domain, and 7 OFDMA or SC-FDMA symbols (depending on the communication direction) in the time 
domain [1]. The small yellow squares represent Resource Elements (REs), which are the smallest units of the 
resource grid composed of one subcarrier in the frequency domain and one symbol in the time domain. 

Let's analyze some of the most important measured network parameters, from which data is collected for analysis 
and conclusions on how to improve service quality and reliability. 

• RSSI (Received Signal Strength Indicator) - RSSI is defined as the linear average of the aggregated received 
signal power, measured in watts. It is observed within the configured OFDM symbol and over the measuring 
bandwidth, including N number of RBs. This comprehensive measurement takes into account signals received 
by U E from various sources, including serving and non-serving cells in the same channel, interference from 
adjacent channels, thermal noise, and other contributing factors [2]. Typically, higher RSSI values (e.g., >-65 
dBm) indicate stronger signal strength, and lower RSSI values (e.g., <-85 dBm) indicate weaker signal strength. 

• RSRP (Reference Signal Received Power) - RSRP is characterized as the linear average of power contributions 
(measured in watts) from REs responsible for transmitting cell-specific reference signals (CRS). This 
measurement is performed within the designated frequency measurement bandwidth as specified in [2]. 
Usually, higher RSRP values (e.g., >-80 dBm) indicate stronger signals. Conversely, lower RSRP values (e.g., 
<-100 dBm) indicate weaker signals. 

• RSRQ (Reference Signal Received Quality) - RSRQ is expressed as the ratio of N times RSRP to the RSSI 
of the E-UTRA carrier, where N represents the number of RBs within the E-UTRA carrier RSSI measurement 
bandwidth. Both the numerator (N times RSRP) and the denominator (RSSI of the E-UTRA carrier) are 
measured over the same set of RBs [2]. Again, higher RSRQ values (e.g., >-10 dB) indicate higher signal 
quality, and lower RSRQ values (e.g., <-20 dB) indicate poorer signal quality. 

• RSSNR (Reference Signal Signal to Noise Ratio) - RSSNR is not defined by the 3GPP specification as the 
above metrics (and therefore is not reported to the serving cell), but is typically defined by the UE manufacturer 
(in this case, SIMCom). RSSNR is the ratio of the power of usable signals measured from CRS to the average 
noise within the measurement bandwidth. A higher RSSNR value (e.g., >15 dB) indicates good signal-to-noise 
separation, hence signal quality. 

1.3 SIM8200EA-M2 Module 
This module is manufactured by SIMCom Wireless Solutions. The baseboard of this module is equipped with a 
standard M2 connector, which allows connection to various 4G or 5G communication modules with M2. It also 
features a built-in USB3.1 port, audio connector and decoder, SIM card slot, etc. Combined with a configuration 
script and, for example, the AT command "AT+CPSI?", basic system UE information can be obtained. This mainly 
includes signal measurements such as RSRP, RSSI, RSRQ, and RSSNR. Additionally, this AT command provides 
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Table 1. SIM8200EA-M2 Specification 
Key Aspects SIM8200EA-M2 

5G Category 5G NSA/SA 
5G Frequency Bands (NSA) n78 
4G Category Cat-20 
4G Frequency Bands All supported 
Max. Download Speed 4Gbps 
Max. Upload Speed 500 Mbps 
Max. RF Output Power 23 dBm 
Satellite Systems Supported 
USB USB 3.1 
Price 300 C 

Waves hare 
SIM3200EA-M2 

SG HAT 

Battery pact; 
I— 5V out —I 

40 Ah 
\ . i > 

Figure 4. Connection of individual components of the measurement device 

other useful information such as DL frequency and active set RF band, Physical Cell Identity (PCI) identification, 
and identification of the cell serving the next location used by the base station, as well as bandwidth configuration for 
both downlink and uplink channels. 
Important parameters and specifications of the used module are in Table 1. 

In Fig. 4, a block diagram of the entire measurement device is displayed. The setup includes a Raspberry Pi 4 
Model B, a 5G HAT from Waveshare, and a battery pack with a 5 V output and a capacity of 40Ah. 

In Fig. 5, a simple application for network performance measurement is shown. The application allows users 
to name the measurement, specify its duration in seconds, and select the preferred measurement band. There are 
two buttons: "Start" (green), which initiates the measurement process, and "Stop" (red), which terminates the 
measurement process. Real-time information is displayed below the button to obtain an overview of the measurement 
start, and a status bar visually indicates the progress of the measurement. The application runs locally directly 
on the measurement device and can be accessed via a web browser at the Toopback' address with port 8050 (i.e., 
"http://127.0.0.1:8050/"). 

Raspberry Pi 4 
Model B 

Measurement Duration in seconds 

Select Preferred Measurement Band 

Start the measurement: 

Figure 5. Application for measurement settings 

http://127.0.0.1:8050/
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2. Measurement procedure 
| 3. | Take the prepared cable (with USB Type C - USB Type C connectors) at your workstation and connect the 
battery pack to the Raspberry Pi. Using the second cable (with USB Type A - USB Micro connectors), connect 
the SIM8200EA-M2 module to the Raspberry Pi, or to the output from the battery pack (according to the block 
diagram on Figure 4). If everything is connected correctly, the L E D indicators on both devices should light up. 
Next, use an HDMI cable (with HDMI Standard - HDMI Micro connectors) to connect the Raspberry Pi to the 

monitor at your workstation. Ensure that the monitor is turned on. The monitor should automatically detect the 
signal from the HDMI cable. Wait for the operating system to start 

In the top left corner of the screen, you will find the icon for the Firefox web browser. Click on it to start the 
browser. Be patient with loading the applications (due to the Raspberry Pi's performance, these tasks are not the 
fastest, so they may take some time). Once the web browser loads, enter the following address into the search 
bar: 127.8.8.1: 8050 and press |Enter] on your keyboard. This will connect you to the application running on the 
Raspberry Pi, which is used to configure the measurements. If the application does not start, restart the Raspberry Pi 
by disconnecting and reconnecting the USB-C cable, and repeat the process. 

If the application loads successfully and you see all the elements as shown in Figure 5, you can proceed further. 
Before setting up and starting the measurements, it is necessary to restart the SIM8200EA-M2 module using the 
reset button on the side of this module. The white reset button is located on the side, along with the USB Micro 
connector, the ON/OFF switch, and the headphone jack connector. After pressing the button, the module's green 
LED, indicating connection to the network, should stop flashing. Wait a few seconds until the module starts flashing 
the green LED again, indicating that it is connected to the network and ready for measurements. 

Now it's time for the measurement part. The measurements will take place at three locations: 

• The first one is located directly at the workstation, so you don't need to move anywhere. 

• Perform the second measurement in a room closest to one of the windows. 

• The third one in the corridor near the emergency exit facing the Pod Palackého Vrchem dormitory. 

The procedure for all measurements will be similar: 
First, set up the measurement using the application in the browser, i.e., choose a suitable measurement name in the 

Measurement Name] section, for example, locationl_bandl (for subsequent measurements, you can proceed similarly, 
i.e., Iocationl_band3, locationl_band20, location2_bandl...). In the second section [Measurement Duration in seconds], 
select the measurement duration in seconds. For the first measurement at the workstation, enter a value of 300. 
For subsequent measurements, where you will be moving, choose a slightly larger value, taking into account the 
movement to the respective location, so for example 320. In the next section [Select Preferred Measurement Band |, select 
the band to be measured. At each location, perform measurements for all three L T E bands (EUTRAN-BAND1, 
EUTRAN-BAND3, and EUTRAN-BAND20), totaling approximately 15 minutes of measurement at each location. 
After selecting the band, click on the green Start button, and a status bar and information indicating the start of the 
measurement should appear. 

If the measurement is at a location other than directly at the workstation, disconnect the HDMI cable and move 
with the measuring device to the respective location. Wait for the measurement to complete (about 5 minutes). If 
you are measuring somewhere other than the workstation, return to the workstation, reconnect the HDMI cable to the 
Raspberry Pi, and check that the measurement has been completed. Then follow the same procedure for the other 
two bands. Be careful to change the name of measurement, so you don't overwrite the measured data with the new 
measurement. 

4. After measuring all L T E bands at all three locations, prepare a USB flash drive and connect it to one 
of the USB ports on the Raspberry Pi. Using the icon named Files, navigate to the file explorer. In the left 
sidebar, navigate to the following path: | Home )7Desktop )) MeasuredData]. Select all the measured CSV files you 
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Figure 6. Measured values depicted graphically over time at individual stations for LTE Band 1 

have recorded, then right-click on the selected files. Choose the option |Copy to...|. Another window with the file 
explorer will open, where you should see your USB flash drive in the left sidebar. Click on it (or create a new 
folder for the measured data if necessary) and click on the green Select button in the top right corner of the window. 
Remove all the measured data using the option Move to Trash | and eject your USB flash drive from the Raspberry Pi. 
Disconnect all connections and return everything to its original state. 

Create three graphs illustrating all the measured metrics (RSRP, RSRQ, RSSI, and RSSNR) over time for each 
measured band. To create these graphs, you can proceed as follows. Use suitable data visualization software such 
as Python with libraries like Matplotl ib or Seaborn, or M A T L A B . Create three graphs, each containing four 
subplots, with each subplot displaying one of the measured metrics over time. These graphs can be arranged in 
columns, where each column represents one metric. The graphs should be labeled with axis labels, legends, and 
other relevant information for proper understanding of the data. An example of such a graph for Band 1 is shown in 
Figure 6. 

Next, create boxplots for each measured band, which are useful for visualizing the distribution and variability of 
data sets. They help quickly identify the median, quartiles, and potential outliers. When analyzing signal strength, 
boxplots can provide an overview of how values differ between different locations or bands. Boxplots allow easy 
comparison of multiple data sets on one graph, facilitating the identification of differences and trends. An example 
of boxplots for Band 1 is shown in Fig. 7. 

| 5. | From the created graphs, such as those in Fig. 6 and Fig. 7 for individual bands, perform a simple analysis and 
evaluate network coverage and reliability. Consider and observe fluctuations in RSRP, RSRQ, RSSI, and RSSNR 
over time at each location. Then compare the signal strength metrics at the workstation, emergency exit, and window 
to identify clear differences in average signal strength or variability. What might be the reason for weak signal in 
a given location or, conversely, the reason for strong signal? Recall the conditions during the measurements, and 
try to spot an eNodeB from the window if there is one. Analyze how different metrics correlate with each other 
(you can use the corr() function in M A T L A B or in Python with the pandas and numpy libraries) and determine 
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Figure 7. Measured values depicted graphically in boxplots at individual stations for LTE Band 1 

whether they usually increase and decrease together or if there are situations where one metric is strong and the other 
is weak. Use visual inspection to observe trends and patterns on the graphs, supplemented by statistical analysis to 
calculate average signal strength, standard deviation for variability, and correlation coefficients between metrics. 
When comparing bands, take into account the frequency used by the band and the signal propagation characteristics 
at that frequency. 
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4. Used devices and tools 

• Waveshare 5G HAT with SIM8200EA-M2 module 

• Raspberry Pi 4 Model B 

• Battery pack 40 Ah 

• Monitor 

• USB, HDMI cables 


