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Abstract 
This thesis discusses the possibil ity of using machine learning algorithms for D D o S protec
t ion. For classical and incremental (online) learning are considered explainable supervised 
learning methods, part icular ly decision trees. Furthermore, some possible optimisations are 
introduced to increase traffic classification accuracy and decrease the amount of blocked le
gitimate traffic. 

Abstrakt 
Tato práce se zabývá možnost í využit í a lgor i tmů strojového učení pro ochranu prot i D D o S 
ú tokům. P r o klasické a inkrementální (online) učení jsou uvažovány vysvětl itelné metody 
učení s učitelem, ze jména rozhodovací stromy. Dá le jsou představeny některé možné opti
malizace pro zvýšení přesnosti klasifikace provozu a snížení množstv í blokovaného legitim
ního provozu. 
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Rozšířený abstrakt 
Problemat ika kybernetické bezpečnost i dnes př i tahuje pozornost každého, kdo používá 

výpočetní techniku, protože se nesmírně rozšířila a hraje zásadní rol i v současném životě. 
Vět š ina podniků , neziskových organizací a vládních s lužeb je do značné míry propojena s in
formačními technologiemi, což je činí efektivnějšími a více orientovanými na klienty. Jednu 
z největších hrozeb předs tavu j í dis tr ibuované útoky t y p u odepření služby, které vyčerpávaj í 
výpočetní a paměťové zdroje oběti , až nebude schopna poskytovat potřebné služby. Ne-
jvět š ím problémem jsou relativně nízké náklady na D D o S útoky ve srovnání s výda j i na 
vytvoření ochrany před n i m i . 

Sdružení vysokých škol C R a Akademie věd C R ( C E S N E T ) vyvíj í projekt D D o S Protec-
tor, jehož cílem je zajistit adapt ivn í ochranu prot i D D o S ú tokům. S důrazem na adaptaci 
je součást í D D o S Protectoru m o d u l strojového učení, který na vstupu př i j ímá dva soubory 
ve formátu pcap (jeden s legit imními pakety a druhý s útočnými pakety) a jako výs tup 
poskytuje odvozené filtrační pravidlo ve formátu B P F . Tato práce se zabývá návrhem a 
implementací modulu strojového učení a jeho optimalizací . 

Současný prezentovaný návrh zahrnuje dvě možná řešení a obě se týka j í rozhodovacích 
s tromů, protože odkazuj í na vysvětl itelné s tro jové algoritmy, které j sou považovány za 
důvěryhodnějš í než j iné neprůhledné metody a lze je snadno interpretovat bez jakýchkoli 
matemat ických nás t ro jů . První př í s tup využívá klasickou offline metodu učení s učitelem 
z knihovny scikit-learn s názvem "Decision Tree Classifier". Dal š í se učí inkrementálně 
na měničích se datových tocích, který b y l zaveden, aby se vypořáda l s měnícími se vek
tory útoků pro přesnějš í předpovědi a odvodi l pravidla relevantní v urč i tém okamžiku. 
Navržené optimalizace zahrnují ladění hyperparametrů pomoc í mřížkového vyhledávání a 
zavedení parametru "Poměr legitimního provozu", který poskytuje modulu strojového učení 
dodatečné informace o procentuálním podí lu legitimního a útočného provozu, aby se snížila 
míra legitimních paketů blokovaných odvozenými pravidly. 

Exper imenty provedené za účelem vyhodnocení výkonnosti navržených modulů ukazuj í , 
že algoritmus offline učení poskytuje lepší výsledky než metoda inkrementálního učení a je 
rychlejší, což je pro reakci na D D o S útoky zásadní kritérium. Nejlepší výsledky klasifiká-
toru rozhodovacího stromu jsou více než 98% skutečně pozitivních výs ledků a méně než 
3% falešně pozitivních výsledků. Zat ímco "Hoeffding Adapt ive Tree Classifier" vykazuje 
na stejných datových sadách po vyladění hyperparametrů 89% skutečně pozitivních a 6% 
falešných pozitivních výsledků. 

Dalš í testy probíhaly na různém poměru legitimního a útočného provozu po zahá
jení útoku. Algor i tmus offline učení vykáza l intuitivně srozumitelné výsledky, kdy se s 
poklesem míry útoku vysoce zvýši la míra falešně pozitivních výsledků, neboť se zvýšil i 
počet chybně označených legitimních vzorků. Zat ímco inkrementální algoritmus vykazo
val naprosto kolísavé výsledky, což znamená , že se na něj nelze spolehnout. Je pa t rné , že 
všechny legitimní vzorky jsou po zahájení útoku označeny jako útočné , protože jakékoli 
metody jejich oddělení a správného označení vedou k irelevantnosti aplikace metod stro
jového učení. 

Optimalizace pomoc í parametru míry legitimního provozu p o m á h á snížit vedlejší účinek 
zmírnění ú toku (blokování toků legitimních uživatelů) , když útočné toky zabíra j í pouze 50% 
nebo méně příchozího provozu. Tato optimalizace snižuje blokování legitimního provozu z 
horní hodnoty 90% na 10%, což je znatelné zlepšení. 

Přes tože experimenty s klasif ikátorem rozhodovacího stromu a jeho opt imal izací prokázaly 
uspokoj ivý výkon, s tá le existuje prostor pro minimal izac i poměru legitimního provozu 
blokovaného odvozenými pravidly. D o té doby je t řeba výs tupní pravidla aplikovat obezřetně 



a budoucí aktualizace algoritmu může být implementací úrovně důvěryhodnost i poskyto
vané programem. P r a v d ě p o d o b n ě by byla založena na míře podobnosti vzorků útočného 
provozu a poměru útočného a legitimního provozu v průběhu útoku. 
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Chapter 1 

Introduction 

In the last decades, informational and computat ional technologies have become v i t a l i n our 
lives. They br ing a wide variety of possible applications such as online shopping, search en
gines, social media and cloud computing. I T helps businesses, governmental structures, and 
non-profit organisations be more efficient and client-oriented and benefits decision-making, 
inventory management and other data storage. It became accessible and widespread, and 
the significance of cybersecurity increased simultaneously. 

One of the oldest and most dangerous types of cyberattacks is dis tr ibuted denial of 
service (DDoS) attacks, which a i m to cause a temporary or complete outage of the vict im's 
systems. The risks for the vict ims are high because they are not able to provide services 
during an attack, which conduces to reputation loss and loss of trust from unsatisfied clients, 
and therefore financial problems. Arrangement of protection from D D o S attacks is costly, 
but DDoS-as-a-service can be purchased for a relatively smal l price. 

This work aims to design and optimise the solution for automatised D D o S f i l trat ion 
rules inference using such machine learning algorithms as decision trees. The final program 
w i l l become an M L module for the C E S N E T ' s D D o S Protector project. The module's goal 
is to infer blocking rules for attack traffic i n B P F format, covering as less legitimate traffic 
as possible. Thi s work compares two distinct approaches: one operates w i t h classical offline 
supervised learning, and the other is online (incremental) learning on evolving data streams 
w i t h drift detection. 

Chapter 2 discusses the problematics of D D o S attacks, their types and existing preven
t ion techniques and applications. Al so , it describes the D D o S Protector project objectives 
and its inner structure. The following Chapter 3 presents the possibilities of machine learn
ing methods use for automating f i l trat ion rules inference and discusses their benefits and 
shortcomings. Chapter 4 introduces the concept of the designed approaches for offline 
and online learning strategies using Decision Tree Classifier from scikit-learn and Hoeffding 
Adapt ive Tree Classifier from River P y t h o n l ibrary correspondingly. Chapter 5 proposes 
certain optimisations for the methods from Chapter 4. Chapter 6 demonstrates the results 
of the designed programs and examines their performance. F ina l ly , Chapter 7 deliberates 
the conclusions based on the information from 6 and suggests possible improvements. 
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Chapter 2 

Distributed Denial of Service 
Attacks 

This chapter discusses distr ibuted Denia l of Service attacks, why they represent a threat and 
the existing solutions to protect from them. Section 2.1 classifies the types of communicat ion 
of a botnet. Section 2.2 analyses D D o S attack subtypes and specific attacks. Section 
2.3 examines the current state of research on existing methods of protection from D D o S 
attacks, including prevention, detection and mit igat ion methods. The solution provided by 
C E S N E T is presented i n Section 2.4. 

2.1 Botnets and Communication 

Denia l of Service attacks and their distr ibuted types constitute a category of cyberattacks, 
which a im to restrict access to a network resource or a machine for its use or even make it 
inaccessible to end-users. To prevent access, attackers flood the target system by sending 
an overwhelming number of requests, causing delays in responding to legitimate users or, 
ultimately, stopping responding. Another group of Denia l of Service attackers tends to find 
vulnerabilit ies and exploit them to crash the target system. However, it is beyond this 
thesis's goals. 

Dis tr ibuted Denia l of Service attacks are described as attacks i n which mult iple malicious 
systems are involved. They cooperate on performing a synchronised DoS attack that floods 
the bandwidth or other resources, including C P U time, R A M , or disk space. Assuming 
the distr ibuted nature of the attacks, they are considered more dangerous than their non-
distr ibuted version because the number of generated traffic scales up w i t h adding a new 
machine to the malicious network. Another problem w i t h blocking such types of attacks lies 
in difficulties dist inguishing malicious traffic from legitimate when coming from distr ibuted 
resources that are l ikely to be spread throughout the world. 

The basis of D D o S attacks are botnets. A botnet is a network of computers or other 
devices that have been infected w i t h malware and remotely controlled by the main attacker, 
also called a „bot herder". The term „botnet " is a combination of the words „ robot " and 
„network" [9], and the infected device is called a „ b o t " or sometimes a „zombie" . To perform 
an attack, a botnet should have the abi l i ty to receive instructions from its bot herder, such 
as changing the target IP address, stopping an attack, or changing the attack pattern. 

There are two pr imary communicat ion design classes i n a botnet: client/server and 
peer-to-peer models. The client/server botnet model resembles a remote workstation work-
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flow when each computer connects to a centralised server or one of the servers and obtains 
information from i t . W h e n a l l bots receive instructions from a command-and-control centre 
( C n C ) resource like a web domain or an I R C channel, it is easy to update them since they 
should be changed only i n the botnet's repository. The topology of the client/server botnet 
model can vary and includes the star, multi-server, and hierarchical network topology (Fig
ure 2.1). Nevertheless, this approach has its shortcomings. The price of an uncomplicated 
information update is the vulnerabi l i ty of the client/server model . For an attack to be 
blocked, only the server (or a group of servers i n case of multi-server network topology) 
must be disrupted as the bots themselves cannot perform a severe attack without being 
controlled. 

(a) Star network topology. (b) Multi-server network topology 

CnC 

o o |Q o o o 
r-r 

o o 

\ 

o o o o 
(c) Hierarchical network topology. 

Figure 2.1: Cl ient/server botnet model. 

W i t h the progress in attacks mit igat ion, botnets also evolve towards decentralisation. 
The peer-to-peer model lacks the imperfection of a centralised approach, so stopping these 
attacks is an arduous task. E a c h bot becomes bo th a command-and-control centre and a 
client simultaneously, so it receives updated instructions from its peers and simultaneously 
propagates them, as shown in the Figure 2.2. If a l l malicious information comes from a 
server, it is necessary to safeguard only i t , which is typical ly strongly protected. However, in 
a decentralised network, bots are prone to becoming controlled by someone else, so botnet 
creators make them encrypted to l imi t potential access [9]. 

A l t h o u g h every business may become a v i c t i m of a D D o S attack, some areas are more 
frequently exposed to them. In 2021, the main targets were banks and financial institutions, 
but other businesses and industries are commonly targeted, including: 
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1 1 1 

1 1 I 

I I I 

Figure 2.2: Peer-to-peer botnet model. 

• educational institutions and remote learning services 

• wired and wireless telecommunication carriers 

• online gaming and gambling 

• healthcare organisations 

• governments and their agencies 

• ISP, hosting, and related services 

• technology companies [56]. 

2.2 Classification of Attacks 

Undertaking an attack requires fewer resources than its prevention, especially w i t h the pro
liferation of the Internet of Things (IoT) devices, which often come w i t h default usernames 
and passwords that are not always changed [43]. Another reason why prevention of a D D o S 
attack is a challenge is a wide variety of D D o S attack subtypes. E v e n if a network is pro
tected from a category of attacks by using mit igat ion strategies, it does not necessarily 
mean that it is protected from a l l of them. 

Generally, D D o S attacks can be grouped into three categories: 

1. Volumetr ic attacks 

2. Pro toco l attacks 

3. App l i ca t ion attacks 

V o l u m e t r i c a t t a c k s , also called volume-based, have the objective of saturating the 
vict im's bandwidth by sending enormous volumes of traffic and creating traffic jams. The 
speed of volume-based attacks is measured i n bits per second (bps). U D P , I C M P , and other 
spoofed packet floods represent this class of D D o S attacks. 
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P r o t o c o l A t t a c k s are designed to consume the processing capacity of the network 
infrastructure, including servers, firewalls, and load balancers, sending malicious connection 
requests. Consequently, legitimate traffic cannot reach its target, and the v i c t i m may not 
even have the resources to respond to legitimate requests that have already reached i t . 
Layer 3 and 4 requests attacks are measured i n packets per second (pps). Pro toco l attacks 
are represented by T C P S Y N , T C P A C K Attacks , P i n g of Death , I C M P Attack , Smurf 
At tack , and more. 

A p p l i c a t i o n l a y e r a t t a c k s , or Layer 7, mimic legitimate and innocent requests and 
exploit the weaknesses of Layer 7. They often open connections and init iate process and 
transaction requests, consuming finite resources such as the server's C P U time, disk space, 
and available R A M . Magni tude is measured i n requests per second (rps). T h e y are repre
sented by low-and-slow attacks, G E T / P O S T floods, attacks targeting Apache, Windows , 
or O p e n B S D vulnerabilit ies [20] [8]. 

A l t h o u g h this classification is the most common, alternative classifications can also be 
found. For instance, Hadeel S. O b a i d classifies D D o S attacks into weakness-based and 
flooding attacks [42]. 

2 . 2 . 1 S p e c i f i c D D o S A t t a c k T y p e s 

Some of the most common and dangerous D D o S attacks are discussed below. 

1. U D P flood attack. A s its name indicates, dur ing an attack, the attacker sends a 
massive number of User Datagram Pro toco l ( U D P ) packets to a specific or a random 
port to inundate i t . Normal ly , when a U D P packet is received, the server tries to 
identify the applicat ion type on the specified port . In case when no appl icat ion is 
associated w i t h the port , it responds w i t h I C M P Dest inat ion Unreachable message. 
The attacker continues to flood the v i c t i m using spoofed IP addresses unt i l it is out 
of the available resources [37]. 

2. I C M P flood attack. Thi s type is also called a ping flood attack. Generally, I C M P Echo 
Request packets are sent to check whether a remote host is alive. In case of success, 
it replies w i t h I C M P Echo Reply, notifying about the possibil ity of establishing a 
connection. D u r i n g a D D o S attack, I C M P Echo Request packets are sent w i t h the 
broadcast destination IP address, so they are delivered to a l l the machines i n the 
vict im's network [37]. However, when the target is only one machine, the packet 
contains its specific address. Rep ly ing to these requests is very resource consuming. 

3. T C P S Y N attack. To establish a T C P connection before the data transmission, the 
client sends a S Y N message to the server, which subsequently replies w i t h a S Y N -
A C K message, and then the client acknowledges w i t h the A C K message. It is called a 
three-way handshake. After start ing an attack, the attacker sends many S Y N packets 
again using spoofed IP addresses; the server fills i n its table of T C P connections 
but never receives A C K messages, so a l l the connections are incomplete. Since the 
number of connections is l imited , new legitimate users w i l l not be able to establish 
connections w i t h the v i c t i m server [62]. 

4. P i n g of Death . A n IP packet's m a x i m u m size is 65535 bytes. However, D a t a L i n k 
Layer (Layer 2) usually l imits the m a x i m u m frame size; it can be, for example, 1500 
bytes. T h e n a large I P packet is split into mult iple packets called fragments, and 
the host reassembles them into a complete packet. However, i n the case of a P i n g of 
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Death attack, the in i t i a l packet is malformed somehow. The host gets an I P packet 
larger than 65535 bytes as a result, which leads to allocated memory buffers overflow 
and crashes the system [20]. 

5. D N S query flood. W h e n a D N S resolver receives a request and has no response i n its 
cache, it sends a request to a recursive D N S server. If the attacker plans his requests so 
that no addresses are known and kept in the server's cache, the v i c t i m w i l l constantly 
send recursive requests. Taking into consideration the fact that recursive resolution 
is a pretty slow process, the servers quickly become overwhelmed [11]. 

2.3 DDoS Protection Techniques 

D D o S defence mechanisms a im to protect vict ims from an immense amount of fake users 
packets. The following strategies ensure network protection from traffic inundation: pre
vention, detection, tolerance and mit igat ion, and response. 

2 . 3 . 1 P r e v e n t i o n 

Various prevention methods can be grouped into load balancing, honeypot, and sundry 
filtering mechanisms [36]. 

Load balancing is a resource d i s tr ibut ion issue which pledges m a x i m u m uti l i sat ion of a l l 
the available resources. In general, the ut i l i sat ion of network resources includes balancing 
between computing nodes named L 7 balancing and balancing of network equipment, also 
called the L 4 balancing technique [3]. 

Honeypots attract attackers, pretending to be a vulnerable part of the system to collect 
information about the init iated attack. They send responses imi ta t ing the existing system, 
making the attackers believe they succeed; meanwhile, they waste the resources. A m p P o t 
[29] is an example of honeypots developed for amplif ication attacks monitoring. It allows 
observing the ongoing attacks and the techniques used by attackers. However, it stops 
responding when it is facing an attack itself. Ruch i Vi shwakarma et a l . [59] have presented 
a honeypot framework that uses machine learning techniques to derive information about 
attacks from the collected data logs. The advantage of collecting data from honeypots over 
datasets is that i n case of a zero-day attack, the model w i l l be learnt from the previously 
unknown attack types and find new patterns, based not only on the information of former 
well-known attack types. 

Various filtering mechanisms are designed to help to prevent D D o S attacks. They 
include ingress filtering, cut t ing off traffic that does not match the domain prefix, egress 
filtering that forestalls the attack on other domains, and route-based and history-based 
packet filtering [36]. Cheng J i n et a l . [22] have introduced Hop-Count filtering, which bases 
on the assumption that hop-count values are not consistent w i t h the IP addresses at the 
moment of arr ival to the vict ims. A b r a h a m Yaar et a l . [60] propose to filter traffic that 
was previously marked w i t h a path identifier, which represents its path from source to a 
destination over the Internet. W h e n a mark is identified as belonging to attack traffic, its 
part, defined by the threshold w i t h the same mark, is dropped. A s declared i n the previous 
chapter, the attacks may be high-rate and slow-rate. B o t h need an ind iv idua l approach 
for their recognition, so S. Tok lu et a l . have suggested a two-layer approach for filtering 
both high-rate and slow-rate attacks. High-rate D D o S attack flows are filtered using D A F 
(detection w i t h average filter), and the rest of the traffic goes through D D F T (detection 
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w i t h discrete Fourier transform) filters, which can block slow-rate attacks [57]. Tao Peng 
et a l . [46] have introduced a History-based IP F i l t e r mechanism for the edge-router: the 
router, which provides access to the Internet for the subnet, which is under defence. They 
propose to create an IP address database based on previous successful connections, which 
w i l l become a k i n d of white-list i n case of an attack. The advantage of this approach is the 
high confidence in filtration during D D o S attacks. 

2 . 3 . 2 D e t e c t i o n 

Dileep et a l . [14] proposed the three classified categories of D D o S attack detection methods: 
statistical, knowledge-based, and soft computing. 

Statist ical methods compare new incoming instances to average traffic statistics and 
detect anomalies if the current traffic significantly differs. Feinstein et a l . presented the 
solution based on entropy values, as the range shrinks when a network is under attack, and 
chi-squared statistics for discrete values [12]. Another entropy-based anomaly detection 
method involving a variat ion of Lyapunov exponent was introduced by M a and C h e n [35]. 
One of the most well-known statistically-based detectors is D - W A R D [40], which is an 
inline system for an end network exit router. It collects per-destination and per-connection 
statistics for ingress and egress traffic. 

Knowledge-based detection systems compare incoming traffic to already investigated 
attack patterns. Shabtai et a l . [53] presented a knowledge-based temporal abstraction 
intrusion detection method on time-oriented data for mobile devices. L i n and Theng [31] 
propose to create detection knowledge from three sources: knowledge acquisition ( K A ) 
framework, domain experts and Characterist ic Trainer. M U L T I O P S [16] heuristics helps 
for attack detection by collecting data about traffic characteristics, where each network 
device maintains its data structure. 

Dileep et a l . [14] describe soft-computing methods as techniques that tolerate impreci
sion. Most of the approaches falling into this category are based on artif icial intelligence 
algorithms. Pe i et a l . proposed a D D o S attack detection method based on random forest 
[45]. Meanwhile , L i et a l . presented intrusion detection using neural networks [30]. 

2 . 3 . 3 M i t i g a t i o n a n d R e s p o n s e 

The pract ical strategies that are used as intrusion response are rate-l imitat ion and filtration. 
Mal ia l i s et a l . [38] introduced a novel scalable reinforcement learning approach named 

Mult iagent Router Thro t t l ing , which rate-limit traffic towards the v i c t i m server. Another 
distr ibuted, coordinated, responsive method named A R R O S [24] uses both of the techniques 
and can block or bandwidth- l imit the intrusion. K h o l i d y et a l . presented Autonomous 
C l o u d Intrusion Response System ( A C I R S ) [26] providing defence for cloud systems. Fessi 
et a l . [13] proposed a mult i-attr ibute genetic a lgor i thm model ( M A G A M ) for intrusion 
response. Yaar et a l . [49] presented a Stateless Internet F l o w F i l t e r ( S IFF) , which clas
sifies traffic flows into privileged and unprivileged. S I F F allows blocking ind iv idua l flows 
selectively. 

A l l three stages of D D o S defence are equally important . However, this work focuses on 
the last of them, a iming to present a filtration mit igat ion strategy for D D o S attack selective 
blocking using decision trees. 
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2.4 C E S N E T and „DDoS Protector" 
A l o n g w i t h already presented commercial solutions for protection from D D o S attacks in
cluding A p p T r a n a from Indusface, D D o S A t t a c k Protect ion from Cloudflare, A z u r e D D o S 
Protect ion from Microsoft , D D o S - G u a r d , D D o S Protect ion from A k a m a i and many more, 
C E S N E T (Czech Educat ion and Scientific N E T w o r k ) is developing its own product. 

C E S N E T is an association of Czech universities and the Czech Academy of Sciences, 
which operates and develops the nat ional electronic infrastructure for science, education 
and research, comprising a computer network and computat ional grids, data storage, and 
a cooperative environment. 

W i t h i n the scope of the A d a p t D D o S project [7] the D D o S protector was created w i t h 
the support of the M i n i s t r y of Interior of the Czech Republ ic . This project aims to provide 
advanced protection from attacks on the availabil ity of the services, which are widely known 
as D D o S attacks. C E S N E T ' s research and development team works on the project. It 
deals w i t h the issues of adaptation to a changing vector of D D o S attacks, user procedure 
automation, and the use of information sources from external sources. The goal of the 
D D o S protector is not only to achieve a rap id and effective response to possible attacks 
from the perspective of accuracy but also to economise on financial expenses. 
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Figure 2.3: D D o S protector architecture. 

The crucial feature of the D D o S protector is attacking traffic f i l trat ion, lett ing only 
legitimate traffic pass to the defended network. Figure 2.3 represents the inner architecture 
of the D D o S protector. It can work i n two modes depending on the circumstances. If the 
traffic rate is lower than the network card can process (currently, C E S N E T ' s traffic filtering 
F P G A technology allows up to 400 G b / s [25]), it drops no packets and only collects the 
statistics about the traffic for the future use. Whenever the traffic rate exceeds the thresh
old, declared the point when the defended network cannot process the current amount of 
traffic, the D D o S protector starts to clean traffic actively. A l o n g w i t h the other f i l trat ion 
methods, such as reputation I P address database from external sources, the machine learn
ing a lgor i thm starts to work taking as input two pcap (Packet C A P t u r e ) files: a legit file 
w i t h previously collected packets and an attack file collected after the moment of exceeding 
the threshold l imi t . It is noteworthy that the attack pcap file w i l l definitely contain legit 
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traffic since, after an attack starts, iegitimate users stiff t ry to get the service. The output 
of the machine iearning a igori thm is a B P F ruie derived from the tree structure of the 
modef output, which is actuaiised every t ime a new attack pcap arrives. The B P F fiftering 
rufe deciares which part of traffic shouid be dropped. Every t ime the database w i t h ruies 
is updated, the D D o S protector can work w i t h the improved information to drop attack 
traffic w i t h higher accuracy. 

D D o S protector and aif its moduies are bui i t using the D P D K (Data Piane Development 
K i t ) framework 1 , which is an open-source set of user-space fibraries and drivers for network 
interface cards created by Intef and now managed by L i n u x Foundat ion. D P D K was de
signed to acceierate packet processing workioads running on various C P U architectures, 
inciuding x86, A R M , and P o w e r P C . 

xhttps: / / www.dpdk.org/about / news / 
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Chapter 3 

Machine Learning for Traffic 
Fi l trat ion 

Whenever the project aims to automate user processes, the use of art i f icial intelligence 
comes to m i n d . This chapter is about applying machine learning algorithms, a part of 
artif icial intelligence, for D D o S defence. Section 3.1 covers the classification of machine 
learning algorithms. The role of expl icabi l i ty of machine learning algorithms is reviewed in 
Section 3.2 as long as the decision trees' key features. Section 3.3 explains algorithms of 
decision trees construction. The two approaches: offline learning and incremental learning, 
are discussed i n Section 3.4 and from the perspective of their possible ut i l i sat ion for attack 
traffic f i l trat ion. 

3.1 Machine Learning Overview 

Machine learning algorithms lie at the intersection of statistics and computer science. Thi s 
area of study has become so prominent due to the following reasons: accessibility and a 
massive amount of available online data, and low computat ional costs [23]. 

A s the classification of machine learning methods varies from one source to another, 
some categories are described i n a l l , while others are less common. In this chapter, the 
M L methods classification overview w i l l be in accordance w i t h the book „Foundat ions of 
Machine Learning, Second E d i t i o n " [41]. 

Machine learning algorithms differ in the types of available t ra ining data, the data 
receiving order and method, and the test data for evaluation purposes. 

• S u p e r v i s e d l e a r n i n g . The learner obtains a set of labelled tra ining data and makes 
predictions for previously unseen data. It is the most typica l scenario for classification 
and regression problems. Spam detection is one of such problem example. 

• U n s u p e r v i s e d l e a r n i n g . The learner receives only unlabelled data and tries to 
group them by features, which is the only available information. It is sometimes hard 
to evaluate the model as the test data are also unlabelled. The most common example 
of unsupervised learning is clustering. 

• S e m i - s u p e r v i s e d l e a r n i n g . The learner obtains both labelled and unlabelled ex
amples and tries to predict a l l the unseen points. These machine learning algorithms 
are popular in areas where it is easy to get unlabelled data and costly to label i t . 
The expectations of this approach are based on the assumption that the dis tr ibut ion 
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of unlabelled data can help the learner achieve better performance than using less 
representative labelled data for supervised learning. Nevertheless, the conditions for 
obtaining better results using semi-supervised learning methods are in the research 
stage. 

• T r a n s d u c t i v e i n f e r e n c e . It is s imilar to semi-supervised learning because it also 
receives unlabelled and labelled samples. However, its goal is to label the unlabelled 
but previously seen examples. The circumstances under which the model w i l l perform 
better are also under research, along w i t h semi-supervised learning. 

• O n l i n e l e a r n i n g ( i n c r e m e n t a l l e a r n i n g ) . Contrary to the previously mentioned 
scenarios, the learner receives an unlabelled point, tries to predict i t , and then learns 
its label . The a im is to minimise the cumulative loss, also called regret. The shortage 
of this approach is catastrophic forgetting because the model cannot keep information 
about a l l the examples as their number grows in time. 

• R e i n f o r c e m e n t l e a r n i n g . S imi lar ly to online learning, t ra ining and testing rounds 
are intermixed i n this type of learning. The learner actively interacts w i t h the en
vironment to collect the necessary information, gaining reward i n passing for each 
action. It maximises the reward, tak ing actions and interacting w i t h the environ
ment. In reinforcement learning problems, the learner is faced w i t h the exploration 
versus exploitat ion di lemma. There are two available strategies: collecting new un
explored information that may bring less reward if the current solution is opt imal or 
exploit ing the already collected information. 

• A c t i v e l e a r n i n g . The learner interactively collects unlabelled tra ining points, com
monly by querying an oracle to label them. The a im is the same as i n the case of 
semi-supervised learning: to obta in at least as good performance as in supervised 
learning but w i t h fewer labelled examples. Since the learner chooses which exam
ples to label , the number of points to be labelled by the oracle or teacher is much 
less than for supervised learning algorithms. For instance, active learning is used for 
computat ional biological applications. 

3.2 Explainable Machine Learning 

Nowadays, machine learning is widely used in different domains, including health care, en
tertainment and commercial , for various tasks, including recommendation systems, image 
annotation and classification, diagnosis prediction, and more [52]. Deep learning approaches 
perform better than humans i n some types of tasks. A t the same t ime, they have short
comings, which are not only related to data quality, computat ional t ime and engineering 
efforts. The central problem is that these algorithms are incredibly opaque. E v e n though 
their mathematical background is understandable, deep learning approaches s t i l l suffer from 
a lack of declarative knowledge [18]. 

Because of social, ethical and legal reasons, it is desired for learning algorithms to pro
vide comprehensive information about logical chains that influence their decisions, predic
tions, or actions [1]. Accord ing to European G D P R regulations, i f any automated decision
making systems are used, the data subject should be able to receive meaningful information 
about the chain of reasoning behind that system and the possible consequences [6]. 
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A . A d a d i et a l . [1] have formulated four main reasons for the need for expfainabie 
resufts of machine iearning aigorithms: to justify resufts, to controf the system (to debug), 
for more straightforward modef improvement, and gain new knowledge. Rat ional i s ing the 
results is helpfuf when the modef makes unexpected decisions. Ai so , it ensures, i f needed, 
that the outcomes are fair and ethicai and that the afgorithm compiies w i t h the criteria of 
Responsibie Ar t i f i c i a i Inteffigence. Expfainabie machine iearning enabies enhanced control 
over the modei's vufnerabiiities and decreases the number of possibie errors since they can 
be corrected fast. Moreover, it heips to improve the modef when the information about the 
logic chain is not hidden by providing necessary addit ionai data. New knowfedge gain is 
impossibie w i t h the usage of onfy non-transparent afgorithms. For exampie, it is desirabie 
for a Go-piayer machine not onfy to w i n the game but aiso to describe its piaying strategy. 
In the future, it wouid be highiy beneficiai if expfainabie modefs have the abi i i ty to derive 
new knowfedge i n naturai sciences. 

According to Beife V . et af. [2], the afgorithms that are caffed transparent and, as a 
consequence, more trustworthy are: 

• Log i s t i c /L inear Regression 

• Decision Trees 

• K-Nearest Neighbours 

• Ruie-Based Learners 

• Generative Add i t ive Modefs 

• Bayesian Modefs. 

However, speaking about aigorithmic transparency, most of the resufts of the afgorithms 
from this fist are too compiex to be anafysed without mathematicai toofs. The onfy cfass 
of afgorithms a human without a mathematicai background can understand is Decision 
Trees. Decision Trees are sequentiai modefs which contain a sequence of simpie condit ional 
statements; at each non-leaf node, a numeric attr ibute is tested against a threshoid vafue 
or a set of possibie vafues i n the case of nominai attributes [28]. 

Considering the reasons mentioned above, inciuding that the expfainabie and transpar
ent modefs are the most trustworthy, they were chosen for D D o S defence goafs. The resufts 
of Decision Trees can be converted to a set of traffic fiftration ruies, which are understand-
abfe to a network administrator without the need for compfex mathematicai toofs and sofid 
mathematicai background. 

3.3 Decision Trees 

Inductive inference is the process of generafisation. The ma in objective is to iearn how 
to classify objects using a given set of afready fabeffed instances typicaify represented as 
attribute-vafue vectors. E a c h instance beiongs to a cfass, and the task is to map uniabefed 
exampfes from attribute vafues to cfasses. B o t h fabeffed and unfabeffed instances shouid 
be meticuiousfy cfassified by this mapping [47]. 

A decision tree is a recursive structure expressing such mappings. It may consist of onfy 
one feaf associated w i t h one cfass. However, commonly, such a tree consists of a sequence 
of test nodes, where each of them has a threshofd, creating mutuaify excfusive outcomes, 

13 



and each of the outcomes also consists of s imilar sub-trees. For an object classification, it 
has to be tested by a path of testing nodes start ing from the root u n t i l it reaches a leaf. 
T h e n the class label of the reached leaf w i l l be assigned to the object [48]. 

A n a lgori thm strives to do the best possible split for each iteration u n t i l it reaches 
stopping criteria, or no further split is possible because it does not lead to higher pur i ty of 
the outcomes. If there is only one class i n a leaf's subset, it is called pure; otherwise, it is 
impure. E a c h spl i t t ing i teration should lead to purer leaves of the decision tree as described 
in the A l g o r i t h m 25. 

D T ( I n s t a n c e s , T a r g e t _ f e a t u r e , F e a t u r e s ) 
I f a l l i n s t a n c e s a t t h e c u r r e n t node b e l o n g t o t h e same c a t e g o r y 
t h e n c r e a t e a l e a f node of t h e c o r r e s p o n d i n g c l a s s 
e l s e 
{ 

F i n d t h e f e a t u r e s A t h a t max imizes the goodness measure 
Make A the d e c i s i o n f e a t u r e f o r t h e c u r r e n t node 
f o r each p o s s i b l e v a l u e v o f A 
{ 

add a new b r a n c h be low node t e s t i n g f o r A = v 
I n s t a n c e s _ v := subse t o f I n s t a n c e s w i t h A = v 
i f I n s t a n c e s _ v i s empty 
t h e n 
{ 

add a l e a f w i t h a l a b e l t h e most common v a l u e of 
T a r g e t _ f e a t u r e i n I n s t a n c e s ; 

} 

e l s e 
{ 

below the new b r a n c h , add a s u b t r e e 
D T ( I n s t a n c e s _ v , T a r g e t _ f e a t u r e . F e a t u r e s - {A}) 

> 
} 

} 

Lis t ing 3.1: A pseudo-code for bui ld ing a decision tree [28]. 

The construction of decision trees is a challenging and computat ional ly expensive prob
lem. For a classification task regarded as tiny, the number of possible decision trees may be 
extremely high. For instance, i n the case i n which there are four discrete attributes, half of 
them w i t h two possible values and the second half w i t h three, and two classes, the number 
of decision trees exceeds 2.2 * 10 4 [48]. 

Some types of heuristics were introduced to deal w i t h complexity: heuristics based 
on information or entropy, heuristics based on error, and heuristics based on statistical 
significance [48]. ID3 and C4.5 algorithms use information gain for attr ibute selection, 
which is an entropy-based heuristic [19]. 

I n f o r m a t i o n g a i n is calculated w i t h the use of entropy, which has the formula: 

c 
Entropy = - P(XJ) l o g 2 P(XJ) , (3.1) 

i=i 
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where C expresses the number of classes and P{xi) is the probabi l i ty of randomly picking 
an element of class i. 

\T I 
IG(T,A) = Entropy(T) - ^ ^p-Entropy(T„) 

(3.2) 

where T means target column, A is the feature (column), we are testing, and v means 
al l possible values i n A. If the result is positive, the split using the feature A lowers the 
entropy. The goal is to find the higher possible information gain value and do the split on 
that feature [33]. 

The C A R T a lgor i thm uses G i n i i n d e x for decision tree construction. The G i n i index 
is calculated using the formula: 

where Pi is the probabi l i ty of an element being classified for a specific class, same as in 
3.1. The G i n i index varies from 0 to 1 inclusive, where 0 stands for perfect classification. 
Consequently, a feature w i t h less G i n i index w i l l be chosen for a split [58]. The G i n i index 
belongs to the group of heuristics based on error. 

Another spl i t t ing criterion, which is used pr imar i ly for imbalanced data streams, is 
H e l l i n g e r d i s t a n c e . Hellinger distance between two normal distributions P and iV is 
defined as: 

where u\ is mean of P, a\ is its variance and o\ - standard deviation, and U2, o\ and 02 
refer to iV correspondingly [34]. It is used i n online (incremental) learning by Hoeffding 
Trees also called Very Fast Decision Trees, which w i l l be closely discussed in Section 3.4. 

3.4 Incremental Learning and Online Decision Trees 

Tradi t ional machine learning methods work under the well-known scenario: a l l the data 
are i n disposit ion before the tra ining step. Therefore hyper-parameter setting and model 
selection takes into account the whole t ra ining dataset; meanwhile, the model i n the tra ining 
phase relies on the fact that the data is static [15]. However, in the context of network 
traffic and protection from D D o S attacks, the data is dynamic, and the attack vector may 
change anytime. The sector of machine learning algorithms which deals w i t h evolving data 
streams is online (incremental) learning. 

A s opposed to t radi t ional M L methods, an incremental model should be able to gather 
new knowledge from incoming data, memorise it and at the same time preserve the old one 
[32]. It should be able to make predictions based on the most recently available data at 
any moment. Furthermore, the most challenging is that it is lifelong learning on an infinite 
stream (without the abi l i ty to return to the already seen examples) that happens using 
l imited resources such as t ime and memory [50]. 

Such decision tree algorithms as ID3 and C4.5 mentioned in Section 3.3 require a l l 
t ra ining data to be available before tra ining starts. These methods cannot be applied to 
possibly infinite data streams, so they refer to offline learning algorithms. The opposites 

n 
(3-3) 

i=l 

(3-4) 
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to them are decision trees, which are capable of changing on the go w i t h new incoming 
data, named online decision trees. The Very Fast Decision Tree ( V F D T ) is an i l lustrative 
example of online learners. It progressively grows w i t h the new examples' arr ival , and at 
the same time, it can reduce its branches' depth or t u r n its sub-tree into a node if necessary. 
The V F D T does not accumulate a l l the previously seen examples and considers only the 
actual ones. It helps to save memory resources and processing t ime [39]. However, it may 
cause problems if the behaviour of knowledge forgetting after concept drift is unsatisfactory. 

A similar problem is described in the literature about deep learning algorithms such 
as neural networks. W i t h the incoming of new data, the prior knowledge gets less weight 
by a backpropagation a lgori thm so that further information gets priorit ised. It has an 
undesired impact on the performance of the previously learned examples. Thi s effect is 
known as catastrophic forgetting. The model needs to be stable enough to sustain the 
current knowledge and sufficiently plastic to collect new information simultaneously for the 
effects of catastrophic forgetting reduction. Meet ing both requirements at the same time is 
extremely challenging. Thi s problem is called a stabil i ty-plasticity d i lemma [32]. 

Neura l networks severely suffer from the phenomenon of catastrophic forgetting. A s a 
consequence, many articles about the possible ways of overcoming catastrophic inference 
(catastrophic forgetting) exist related to neural networks [17, 51, 27]. Par i s i et a l . [44] 
distinguish three ways of overcoming this phenomenon: 

1. replay of previously learned knowledge, including rehearsal and pseudo-rehearsal, 

2. regularisation approaches regarding the old knowledge weights, 

3. network expansion. 

In the context of incremental learning, replay techniques are also applicable. A . R o b i n s [51] 
describes rehearsal as learning new information and model retraining on the previously seen 
data meantime. However, this approach has a constraint and is not suitable when old data 
is unavailable. T h e n another variant of replay called pseudo-rehearsal becomes useful. In 
a pseudo-rehearsal process, instead of actual examples, the model relearns using pseudo-
items, which are artif icial ly generated samples representing the classes (in classification 
problems). Pseudo-rehearsal approach becomes even more efficient w i t h the increase i n the 
number of target classes as rehearsal requires more memory space for keeping representative 
items of mult iple classes. 

Considering the fact that for D D o S protection purposes, only two classes named legit
imate and attack w i l l be identified, the rehearsal approach is applicable because of down-
to-earth memory requirements. 
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Chapter 4 

Design and Implementation of 
Fi l trat ion Rules Inference 

This chapter describes the design of the a lgori thm for D D o S attack flow filtration. Thi s work 
aims to propose and subsequently implement D D o S mit igat ion rules inference optimisations. 
Thi s work is the continuation of the previous year's bachelor thesis named „Inference of 
D D o S M i t i g a t i o n Rules" [21]. Section 4.1 is dedicated to revising Jacko's design, which w i l l 
also serve as an introduct ion to the problem. The author has implemented a program using 
the Decision Tree Classifier a lgori thm, which requires pcap files as input and generates 
Berkeley Packet F i l t e r ( B P F ) filter rules for attack traffic as output. The features for the 
dataset are presented i n Section 4.2. Section 4.4 describes the designed alternative to the 
classical supervised machine learning algorithms for D D o S protection presented in Section 
4.3. It deals w i t h the possibil ity of applying online learning methods to derail mit igat ing 
rules, part icular ly online decision trees. The output rules of both approaches are in B P F 
format. 

4.1 Design Considerations 

The pr imary source of information for this and the following section is [21] and the infor
mat ion provided by my supervisor. 

The choice of using machine learning algorithms was influenced by the a im of reducing 
user intervention i n the process of rules derivation. The intent of less user involvement in the 
mit igat ion process arose on the assumption of faster speed and more advanced generalisation 
abilities of machine learning algorithms compared to humans. W h e n a D D o S attack starts, 
the speed of reaction to it plays a crucial role i n the system's protection because a prolonged 
system outage discourages legitimate users from using the provided services again. 

Machine learning methods are not always suitable. They may fail i n non-deterministic 
problems, and they may not be applicable i f a lack of data or, even worse, a lack of good 
data infers to receive statistically significant results [55]. The reasons why machine learning 
algorithms are considered to apply to the problem of D D o S mit igat ion rules inference are 
the following: 

1. A v a i l a b i l i t y o f d a t a . The input data for the inference is network traffic, where each 
packet represents a vector of information. The network flows can be monitored and 
stored i n suitable file formats such as „ p c a p " or „ p c a p n g " . Consequently, the dataset 
is representative and is not prone to measurement errors. 
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2. P e c u l i a r i t i e s o f a t t a c k t r a f f i c . Assuming that the bots in a botnet, which send 
malicious packets to the v i c t i m , are headed by a central source of information, there 
may be distinctive features in the packets common either for a l l attack traffic or at 
least for its part. 

3. D i s t i n c t i o n s b e t w e e n l e g i t i m a t e a n d a t t a c k t r a f f i c . The features of legitimate 
traffic are supposed to be so diversified that it is not possible to find the common ones, 
or they w i l l cover a huge part of attack traffic along w i t h the legitimate. However, the 
expectation is that the attack traffic w i l l differ from the legitimate i n some features. 
Otherwise, the f i l trat ion rules w i l l cover a considerable part of legitimate traffic, and 
it w i l l lead to blocking access to benign users, which is the attackers' goal. That w i l l 
mean that the attack is successful and the v i c t i m cannot afford it . 

D.Jacko considers one more reason i n his work [21]: a f t e r a n a t t a c k s t a r t s , t h e m a j o r i t y 
o f p a c k e t s i n t h e t r a f f i c a r e a c t u a l l y sent b y a t t a c k e r s . Nevertheless, the experiments 
have shown that it is possible to detect attack flows using certain optimisations even if it is 
mixed w i t h legitimate traffic i n proportions, where legitimate traffic takes 50% and more. 
The designed optimisations are discussed w i t h more details i n Section 5.2. 

The problem of mit igat ion rules inference can be solved using supervised learning algo
rithms due to the volumetric D D o S attack course. The first step is benign traffic capture. 
For the period when the traffic rate is lower than the defined threshold, the flows are labelled 
as legitimate. E v e n if there is a part of attack traffic, it cannot cause any damage to the 
system unt i l it is capable of processing a l l the incoming packets at its usual speed. W h e n 
the traffic rate exceeds the threshold, the system alerts an attack start. A l l the packets 
after that moment are labelled as attack. There might be a part of legitimate traffic during 
an attack, as declared above. However, due to the M L algorithm's generalisation abilities, 
it should be able to divide benign flows from the malicious if the amount of traffic captured 
in the peaceful period is massive enough and outweighs the number of legitimate packets 
labelled as attack. Immediately upon the fall of incoming traffic rate under the threshold, 
the traffic w i l l be labelled as legitimate again, irrespective of whether the attack stopped or 
the inferred mit igat ion rules blocked i t . Thi s method of label l ing packets allows receiving 
the two-class continuously updated dataset. 

Decision trees were chosen for the D D o S protection among the supervised machine 
learning algorithms. The crucial role of explainable algorithms for trustworthiness i n art i
ficial decision-making agents was more thoroughly discussed i n Section 3.2. In summary, 
people tend to be sceptical of the results of black-box algorithms as they might have a 
skewed view of the dataset and find only local ly opt imal solutions without generalisation 
attempts. Furthermore, even explainable machine learning algorithms' outputs may not 
be effortlessly understandable for people without specific qualifications. The majori ty of 
the algorithms' results should be interpreted using mathematical tools. O n the contrary, 
the outputs of decision trees are understandable even for people without a mathematical 
background. They represent a sequence of decision nodes w i t h the result at the leaf nodes. 
Thi s characteristic is significant because the users of the designed program are supposed to 
be network administrators. 

Furthermore, a considerable advantage of decision trees is that it does not require much 
data preparation. They need no data normalisat ion, one-hot encoding or blank values 
removal. B l ank values are not expected to appear i n examples constructed from packets, 
but lack of normalisat ion is fundamental for explicability. Due to a l l the reasons discussed 
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in this section, decision trees were chosen as the most suitable approach for D D o S rule 

inference. 

4.2 Dataframe Structure 

The input data for the designed program are pcap files w i t h legit and attack traffic. They are 

parsed using P y t h o n module d p k t 1 . The information for the input dataset extracted from 

the pcap files concerns IP and transport layers (Layers 3 and 4). However, the applicat ion 

can be extended, and it is possible to extract information from other layers. The information 

is extracted from IPv4 , T C P and U D P headers. The choice of protocols was pr imar i ly 

affected by the available datasets (pcap files) w i t h attacking packets. The final dataframe 

contains data from the colored fields i n Figures 4.1, 4.2 and 4.3. 

0 1 2 3 
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 

+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
| V e r s i o n | IHL |Type o f S e r v i c e | T o t a l L e n g t h | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
| I d e n t i f i c a t i o n | F l a g s | Fragment O f f s e t | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
| Time t o L i v e | P r o t o c o l | Header Checksum | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
| Source A d d r e s s I 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
| D e s t i n a t i o n A d d r e s s I 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

| O p t i o n s | P a d d i n g | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

Figure 4.1: I P v 4 protocol fields used to create the dataframe. 

0 1 2 3 
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

I Source P o r t | D e s t i n a t i o n P o r t | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
I Sequence Number | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
I Acknowledgment Number | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
I D a t a I I U I A | P I R | S I F | | 
I O f f s e t I R e s e r v e d | R | C | S | S | Y | I | Window | 
I I | G | K | H | T | N | N | I 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
I Checksum | U r g e n t P o i n t e r | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 
I O p t i o n s I P a d d i n g | 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

I d a t a I 
+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ 

Figure 4.2: T C P protocol fields used to create the dataframe. 

1https://dpkt.readthedocs.io/en/latest/ 
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0 7 8 15 16 23 24 31 

I Source I D e s t i n a t i o n I 
I Port | Port | 

I I I 
I Length | Checksum | 

data octets 

Figure 4.3: U D P protocol fields used to create the dataframe. 

The destination I P address is not represented i n the dataframe, even though this infor
mat ion can increase classification accuracy because the goal was to prove that the a lgori thm 
can find similarities i n other fields. Otherwise, it would predominantly focus on the vict im's 
address, making the task easier for the model. 

The final dataframes always contain either columns from I P v 4 w i t h T C P or combine 
the columns from IPv4 w i t h U D P . They are not joined into one dataframe because it would 
contain a lot of empty attributes; it would slow down processing time, which is unacceptable 
for mit igat ion rules inference. Moreover, w i t h the addit ion of other protocol support, the 
number of blank values would increase proportionally. 

4.3 Offline learning with Decision Tree Classifier 
The next stage after the dataframe creation is model t ra ining. DecisionTreeClassifier 2 

algori thm from scikit-learn [5] was chosen for the rules inference. Scikit-learn decision 
tree implementation uses an optimised version of the C A R T (Classification and Regression 
Trees) a lgori thm. The a lgori thm uses the feature and threshold for binary tree construction 
that brings i n the m a x i m a l information gain at each node. 

ML algorithm 

get legit pcap parse legit pcap get legit pcap parse legit pcap 

get attack pcap parse attack pcap get attack pcap parse attack pcap 

create dataframe 

train model 

> 

get B P F rules add rules to DB 

Figure 4.4: Scheme of rule inference using Decision Tree Classifier. 

After the tra ining step, the model is ready for making predictions and classifying exam
ples. However, instead of proceeding to the testing phase, the final model is used to derail 
the rules, as Figure 4.4 shows. The tree structure is flattened and converted to a B P F filter. 
The testing stage is only used for the experiments, which are needed to prove the method's 
appl icabi l i ty and comparison of different approaches to tree construction. 

2https: / / scikit-learn. org/stable/modules/tree.html#tree-classification 
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4.4 Online learning with Hoeffding Adaptive Tree. 
Online or incremental learning is a contrasting approach to classical machine learning. It 
deals w i t h sequential data, when the whole dataset either is not available at some point and 
the predictions should be made on an incomplete set, or when the flow of data is infinite, 
and a model cannot process it i n a sensible t imespan. Another reason for appealing to 
incremental learning methods is concept drift . Concept drift appears when the statistical 
properties of a target variable are unstable and unpredictably change over t ime. It is 
pertinent i n the context of D D o S attack filtration as the vector of an attack may change 
anytime. 

The Decision Tree Classifier cannot be used for data streams and requires the whole 
dataset to be available before the tra ining step. Instead of i t , we decided to use Hoeffding 
Adapt ive Tree w i t h Adapt ive W i n d o w i n g ( H A T - A D W I N ) [4]. Hoeffding Adapt ive Tree is 
a method for decision tree construction, which has evolved from Hoeffding W i n d o w Tree 
( H W T ) . It can learn from a data stream without fixed window size specification. The 
perfect window size calculat ion is not a t r i v i a l task for users. It requires predicting the 
rate of d i s t r ibut ion changes, and it gets more complex if the data stream changes are 
unforeseeable. 

For the tra ining step I used HoeffdingAdaptiveTreeClassif ier 3 from R i v e r 1 l ibrary devel
oped for streaming machine learning. It implements the Hoeffding Adapt ive Tree a lgori thm 
w i t h bootstrap sampling improvement, which helps to avoid overfitting. 

ML algorithm 

get legit pcap parse legit pcap get legit pcap parse legit pcap 

* < 
get attack pcap parse attack pcap 

append to 
dataframe 

train model on 
new example 

get BPF rules ^- add rules to DB 

• 

get BPF rules add rules to DB 

• 

Figure 4.5: Scheme of rule inference using H A T - A D W I N . 

The whole process of B P F rules inference using online is quite s imilar to the offline 
learning approach, which is visible from the comparison of Figures 4.4 and 4.5. Nevertheless, 
there are some slight differences. The first one is the opportunity of pre-training on the 
legit data before an actual attack starts, as the goal is to stop the attack as fast as possible. 
A further advantage is that the model does not store information about a l l the incoming 
packets but only about the most recent ones. It allows to save memory resources, and it 
helps to protect classification from wrong labell ing in case of previous legit users' infection. 
In addit ion, the model w i l l only consider actual attack flows if the vector of attack changes, 
which should increase the accuracy of the classification and decrease the number of output 
blocking rules. However, suppose the moment of ready rules i n offline learning is determined 
as it is prepared right after tra ining. In that case, the online model learns continuously, 
and it is not needed to have new rules after every learned example. It requires a k i n d of 

3https: / / riverml.xyz/latest / api / tree/HoeffdingAdaptiveTreeClassifier / 
4https://riverml.xyz/latest/ 
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a trigger, which would enforce the model to pause learning and activate the conversion of 
the tree structure to B P F rules. Thi s trigger may be i n the form of a timeout, when the 
activation starts after a t ime period, for example, every 5 minutes. The alternative is to 
trigger when an event is happening, and it may be an attack start or attack vector shifting. 
Thi s approach is more advanced and requires drift detection notifications, and was not 
implemented in this version of the program. 

D u r i n g the accuracy tests of H A T - A D W I N , the results of which w i l l be discussed in 
Chapter 6, the problem of catastrophic forgetting appeared. After the model was trained 
on legitimate traffic examples, it learned attack examples. However, it unexpectedly started 
to completely forget the benign ones w i t h the arr ival of other attack samples and strength
ening knowledge about them. The rehearsal approach is used to overcome the problem. 
A t the stage of attack leaning, some legitimate random samples are injected in 5 : 1 pro
port ion. It reminds the a lgori thm that it should take into account the recently appeared 
attack examples and keep the information about the legitimate instances. Another possible 
solution is to mix a l l the available examples and learn the model on them, but it would be 
the same as using offline learning methods. It would undermine the whole point of using 
incremental learning algorithms and a l l the advantages it was meant to bring. 
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Chapter 5 

Optimisations 

This chapter w i l l describe the suggested and implemented optimisations that improve both 
offline and online algorithms. They are used to increase the models' accuracy and decrease 
the rate of false positives. Section 5.1 introduces hyper-parameter tuning, and Section 5.2 
proposes to provide addit ional information about the rate of legitimate traffic after the start 
of the attack to decrease the amount of legitimate traffic blocked by the inferred rules. 

5.1 Hyper-parameter Tuning with G r i d Search 

In the „Inference of D D o S M i t i g a t i o n Rules" thesis are described various experiments w i t h 
the hyper-parameters of Decision Tree Classifier are described, including „ m a x _ d e p t h " , 
„ m i n _ s a m p l e s _ l e a f , „ m i n _ s a m p l e s _ s p l i t " and „max leaf_nodes". The first proposed 
optimisat ion stands on the assumption that it would be beneficial to involve a l l the hyper-
parameters, which may simultaneously influence the tree model's depth. 

Scikit-learn l ibrary presents two different approaches as a solution to finding the best 
hyper-parameters combination: G r i d Search and Randomized Search. 

The grid search generates model candidates under the given lists of hyper-parameters 
values. After cross-validation for each model from the grid, the model w i t h the best score 
is chosen for future testing. This approach may be computat ional ly exhaustive since it fits 
each model from the grid on the tra ining dataset. 

Randomised search optimises the grid search algori thm, and each setting is sampled 
from a dis tr ibut ion over possible parameter values. O n l y a part of the model candidates 
w i l l be investigated depending on the budget. This approach leads to a faster best model 
finding, skipping statistically unattractive ones. A m o n g the advantages described by its 
authors is that addit ional parameters, which do not influence the performance, do not 
decrease the RandomizedSearchCV's efficiency. 

Notwithstanding the above-presented advantages of the randomised search algori thm, 
G r i d S e a r c h C V was chosen for optimisat ion. It allows to not only look up for the best 
possible model but also to investigate the trends i n the output scores, which is meaningful, 
considering the possible different top hyper-parameters for different datasets from available 
attack pcap files. Another significant assumption for a lgor i thm selection is the number of 
candidates i n the grid. Since the gr id for the experiments is four-dimensional, the time 
for the computations proliferates compared to the experiments w i t h only one parameter 
at a t ime. F ina l ly , it was stated that w i t h i n the range of parameters from the previous 
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experiments, the calculation time for the grid search w i l l be held during a reasonable time 
but w i l l be more information-rich than the randomised search algorithm. 

Various hyper-parameters for the H A T - A D W I N incremental learning model are also 
at the disposal to improve its performance. They differ from the Decision Tree Classifier 
except „ m a x _ d e p t h " and include „ g r a c e _ p e r i o d " , „ sp l i t_conf idence" and „ t i e_ thresho ld" . 
Unfortunately, an analogue of multi-core grid search is not implemented i n the River l i 
brary, and the available SuccessiveHalvingClassifier is not suitable for comparison to offline 
learning purposes. Tha t is why the nested loops analogue of grid search was used for testing. 

5.2 Legitimate Traffic Rate 
5 . 2 . 1 T h e m e a n i n g o f t h e „ L e g i t i m a t e r a t e " p a r a m e t e r 

W h e n a tree classifier model is bui l t , its output is converted into rules that declare which 
part of the traffic should be blocked. However, this set may cover more traffic than expected. 
It leads to a higher False Posit ive rate, which means that part of legitimate traffic w i l l be 
blocked while t ry ing to stop the attack, and the attacker has reached his goals. 

At tack traffic 
+ _ 

Figure 5.1: A simplified course of traffic dur ing an attack. 

A new parameter called the „Leg i t imate rate" was introduced to decrease the number of 
legitimate packets marked as attack. Thi s parameter declares the ratio of legitimate traffic 
to the overall traffic. E v e n though it is s imply an input parameter, it would be helpful to 
know how it is calculated. 

One of the crucial criteria of network systems is its bandwidth , which is typica l ly mea
sured in bits per second (bit/s or bps) or data packets per second (p/s or pps). Since the 
target for blocking are attack packet flows consisting of ind iv idua l packets, it is appropriate 
to make measurements, part icular ly in data packets per second. A s long as it is necessary 
to know the system's bandwidth , another measurement, the mean packet rate, w i l l also 
come i n handy for future calculations. 

The mean packet rate value should be continuously calculated and monitored. So, when 
an atypical increase i n the traffic rate is detected (as is shown as t\ in Figure 5.1), it would 
be possible to determine the alleged ratio of legitimate traffic to the overall flow. 

After the blocking rules are derived from the tree classifier, the next step is to compare 
the input „Leg i t imate rate" parameter and the ratio of the legitimate leaves from the 
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resulting tree. If the second one is less than the input parameter, applying the rules w i l l 
lead to a higher fafse positives rate because more traffic wouid be bfocked than expected. 

However, when the tree tends to bfock more packets than needed, it can be soived by 
picking a subset of rufes that wiif „fit i n " the iegitimate traffic rate and bfock the rest. 
Unfortunatefy, just sorting the rufes by the number of fegit packets i n the resuiting tree's 
leaves does not soive the probfem because the feaves' impur i ty piays a cruciai rofe here. The 
goaf is to choose the purest nodes w i t h the most iegitimate packets and ieave those feast 
representing. Thi s probfem can be efficientiy mapped to the „ 0 / 1 Knapsack probfem". 

5 . 2 . 2 0 / 1 K n a p s a c k p r o b l e m 

The 0/1 Knapsack problem is described as foffows. A thief enters a store and sees n items. 
Each i tem has a vaiue Vn, and its weight is Wn. He cannot take aif of them because he 
can onfy carry a fimited weight W i n his knapsack. O f course, he wants to take as much 
vafuabfe foad as possibie. W h i c h items shouid he take and which ieave? Note that the 
thief either takes an i tem or feaves it behind; he cannot take a fraction of an i tem nether 
take them twice or more times. The 0/1 points out this l imi ta t ion [10]. Another version 
of this NP-fuff probfem is the fractionai knapsack probfem, which is not suitabie for the 
goafs described i n the subsection 5.2.1. It is impossible to pick a part of the rufe because it 
wouid cause even a more extensive traffic part seiection, or, i n an edge case, it wouid not 
have any effect on biocking. 

For the impiementation of the knapsack probfem, the dynamic programming a igor i thm 1 

16 was chosen, which finds the giobaffy opt imai sofution i n contrast to the Greedy approach. 

def Knapsack(W, w e i g h t s , v a l u e s , n ) : 
K = [[0 f o r x i n range(W + 1 ) ] f o r x i n r a n g e ( n + 1 ) ] 

f o r i i n r a n g e ( n + 1 ) : 
f o r w i n range(W + 1 ) : 

i f i == 0 o r w == 0 : 
K [ i ] [w] = 0 

e l i f w e i g h t s [ i - 1 ] <= w: 
K [ i ] [w] = max( 

v a l u e s [ i - 1 ] + K [ i - 1 ] [ w - w e i g h t s [ i - 1 ] ] , 
K [ i - 1 ] [w]) 

e l s e : 

K [ i ] [w] = K [ i - 1 ] [w] 

r e t u r n K[n][W] 
L i s t ing 5.1: D y n a m i c programming a lgori thm for 0/1 Knapsack problem. 

Regarding the knapsack problem, n is the number of rufes. The „weight" is the number 
of packets in the corresponding rufe for each rufe. A s mentioned above, the purest nodes 
w i t h the most exampies shoufd be picked, so the formufa 5.1 was proposed, where x is 
impur i ty and y is the number of fegitimate packets i n the node. 

1 https: / / www. geeksforgeeks. org/0- 1-knapsack-problem-dp-10/ 
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V(x,y) = x 2y 

leaf' _legit_examples 

leaf _legit_examples + leaf _attack_examples 

leaf_legit_examples 3  

(leaf' _legit_examples + leaf _attack_examples) 2  

2 
leaf' _legit_examples 

(5.1) 

This formula emphasises the importance of the impur i ty parameter; nevertheiess, it 
invoives the number of fegitimate packets, too. Otherwise, the a lgori thm would first choose 
the purest ruies w i t h the feast number of exampfes i n the node. 
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Chapter 6 

Experiments and Evaluation 

This chapter describes the procedure of experiments and evaluation methods. They are 
necessary to prove the design's appl icabi l i ty or disprove the hypothesis about the possibil ity 
of benefiting from specific approaches for f i l trat ion rules inference. Section 6.1 concerns the 
data for test conduction. Eva luat ion metrics are introduced i n Section 6.2, while the results 
of ind iv idua l tests are discussed i n Sections 6.3 and 6.4. A great emphasis is put on the 
false positives rate in Section 6.5 w i t h the evaluation of the results. The main goal is not to 
let the attackers block access to legitimate users, and it w i l l not be reached if the machine 
learning a lgori thm blocks the benign flows itself. 

6.1 Datasets 

A l l the experiments were held on the same datasets, which are described in [21]. The 
intention was to make the tests as closer to reality as possible. The legitimate traffic was 
captured on the core network between the A u s t r i a n nat ional research and education network 
( A C O N E T ) and Czech Educa t ion and Scientific Network ( C E S N E T ) . The captured traffic 
pcap was split into two separate pcap files representing the course of an attack, as Figure 
5.1 demonstrates. The first part, named L E G I T , contains about 76800 packets, where 
T C P : U D P ratio is about 4 : 6 and represents legitimate traffic u n t i l tl, and the second 
part, named M I X , represents the legitimate traffic flows between tl and t2. A l l the L E G I T 
pcap samples are marked as „ leg i t imate" (encoded as „0") for both the tra ining and testing 
stages. Even though the M I X pcap contains legitimate packets, we treat them differently. 
After the start of an attack, surpassing the threshold, a l l packets are labelled as „a t tack" 
(encoded as „ 1 " ) . B o t h datasets, attack and M I X , are assumed as attack for tra ining. 
However, for the testing stage, the packets from the M I X pcap are labelled as l e g i t i m a t e " . 
It helps to assess the decision tree's generalisation abilities properly. A l l the attack samples 
are labelled as „ a t t ack" for the tra ining and testing stages. 

A part of the attack datasets is from C I C D D o S 2 0 1 9 dataset [54], which Canad ian In
stitute for Cybersecurity published. It contains 13 different types of D D o S attacks. S Y N 
flood, U D P flood, D N S and N T P amplif ication were picked. The second part was obtained 
by using tools for D D o S attack generation. These tools are L O I C 1 , H U L K P y t h o n scr ipt 2 

and Torshammer 3 . A s the datasets contained only a few source IP addresses, the addresses 

1https://en. wikipedia.org/wiki/Low Orbit Ion Cannon 
2https://allabouttesting.org/hulk-ddos-tool-complete-installation-usage-with-examples/  
3https: / / sourceforge.net / projects / torshammer / 
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Table 6.1: Mult i -vector attack datasets. 

N a m e M i x o f d a t a s e t s 
S Y N D N S S Y N , D N S 
A L L U D P D N S , L O I C , N T P , U D P 
A L L T C P T O R S H A M M E R , S Y N , H U L K 
A L L D N S , L O I C , N T P , U D P , T O R S H A M M E R , S Y N , H U L K 

were changed to random to make the task more complicated. E a c h attack pcap file contains 
4000 packets. Since the results of the tests on each part icular attack type are too good, 
they were joined into multi-vector attack datasets according to the Table 6.1. 

A s Figure 6.1 depicts, for the tra ining dataset creation, 60% of the L E G I T dataset and 
60% of the attack dataset are used, and 40% of the L E G I T and attack datasets are used 
for testing correspondingly. The number of packets from the M I X dataset is chosen as 
3 : 7 to the attack packets for most experiments, so the attack traffic consumes 70% of the 
resources. A l l the packets from the M I X dataset created for tra ining are used for testing. 

Training 

Attack 

60% : 40% 

60% : 40% 

100% : 100% 

Testing 

Attack 

Figure 6.1: Dataset m i x of legitimate and attack traffic. 

6.2 Evaluation Metrics 
To evaluate the classification performance of a model and draw a comparison between 
models w i t h different parameters, a l l M L libraries implement a confusion matr ix 6.2. It 
keeps the information about the number of wrongly and rightly classified samples. Absolute 
numbers from the mat r ix were converted to percentages, where each row adds up to 100%. 

The graphs i n the following sections depict True Positives and False Positives evolution 
using different parameters. 
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P r e d i c t e d 
P o s i t i v e (1) N e g a t i v e (0) 

A c t u a l 
P o s i t i v e 

(1) 
True Posit ive ( T P ) False Negative ( F N ) 

A c t u a l 
N e g a t i v e 

(0) 
False Posit ive ( F P ) True Negative ( T N ) 

Table 6.2: Confusion matr ix . 

For the experiments w i t h grid search, the comparison based on two parameters simulta
neously is impossible. O n l y one parameter named score is needed. There are many various 
scoring formulas i n the scikit-learn l ibrary. However, they do not meet our requirements, as 
the a im is to have as low False Posit ive rate as possible and a reasonably high True Positive 
rate. The formula used for scoring is: 

\{TP + TN + (100 - FN)) + 3(100 - FP) 
Score = 

4 
_ \{TP + TN + TP) + §TiV 

~ 1 (6-1) 
_ 2TP + TN + 9TN 
~ 12 
_ TP + 5TN 

~ 6 

The formula 6.1 emphasises that right labell ing of legitimate packets is 5 times more im
portant than right labell ing of attack packets. 

6.3 Decision Tree Classifier 

This section describes the results of experiments w i t h the Decision Tree Classifier from the 
P y t h o n scikit-learn library. 

Figures 6.2-6.5 depict True Posit ive and False Posit ive rate for the „ m a x _ d e p t h " , 
„ m a x _ l e a f _ n o d e s " , „ m i n _ s a m p l e s _ l e a f " and „ m i n _ s a m p l e s _ s p l i t " parameters. E a c h fig
ure demonstrates the results of testing on 4 available datasets: A L L , A L L T C P , A L L U D P 
and S Y N D N S from the Table 6.1. A l l the tests on ind iv idua l parameters use the datasets 
where attack to M I X ratio is 70% : 30%. 

The shown values of True Positives vary from 80% to 100% because the values under 
80% are unsatisfactory. The shown values of the False Posit ive rate are up to 15% because 
this range covers the major i ty of the results, and at the same time, higher values are 
unacceptable. 

6 . 3 . 1 M a x i m u m D e p t h 

The first examined parameter is the m a x i m u m depth of the tree. The choice was based 
on the assumption that a tree w i t h unl imited depth is predisposed to overfitting and thus 
a high False Positives rate for testing because of the M I X dataset. The hypothesis has 
been confirmed. A s Figure 6.2 demonstrates, the increase of allowed m a x i m u m depth also 
heightens the False Positive rate for a l l the available datasets. The same goes True Positive 
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rate, growing up to 100% in a l l cases. If the tree is too l imi ted and has a m a x i m u m height 
of less than 5, it cannot take the uttermost from the available features. 

Dataset ALL Dataset ALLTCP 

Max depth Max depth 

Dataset ALLUDP Dataset SYNDNS 

Max depth Max depth 

Figure 6.2: Decision Tree Classifier: m a x i m u m depth. 

6 . 3 . 2 M a x i m u m l e a f n o d e s 

Dataset ALL Dataset ALLTCP 

Max leaf nodes Max leaf nodes 

Dataset ALLUDP Dataset SYNDNS 

Max leaf nodes Max leaf nodes 

Figure 6.3: Decis ion Tree Classifier: m a x i m u m leaf nodes number. 

A similar s i tuation is w i t h the „ m a x _ l e a f _ n o d e s " parameter, which l imits the number of 
leaf nodes instead of the depth. A higher parameter value also raises True Posit ive and False 
Positive rates, which is visible from Figure 6.3. The advantage is that the tree can construct 
a long sequence of decision nodes i f needed according to the values of the features. However, 
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they are l imited i n the amount and are not l ikely to overfit. A tree w i t h the m a x i m u m depth 
n can have up to 2™ leaf nodes. Nonetheless, a Decision Tree Classifier w i t h a m a x i m u m 
depth of 4 shows refativeiy fow performance, and a tree w i t h 16 ieaves is ciose to the best 
possibie results for aff datasets. 

6 . 3 . 3 M i n i m u m s a m p l e s i n a l e a f . 

These experiments concern the „ m i n _ s a m p l e s _ l e a f u parameter. The a i m is to discourage 
the modei from creating too pure ieaves, which, again, due to the iabeffing of the M I X 
dataset, may fead to a high Faise Positives rate. The parameter's vaiues presented in 
Figure 6.4 vary from 0% to 6,5% of the tra ining dataset. The resuits are not so unequivocal 
as for the previous two tested parameters. Opposite to the supposition, i n aff the datasets 
except S Y N D N S , the most uncompficated attack to detect, the Faise Posit ive rate tends 
to increase as iong as the True Positives rate decreases. The opt imal vafue appears to be 
about 2%. 
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Figure 6.4: Decision Tree Classifier: m i n i m u m sampies i n a ieaf. 

6 . 3 . 4 M i n i m u m s a m p l e s f o r a s p l i t . 

The fast examined parameter of the Decision Tree Classifier is „ m i n _ s a m p i e s _ s p f i t " . The 
supposition about its adjustment was simiiar to the „ m i n _ s a m p l e s _ l e a f " . A node cannot 
be spfit un t i i it has enough sampies to do i t . If the number is too smaif, the modef w i i l 
overfit; i f it is too big, the modei wiif underfit. The tested percentages are again up to 6,5%. 
Here, the resuits were more predictabie than for the fast parameter. A more considerabie 
fraction ieads to fess Fafse Posit ive, keeping a high True Posit ive. However, a fraction bigger 
than 5% ieads to a Fafse Positives increase because the modei cannot be specific enough to 
make precise predictions as Figure 6.5 depicts. 
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Figure 6.5: Decision Tree Classifier: m i n i m u m samples i n a leaf for a split. 

6 . 3 . 5 G r i d S e a r c h 

One of the designed optimisations was choosing the best parameters using grid search. It 
allows to combine of ind iv idua l parameters' advantages and thus achieves a better perfor
mance score. A s Table 6.3 demonstrates, the achieved results are above 98% of the True 
Positive rate and under 3% of the False Posit ive rate. The experiments have shown that 
m a x i m u m depth restriction is not that important , and other parameters may successfully 
l imit the model . The m a x i m u m leaf nodes l imi ta t ion plays a crucial role here and prevents 
overfitting. The best result of 10-15 nodes is s imilar to the best score from testing the 
parameter „ m a x _ l e a f _ n o d e s " individual ly . The most unpredictable hyper-parameter min
i m u m samples i n a leaf turned out to be left closer to its default value of 1. A t the same 
time, the results of the best m i n i m u m samples for a split parameter i n combination w i t h the 
other parameters do not coincide w i t h testing the hyper-parameter individual ly . The overall 
tendency is to enforce generalisation for a multi-vector attack using „ m i n _ s a m p l e s _ s p l i t " 
together w i t h „ m a x _ l e a f _ n o d e s " . The evidence of the m a x i m u m leaf nodes' significance 
is valuable knowledge because the consequence is that the resulting number of B F P rules 
concatenated i n one rule w i l l always be lower than 15. 

D a t a s e t m a x m a x m i n  m i n  R e s u l t s 
d e p t h l e a f _ s a m p l e s s a m p l e s ( T P , F P ) 

n o d e s l e a f s p l i t 
S Y N D N S >5 10 0.005 0.005 99.94%, 0.93% 
A L L U D P >7 15 0.005 0.01 98.31%, 0.64% 
A L L T C P >5 10 0.005 0.06 100%, 0.94% 
A L L >7 12 0.005 0.005 98.32%, 2.86% 

Table 6.3: Decision Tree Classifier: grid-search results for the ind iv idua l datasets. 
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6 . 3 . 6 M I X t o a t t a c k s a m p l e s r a t i o 

Thi s section of experiments a im to examine Decis ion Tree Classifier's performance w i t h 
different ratio of M I X dataset size to attack datasets. The bigger is the percentage of 
samples from the M I X dataset, more t ru ly legitimate packets are marked as attack. For 
this bunch of experiments, the model w i t h the following parameters was used: 

• max depth = 10 

• max leaf__nodes = 1 2 

• m i n samples_leaf = 0.005 

• m i n samples_split = 0.005 

The choice of the values was influenced by grid search results, where models w i t h these 
parameters resulted i n the mean best performance. Fol lowing the supposition, the True 
Positive rate is relatively stable because the actual attack dataset does not change i n these 
experiments. A t the same time, the increase i n the percentage of the M I X dataset also 
grows the False Posit ive rate because the L E G I T dataset cannot overweight it after a 
certain percentage, about 50%, anymore. The overall tendency is that w i t h more samples 
in the L E G I T dataset and the simpler the attack vector is, the lower is False Posit ive rate, 
which is noticeable i n Figure 6.6. 
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Figure 6.6: Decision Tree Classifier: percentage of legitimate packets marked as attack. 

6 . 3 . 7 K n a p s a c k r e s u l t s 

The optimisat ion was implemented to reduce the False Positive rate, which provides ad
di t ional information to the model about the actual rate of attack packets using the 0/1 
knapsack algori thm. Compar ing Figures 6.6 and 6.7, we see a considerable decrease in 
the False Positive rate for a l l datasets when the attack rate is 50% or less, keeping attack 
detection w i t h more than 50% rate s t i l l on quite sensible values. We observe an abrupt 
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decrease i n the True Posit ive rate at some points, which is a disadvantage of this approach. 
Consequently, it is better to use this opt imisat ion only when the attack rate is less than 
50%. 
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Figure 6.7: Decision Tree Classifier: percentage of legitimate packets marked as attack w i t h 
0/1 knapsack optimisat ion. 

6.4 Hoeffding Adaptive Tree 
The following group of experiments were held to understand if decision trees for evolving 
data streams are applicable for solving the problem of attack and benign packet classifi
cation. F i r s t of a l l , the results of using different values of positives weight parameter are 
discussed to overcome the catastrophic forgetting. Figures 6.9-6.12 demonstrate the results 
of experiments on ind iv idua l parameters of the Hoeffding Adapt ive Tree Classifier from the 
River l ibrary using the best found „pos i t ives_weight " parameter value. These four hyper-
parameters are presented because the experiments w i t h the others showed flat graphs and 
d id not influence the results. The last two experiments are the same as were described for 
the Decision Tree Classifier: test the model on different M I X to attack dataset ratio and 
test the „Leg i t imate rate" using 0/1 knapsack a lgori thm optimisat ion. 

6 . 4 . 1 P o s i t i v e s w e i g h t 

The „pos i t ives_weight " parameter is not one of the hyper-parameters of the Hoeffding 
Adapt ive Tree Classifier. It means the weight of each sample labelled w i t h „0" or l e g i t i m a t e " , 
and the negative weight is 1 — positive_weight, correspondingly. This parameter was in
troduced to balance the rate of legitimate samples during rehearsal as described i n Section 
4.4. A s the number of L E G I T samples during the rehearsal is less than the number of 
attack samples, only values equal to or greater than 0,5 are presented. 

Figure 6.8 demonstrates that the True Posit ive rate value is higher when the parameter's 
value is closer to 0,5. However, the False Posit ive rate results at that point are unacceptable. 
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The opt imal value of the „pos i t ives_weight " is 0,65 because w i t h greater values come True 
Positives rate fall-down. Thi s value is used for the subsequent experiments w i t h Hoeffding 
Adapt ive Tree Classifier's hyper-parameters. 

Dataset ALL Dataset ALLTCP 

Positives weight Positives weight 

Dataset ALLUDP Dataset SYNDNS 

Positives weight Positives weight 

Figure 6.8: Hoeffding Adapt ive Tree Classifier: positives weight. 

6 . 4 . 2 M a x i m u m d e p t h 

The m a x i m u m model's depth is the only identical hyper-parameter of the Decision Tree 
Classifier and Hoeffding Adapt ive Tree Classifier. A g a i n , Figure 6.9 shows that, when the 
tree is too restricted and has less than five nodes in a sequence allowed, it poorly recognises 
the attack flows and suffers from underfitt ing. It finds its op t imum at six and does not 
require future l imitat ions because of pre-pruning, presumably. 

6 . 4 . 3 G r a c e p e r i o d . 

The „ g r a c e _ p e r i o d " hyper-parameter value tells how many instances a leaf observes before 
doing a split . It is pretty s imilar to the „ m i n _ s a m p l e s _ s p l i t " from scikit-learn. However, 
it has a 100 times bigger default value because two is too l i t t le for possibly infinite data 
streams and cannot significantly influence the dis tr ibut ion. B y default, it has a value of 
200, and it is pretty reasonable as the results from the Figure 6.10 present, as the best 
results, a provided by models w i t h „ g r a c e _ p e r i o d " between 200 and 300. 

6 . 4 . 4 S p l i t c o n f i d e n c e 

Split confidence expresses the allowed error rate, and the closer to 0 it is, the longer it takes 
the model to decide, but the better predictions it makes. The Figure 6.11 demonstrates that 
smaller values indeed provide better results. Nevertheless, assuming the fact that model 
t ra ining and classification time are essential for D D o S protection, the opt imal remains the 
default value of 10~ 7 . 
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Figure 6.9: Hoeffding Adapt ive Tree Classifier: m a x i m u m depth. 

6 . 4 . 5 T i e t h r e s h o l d . 

The last examined ind iv idua l hyper-parameter „ t i e_ thre sho ld " is a ^threshold below which 
a split will be forced to break ties" 1. W h e n there are two feature candidates for spl i t t ing, 
which have s imilar values of information gain, it takes a lot of computat ional resources to 
decide the best one. W h e n the „ t i e_ thre sho ld " value is used as a comparing condit ion, the 
candidate node is split on the current best attr ibute [61]. So, the tree splits its nodes more 
often w i t h smaller values of the tie threshold. 

It is conspicuous that the tree model provides better results w i t h a threshold value of 
0,2 and greater (Figure 6.12), which is bigger than the default value of 0,05; so the leaf 
nodes do not split too often, which encourages pre-pruning and generalisation. 

6 . 4 . 6 G r i d s e a r c h 

Like for the Decision Tree Classifier, the a im was to show that a model can perform better i f 
a suitable combinat ion of parameters is found. Look ing at the results i n the Table 6.4, the 
True Positives rate i n A L L U D P and A L L datasets catch the eye as they do not ever reach 
90%. Moreover, the 5,66% of False Positives is far from a superb result. Ent i re ly unexpected 
is the uniformity of the best parameter combinations. A g a i n as i n the case of the Decision 
Tree Classifier, m a x i m u m depth does not need to be restricted. The „ g r a c e _ p e r i o d " and 
„ t i e_ thre sho ld " hyper-parameters values coincide w i t h the ind iv idua l test results. 

6 . 4 . 7 M i x t o a t t a c k r a t i o 

Thi s part of the experiments test the incremental model's performance on different M I X 
to attack dataset ratio w i t h the best-found combination of parameters. Compared to the 
Decision Tree Classifier, there is no clear tendency for the True Posit ive rate. O n the 
contrary, the trends of False Posit ive values are almost identical to those which the offline 

4https: / / riverml.xyz/latest / api / tree/HoeffdingAdaptiveTreeClassifier / 
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Figure 6.10: Hoeffding Adapt ive Tree Classifier: grace period. 

D a t a s e t p o s i t i v e s m a x g r a c e s p l i t t i e R e s u l t s 
w e i g h t d e p t h p e r i o d c o n f i d e n c e t h r e s h o l d ( T P , F P ) 

S Y N D N S 0,8 >12 300 any >0,2 99,93%, 0,46% 
A L L U D P 0,7; 0,8 >12 300 any >0,2 89,53%, 3,95% 
A L L T C P 0,7 >12 400 any >0,2 100%, 2,53% 
A L L 0,8 >12 300 any >0,2 89,90%, 5,66% 

Table 6.4: Grid-search results for Hoeffding Adapt ive Tree Classifier for the ind iv idua l 
datasets. 

classifier has shown. False Positives results for A L L U D P and S Y N D N S are about 10% and 
for A L L and A L L T C P are above 30% in the worst cases. 

However, the erratic results of the True Posit ive rate, presented i n Figure 6.13, demon
strate that the incremental decision tree cannot be used for the future appl icat ion for D D o S 
defence, at least without the necessary optimisations. 

6 . 4 . 8 K n a p s a c k r e s u l t s f o r i n c r e m e n t a l l e a r n i n g 

The „Leg i t imate rate" w i t h a 0/1 knapsack a lgor i thm helped the Decision Tree classifier 
decrease the False Posit ive rate when the M I X to attack dataset rate was greater than 50%. 
A similar effect was expected i n online learning on data streams. Nevertheless, it has not 
lived up to the expectations and demonstrates an extremely high False Posit ive rate even 
where the model d id relatively good without the optimisat ion. Moreover, even worse are 
the results of the True Posit ive rate as Figure 6.14 illustrates. It concludes that providing 
addit ional information about the rate of attack samples in the stream does not improve the 
incremental model's performance and should be used only for offline learning. 
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Figure 6.11: Hoeffding Adapt ive Tree Classifier: split confidence. 

6.5 Results Evaluation 
The results of Decision Tree Classifier performance described i n Section 6.3 conclude that 
the offline learning a lgori thm can be applied as a module for D D o S Protector. It has 
demonstrated a False Posit ive rate under 10% for a l l the datasets, where the attack rate was 
60% or higher, even without the optimisat ion of the „Leg i t imate rate" parameter (Figure 
6.6). The optimisat ion helps to decrease the False Positives rate when the attack traffic 
is only a half or less of the incoming traffic, especially for A L L and A L L T C P datasets, as 
Figure 6.7 illustrates. 

In comparison w i t h the offline approach, the incremental learning a lgori thm performs 
worse. Figure 6.13 demonstrates unacceptable results of True Posit ive rate of Hoeffding 
Adapt ive Tree Classifier a lgori thm, which are not only lower than provided by the offline 
approach but also absolutely unpredictable. Unfortunately, even the designed optimisations 
do not save the situation, as is visible in Figure 6.14. 
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Figure 6.12: Hoeffding Adapt ive Tree Classifier: tie threshold. 
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gure 6.13: Hoeffding Adapt ive Tree Classifier: percentage of legitimate packets marked 
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Chapter 7 

Conclusions 

This work's pr imary goal is to design an automatic traffic classifier for D D o S attack flows 
and optimisations. The decision trees were chosen because they belong to explainable 
machine learning algorithms, which are more trustworthy than opaque algorithms. Another 
reason is the ease of their output interpretability, which does not require any mathematical 
tools or a mathematical background from the end-users. A program using decision trees for 
offline supervised learning and online learning on data streams was implemented to infer 
f i l tration rules in B P F format, which are added to the database. A s a bonus, the a lgori thm 
enables to obtain the output rules i n Wireshark format. 

One of the designed optimisations is gr id search for finding the best hyper-parameters 
combination instead of tuning only one hyper-parameter and observing the tendencies of 
traffic classification of various models. Another opt imisat ion is the introduct ion of the 
„Leg i t imate rate" input parameter, which provides the a lgori thm information about the 
anticipated rate of legitimate packets in traffic, which aims to decrease the False Positive 
rate, i.e. the legitimate packets labelled as attack by the machine learning algorithm. 

The incremental learning Hoeffding Adapt ive Tree Classifier was supposed to benefit 
from changing attack vector detection and inference of blocking rules. Unfortunately, the 
inconsistent results of the a lgori thm learned on the data stream for one complex attack 
conclude that it cannot be used as an M L module for the D D o S protector. It is better to 
use the offline learning decision tree, which is not only more precise but also faster. The 
Decision Tree Classifier achieves above 98% of attack traffic recognition and less than 3% 
of False Positives even for relatively complex attack vectors, where the attack to legitimate 
traffic ratio is 3 : 7. The „Leg i t imate rate" opt imisat ion using the 0/1 knapsack a lgori thm 
helps d iminish the side effect of attack mit igat ion - blocking legitimate users - when attack 
flows take only 50% or less of the incoming traffic. Thi s optimisat ion reduces the legitimate 
traffic blocking up to 10%, which is a noticeable improvement. 

Even though the experiments w i t h the Decision Tree Classifier and its opt imisat ion have 
shown a satisfactory performance, there is s t i l l a space for future optimisations to minimise 
the rate of legitimate traffic blocked by the inferred rules. U n t i l then, the output rules 
should be applied cautiously, and the future algorithm's update can be the implementation 
of the level of trustworthiness provided by the program. It would probably be based on 
the degree of s imilar i ty of attack traffic samples and the ratio of attack to legitimate traffic 
since the experiments show the best results when the rate of the attack traffic is 70% and 
above. 
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