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Abstract 
The a i m of this thesis is to create a web applicat ion using P H P and M y S Q L , that w i l l 
test the human abi l i ty to detect deepfake recordings while collecting their data like date 
of b i r th , native language, proficiency in other languages, how many times and how long 
d id they listen to a recording and a number of correct answers. This applicat ion includes 
management of the recordings and the users and the abi l i ty to export user data i n C S V 
format. The applicat ion was implemented using Laravel , Vue.js and M y S Q L . 

Abstrakt 
Cieľom tejto p r á c e je vytvor iť w e b o v ú ap l ikác iu s p o u ž i t í m P H P a M y S Q L , k t o r á bude 
tes tovať schopnosť ľudí rozpoznať deepfake n a h r á v k y a p r i tom zbierať ich úda j e ako d á t u m 
narodenia, r o d n ý jazyk, znalosti ďalších jazykov, koľkokrát a ako dlho počúva l i n a h r á v k u 
a p o č e t s p r á v n y c h odpoved í . Apl ikác ia z a h ŕ ň a s p r á v u n a h r á v o k a používateľov, a možnosť 
exportu úda jov používateľov vo fo rmá te C S V . Apl ikác ia bola i m p l e m e n t o v a n á s p o u ž i t í m 
Laravel , Vue.js a M y S Q L . 
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Rozšířený abstrakt 
Deepfake v ideá a zvukové n a h r á v k y sa rýchlo rozví ja jú a zač ína jú mať vp lyv na naše kaž
d o d e n n é životy. S táva jú sa ne rozozna teľnými od pravdy, a preto p r e d s t a v u j ú hrozbu pre 
demokraciu a ľudskú spoločnosť . Schopnosť rozlišovať medzi t ý m , čo je s k u t o č n é a čo 
falošné, sa v d n e š n o m svete s t áva takmer n e v y h n u t n o s ť o u pre fungujúcu spoločnosť . K a ž d ý 
deň n á s b o m b a r d u j ú tony informáci í , čo rob í takmer n e m o ž n é overiť k a ž d ý kúsok informá
cie. Deepfake toto zhoršuje t ý m , že ľudia cí t ia , že i n fo rmác i ám n e m o ž n o veriť. Navyše 
ľudia m ô ž u považovať p r a v d i v ú informáciu za falošnú, jednoducho preto, že jej nechcú 
uveriť. I nými slovami, na jväčš ia hrozba nie je, že ľudia b u d ú o k l a m a n í deepfakes, ale že 
b u d ú považovať vše tko za podvod. 

Pokroky v strojovom učení a umelej inteligencii, n a j m ä vo v izuálnej ana lýze a sp racovan í 
reči, uľahčili vytvorenie veľmi rea l i s t ických falšovaných videí a zvukových n a h r á v o k , k to ré 
bol i zneuž i t é ľuďmi so z lými ú m y s l a m i . Preto je n e v y h n u t n é informovať a vzdelávať ľudí o 
deepfakes. Veľa ľudí dnes s tá le n e p o z n á slovo deepfake. To vyvoláva o t ázku : K t o r é skupiny 
ľudí sú najviac ovp lyvnené a oh rozené? N a odpoveď na t ú t o o t á z k u budeme po t rebovať 
experimenty, z k t o r ý c h budeme môcť získať úda j e na u rčen ie tejto skupiny. 

Cieľom tejto p r á c e je vytvor iť webovú ap l ikác iu s p o u ž i t í m P H P a M y S Q L , k t o r á bude 
tes tovať schopnosť ľudí rozpoznať deepfake n a h r á v k y a p r i tom zbierať ich úda j e ako d á t u m 
narodenia, r o d n ý jazyk, znalosti ďalších jazykov, koľkokrát a ako dlho počúva l i n a h r á v k u 
a p o č e t s p r á v n y c h odpoved í , čo p o m ô ž e vytvor iť p o d r o b n ý obraz o tom, kto je najviac 
náchy lný na technológie deepfake. Apl ikác ia z a h ŕ ň a s p r á v u n a h r á v o k a užívateľov, a posky
tuje možnosť exportovania d á t vo f o r m á t e C S V . T á t o ap l ikác ia nielen u m o ž n í použ íva teľom 
t rénovať rozpoznávan ie deepfakes, ale t iež poskytne cenné informácie pre b u d ú c i v ý s k u m 
v tejto oblasti . Neskôr m ô ž e byť p r i d a n á do väčšieho projektu na vytvorenie p o r t á l u pre 
vzde lávanie ľudí o deepfakes. 

I m p l e m e n t á c i a ap l ikác ie prebiehala s v y u ž i t í m technológi í Laravel , Vue.js a M y S Q L , 
p r i čom dô raz bo l k l adený na vytvorenie užívateľsky pr ívet ivej apl ikácie , k t o r é bude ponúkať 
j e d n o d u c h ú nav igác iu a interakciu s ap l ikác iou . Pomocou Vue.js a ov ládačov sa v uží
vateľskom r o z h r a n í zobrazu jú zvukové n a h r á v k y a už íva te l ia musia rozhodnúť či sa j e d n á 
o s k u t o č n ú n a h r á v k u alebo syn te t i ckú . V š e t k y užívateľské interakcie sú a s y n c h r ó n n e spra
cované na serveri pomocou Laravel , čo zaisťuje rých lu odozvu apl ikác ie . Backend apl ikácie 
je n a v r h n u t ý tak, aby efekt ívne spracovával z í skané d á t a a zabezpečova l ich konsisten-
ciu a bezpečnosť . K o n t r o l é r y Laravel sp r avu jú logiku apl ikácie t ý k a j ú c u sa s p r á v y použí 
vateľov, s p r á v y n a h r á v o k a experimentov. V r á m c i testovania bol i použ íva te l i a pož i adan í , 
aby vykonal i sér iu ú loh a poskyt l i s p ä t n ú väzbu na používa teľskú pr ívet ivosť, in tu i t ívnosť 
a celkovú funkčnosť apl ikác ie . O k r e m užívateľského testovania sa realizovalo aj testo
vanie funkčnost i apl ikácie pomocou nás t ro jov Insomnia, k t o r á dokáže tes tovať ov ládače , 
a D a t a G r i p u , pomocou k t o r é h o prebiehala a n a l ý z a d a t a b á z y . Tie to testy overovali s p r á v n u 
funkcionalitu vše tkých komponentov s y s t é m u , ako aj správnosť a bezpečnosť u ložených d á t . 

Výs ledkom p r á c e je plne funkčná webová apl ikác ia , k t o r á umožňu je užívateľom overiť 
svoje schopnosti r o z p o z n á v a n i a deepfake n a h r á v o k a zá roveň poskytuje n á s t r o j e pre admin
i s t r á to rov na s p r á v u experimentov a a n a l ý z u z í skaných d á t . P r á c a poukazuje na potrebu 
ďalšieho v ý s k u m u v oblasti detekcie deepfake m a t e r i á l o v a zdokonalenia technológi í na ich 
rozpoznávan ie . H lavné p r í s p e v k y tejto p r á c e sú: 

• Rozvoj povedomia o deepfake: Zvyšovanie vere jného povedomia a pripravenosti 
prot i deepfake p r o s t r e d n í c t v o m in t e r ak t ívne j webovej platformy, k t o r á vzdeláva použí 
vateľov v identifikácii syn te t i ckých n a h r á v o k . 



• Z í s k a v a n i e d á t : Z b i e r a n í m úda jov od používateľov p o č a s interakcie s deepfakes 
poskytuje ap l ikác ia p rehľady o demograf ických z ran i teľnos t iach a odolnosti voči tech
no lóg iám deepfake. 

• S k á l o v a t e ľ n o s ť pre v z d e l á v a n i e : N á v r h a nasadenie s y s t é m u , k t o r ý m o ž n o rozšíriť 
alebo upraviť pre širšie vzdelávacie účely nad r á m e c detekcie deepfake. 
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Chapter 1 

Introduction 

Deepfakes are rapidly emerging, and they are start ing to impact our day-to-day lives. They 
are becoming indistinguishable from the t ruth, and they therefore pose a moderate threat 
to democracy, public discourse, and human society [56]. The importance of being able to 
differentiate between what is real and what is fake i n today's wor ld is becoming almost a 
necessity for a functional society. We are bombarded wi th tons of information every day, 
which makes it almost impossible to fact-check every piece of information. Deepfakes make 
this si tuation even more dire by making people feel that information cannot be trusted. 
Furthermore, people may dismiss a piece of genuine information as fake, s imply because 
they have become entrenched in the notion that anything they do not want to believe is 
fake. In other words, the greatest threat is not that people may be fooled by deepfakes but 
that they w i l l regard everything as deception [56]. 

Advances i n machine learning and artif icial intelligence, especially i n computer vision 
and speech processing, have made it much easier to create very realistic fake videos and 
audio clips, which have been misused by people wi th bad intentions. Because of this, it 
is necessary to inform and educate people about deepfakes. F r o m this 2022 chart 1.1, it 
can be seen that not even a th i rd of the respondents knew what a deepfake is. Th is raises 
the question: W h i c h groups of people are most affected? To answer this, we w i l l need 
experiments from which we can gather data to determine this group. 

The goal of this work is to develop a web appl icat ion that is easily accessible to the 
general public and that w i l l enable us to identify key groups. The applicat ion w i l l collect 

Do you know what a deepfake video is? 

Global ^ 

UK 

us 
Canada l+ l 

Australia ^ 

Spain £ 

Italy { ) 

Germany A 

Mexico 

0% 20% 40% 60% 80% 100% 
• Yes No 

Figure 1.1: A chart of the percentage of people who knew what a deepfake is. F rom: ([1].) 
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anonymous user data, such as age, occupation, and nationality, to help create a detailed 
picture of who is most vulnerable to deepfake technologies. Th is applicat ion w i l l not only 
allow users to t ra in in recognising deepfakes but w i l l also provide valuable information for 
future research i n this area. It can later be added to a larger project to create a por ta l for 
educating people about deepfakes. 

A s mentioned, the appl icat ion must be easy to use and support mult iple languages to 
gather as much data as possible (large font, automatic redirection). It w i l l also be possible 
to return to an unfinished experiment. It must allow the insertion and setting of the order 
of recordings to create the same testing environment for users. F ina l ly , downloading data in 
an easily processable format, such as C S V . The implementat ion w i l l use P H P and M y S Q L , 
along wi th the Laravel framework. The ma in contributions of this thesis can be summarised 
as follows: 

• Advancing Deepfake Awareness: Elevat ing public understanding and readiness 
against deepfakes through an interactive web platform that educates users on the 
identification of d igi ta l falsifications. 

• Data -Dr iven Insights: B y collecting user data during the interaction wi th deepfake 
content, the project provides insights into demographic vulnerabilit ies and resistance 
to deepfake technologies. 

• Scalable Educat ional Framework: The design and deployment of a system that 
can be expanded or modified for broader educational purposes beyond deepfake de
tection. 

This thesis is structured first to explore what deepfakes are, how they are created, their 
impacts on society from positive to negative impacts and lastly, how can they be detected 
either natural ly or by using computers, in Chapter 2. Chapter 3 delves into various tools 
used for website development, programming languages, frameworks, and processes of de
veloping a website. Next i n Chapter 4, we move on to the designing of the applicat ion, 
which is the output of this project, using the best practices to create an easy-to-use user 
interface prototype design was created and is shown in this chapter. Th is chapter also 
contains a requirement analysis, which produced a use-case diagram, it also contains the 
E R diagram and tables related to the database. Chapter 5 talks about front-end and back-
end development using the Laravel and Vue.js frameworks and shows the output of the 
implementation. Lastly, Chapter 6 talks about tools that were used to test the applicat ion 
programming interface and the database, user-based testing, and a test experiment. 

G 



Chapter 2 

What are Deepfakes? 

A s defined by M i r s k y et a l . [35], deepfakes are "Believable media generated by a deep neural 
network." 

The word deepfake itself is a combinat ion of two words, "deep learning" and "fake". Deep
fakes are Al-generated media which involve swapping the face or voice of a target person 
wi th a different person in a video or a photo, to make the target person say or do things, 
they otherwise have never done or said. Deepfakes come in many forms such as videos, voice 
recordings, photos, or any other type of manipulat ion of video or audio. Deepfakes rely on 
neural networks which have analysed a lot of data sets to learn to mimic a person's expres
sion, mannerisms, voice, and inflexions. W i t h computat ional power increasing, it is a simple 
task to create a deepfake on your own i n a relatively short t ime. Thanks to their easiness 
of production, they can be seen in our day-to-day lives. W h a t was once reserved for people 
wi th good computer skills and knowledge can be accessed by the masses. Thankful ly deep
fakes are mainly produced for comedic purposes, w i th exceptions to pol i t ica l propaganda 
and porn [29]. 

2.1 Creation of deepfakes 

Nowadays, the creation of deepfakes has gained popular i ty due to being accessible to a 
wide range of users, from professionals to novices, due to user-friendly applications. These 
applications are mostly developed using deep learning techniques, further discussed i n this 
section. 

2.1.1 A r c h i t e c t u r e s 

• Encoder-Decoder network ( E D ) : E D consists of at least two networks, an encoder 
and a decoder. The encoder compresses the input data, like an image or voice, into 
a compact form, known as the latent space [35]. Th is latent space contains a l l the 
required information for the data to be reconstructed using a decoder. For example, 
if there was a face on the input, it would have information about whether the eyes are 
opened or closed, expression and so on. T h e n the decoder reconstructs the data from 
the compressed form [22]. In face swapping, you typical ly need two sets of Encoder-
Decoder pairs. E a c h pair is t rained on different data sets and then the outputs of 
the encoders are swapped between decoders. This swapping allows the network to 
reconstruct a face wi th the expressions or features of another face as seen i n Figure 2.1. 
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Encode Latent s p a c e \ / Decoder A 

Original B Encoder Latent space Decoder B Reconstructed BA 

Figure 2.1: A simplified example of how E D networks create deepfakes. F rom: ([32]) 

• Generative Adversarial Network ( G A N ) : G A N consists of two neural networks 
that are working against each other, the generator and a discriminator as seen in 
Figure 2.2. The generator is t ry ing to create as realistic images or data as possible so 
that they are indistinguishable from actual, authentic data [35]. It does this by learn
ing from a dataset of real images and at tempting to create new images that closely 
resemble the real ones. The discriminator evaluates each image to dist inguish a real 
image from a dataset and a generated one by the generator. Th is creates a compet
itive dynamic between the generator and the discriminator pushing the generator to 
create images and videos that are as realistic as possible. 

Real training data 
x 

Compute losses 

Update weights 

Figure 2.2: Simplified architecture of Generative Adversar ia l Networks. F rom: ([9]) 

• Convolutional neural network ( C N N ) : The difference between a fully connected 
network, where each neuron is connected to every neuron i n the previous and the 
following layers, and C N N s is that C N N s learn patterns hierarchically, making them 
efficient for image processing [35]. C N N s use layers like convolutional, pooling, and 
upsampling to process and understand images [35], as seen i n Figure 2.3. 

1. Convolut ional Layers: These layers apply a set of learnable filters to the input 
images. E a c h filter detects different features, such as edges or textures, at various 
locations i n the input [23]. 

2. Pool ing Layers: Pool ing reduces the spatial dimensions of the input volume 
for the next convolutional layer. Th is downsampling process not only reduces 
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computat ional load but also helps the network to focus on the most important 
features [23]. 

3. Upsampl ing Layers: In some C N N models, par t icular ly those involved i n image 
generation or segmentation. Upsampl ing layers are used to increase the spatial 
dimensions of the output, enabling the network to mainta in or recover detailed 
information [23]. In the context of deepfakes, C N N s are used to analyse and 
manipulate facial features in images and videos. 

fc_S fc_4 
Fully-Connected Fully-Connected 
Neural Network Neural Network 

nS units 

Figure 2.3: Archi tecture of convolutional neural network. F rom: ([41]) 

• Recurrent neural network ( R N N ) : R N N is a network whose neurons send feed
back signals to each other i l lustrated i n Figure 2.4. It is designed to handle sequential 
and variable-length data. In deepfake creation, R N N is usually used to create a voice 
deepfake [35]. 

2.1.2 V i s u a l deepfakes 

V i s u a l deepfake technology generally falls into two pr imary categories: face swapping and 
facial reenactment. 

• Face swapping: Face swapping involves replacing the face of one person i n a video 
w i t h the face of another person, maintaining the original person's expressions, head 
movements, and l ighting conditions [37], as seen i n Figure 2.5. This is achieved 
through deep learning models that learn the facial features of both the source and 
target faces to perform the swap convincingly. A popular example of this technology 
is DeepFaceLab, a tool that has been widely used for creating deepfake videos. The 
process of face swapping has several stages, including data collection, t ra ining the 
model on the collected data, and refining the output to enhance realism. For example, 
as described by Ivan Petrov et. a l . [37], the process of face swapping i n DeepFaceLab 
involves three key stages: 

1. Extract ion: This in i t i a l step focuses on preparing source and destination faces 
through detection, alignment, and segmentation to isolate faces from any ob
structions. 
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Input 
Layer 

(Hidden) 
Recurrent 

Layer 
Hidden 
Layer 

Output 
Layer 

Figure 2.4: Archi tecture of recurrent neural network. F rom: ([13]) 

2. Training: Th is phase uses deep learning to teach the model how to convinc
ingly swap faces, using structures designed to handle differences i n l ighting and 
expressions for photorealistic results. 

3. Conversion: The final step applies the trained model to perform the swap 
and includes post-processing like blending and colour correction for seamless 
integration and enhanced realism. 

aligned src & mask 

Target face generation 

Re-alignment 
swapped result 

f—1 1 
^ j ^ p . Blending ^ ^ ^ ^ Sharpening 

Figure 2.5: A n example of the face swapping process. F rom: ([38]) 

Facial reenactment: Fac ia l reenactment, also known as face synthesis, involves the 
generation or alteration of facial expressions i n a video, making it possible to control 
the movements and expressions of the target face [58]. Th is technology enables the 
creation of videos where individuals appear to say or do things they never actually 
did . K e y techniques in facial reenactment include the use of Generative Adversar ia l 
Networks ( G A N s ) and Recurrent Neura l Networks ( R N N s ) to achieve high levels of 
realism in the generated expressions [58], an example of this architecture can be seen 
in Figure 2.6. 

10 



Source 

Figure 2.6: I l lustrat ion of the overall architecture of the model ICface. F rom: ([50]) 

2.1.3 V o i c e deepfakes 

The synthesis of voice deepfakes represents a significant challenge i n the field of artificial 
intelligence, w i th implications for security, privacy, and media integrity [53]. H u m a n voice 
synthesis encompasses two general categories: text-to-speech ( T T S ) and voice conversion 
( V C ) . 

• Text-to-speech ( T T S ) : T T S refers to the artificial transformation of text to audio. 
The goal of a good T T S is to read a text, considering the naturalness and expres
siveness of the voice. A computer system designed for this task is known as a speech 
synthesizer and can be implemented through either software or hardware platforms [6]. 
T T S transform text input into audio using the target voice typical ly w i th the help 
of three components: A text analysis module that converts input text into linguistic 
features, a spectrum decoder (also known as an acoustic module) which generates the 
acoustic features and a vocoder, which synthesises the actual speech waveform from 
the acoustic features generated by the spectrum decoder [49], as seen i n Figure 2.7. 
Recent advancements, such as neural T T S models, have significantly improved the 
quality, making the synthesised speech nearly indistinguishable from genuine human 
speech. 

• Voice conversions ( V C ) : The goal of voice conversions is to modify the source 
speaker's voice to sound like someone else's voice while preserving the l inguistic con
tent. In other words, it focuses on changing non-linguistic information, which typ
ically includes aspects such as the speaker's identity, accent, or pronunciation. A 
typica l V C pipeline includes analysis, mapping and reconstruction modules as illus
trated in Figure 2.8. The speech analyser breaks down the speech signals of a source 
speaker into distinct features that represent supra-segmental (like intonation, stress 
and rhythm) and segmental (like ind iv idua l phonemes and articulations) information. 
The mapping module is often the focus of voice conversion research and is pivotal to 
the conversion process. It takes the analysed features and changes them to resemble 
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Figure 2.7: The interconnected modules of a text-to-speech system. From: ([61]) 

the target speaker. F ina l ly , the reconstruction module re-synthesises t ime-domain 
speech signals [46]. 

Source Speech 

Targel Speech 
Training Training Training Training F(x) i Conversion Model 

Source Speech 
Analysis & 

Feature Extraction Reconstruction Converted Speech 

Figure 2.8: The basic structure of voice conversion modules. F rom: ( [46]) 

2.2 Examples of Deepfakes 

The advent of deepfake technology has led to the creation of compell ing and sometimes 
concerning media. Below are several examples demonstrating the wide range of applications 
and implicat ions of deepfakes. 

• D a v i d Beckham: Ut i l i sed in an anti-malaria campaign, deepfake technology allowed 
Beckham to speak nine different languages, as seen in Figure 2.9, demonstrating its 
potential to spread public health messages globally. 
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Figure 2.9: D a v i d Beckham deepfake in the Zero M a l a r i a B r i t a i n campaign. From: ([60]) 

• Star Wars Fan-Made Deepfakes: A fan and a deepfake creator Shamook has 
created deepfakes to improve or reimagine scenes i n the Star Wars series The M a n -
dalorian, seen i n Figure 2.10, showcasing how technology can enhance visual effects 
in f i lm making. He was later employed by the Industr ial Light & Magic studio, which 
worked on the series Star Wars and many other movies and series. 

Figure 2.10: Compar ison between the original V F X and Shamook's fan-made deepfake in 
The Mandalor ian . F rom: ([44]) 

• Barack Obama: Jordan Peele created a deepfake of Barack Obama, using it to 
deliver a public service announcement about the dangers of fake news. This deepfake, 
which synthesises speech and mannerisms similar to the real Obama, is highlighted 
in Figure 2.11, i l lustrat ing the potential for misinformation. 
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Figure 2.11: O b a m a deepfake by Jordan Peele, demonstrating the realistic synthesis of 
speech and expressions. F rom: ([10]) 

• Donald T r u m p : Deepfake videos of Dona ld T rump have been used for both satire 
and pol i t ica l commentary. They illustrate the potential of deepfake technology in 
influencing public opinion or creating humorous content. A notable example of such 
a deepfake is presented i n Figure 2.12. These deepfakes have been widely shared 
across social media platforms, reflecting the ease wi th which such content can spread. 

Figure 2.12: Sat i r ical deepfake of former President Dona ld Trump, showcasing the use of 
deepfakes in pol i t ica l satire. F rom: ([15]) 

• Deepfake Roundtable: A project by Col l ider , featuring a roundtable discussion 
among various deceased or aged actors, created using deepfake technology is depicted 
in Figure 2.13. 
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Figure 2.13: A screenshot from the Deepfake Roundtable by Col l ider . F rom: ([16]) 

• T o m Cruise T i k T o k Deepfakes: V i r a l T i k T o k videos by a Belgian artist, realisti
cally portraying T o m Cruise, as shown i n Figure 2.14, demonstrating the sophistica
t ion of deepfake technology. 

Figure 2.14: Before and after of the T o m Cruise Deepfake by Deep Cruise on T i k T o k . From: 
([52]) 

• Queen Elizabeth's Alternative Christmas Message: Channel 4's deepfake of 
Queen El izabe th II, aims to il lustrate the power of deepfakes and the need for viewer 
vigilance, as seen in Figure 2.15. 
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Figure 2.15: A deepfake of Queen E l i zabe th II. F rom: ([12]) 

• Deepfake in Mus ic Videos: The Weeknd's and Drake's voices were synthesised 
by a ghostwriter to create lyrics for his song, which got quite popular before Drake's 
label had it pulled [5]. A part of it is s t i l l available online here 1 on the C B C News 
YouTube channel. Drake and other artists have been deep faked mult iple times and it 
is an ongoing issue whether it is legal or not to synthesise and use someone's voice [5]. 

2.3 Impacts of deepfakes on society 

It is important to recognise both the positive and the negative impacts of deepfakes. Whi l e 
deepfakes have positive impacts on fields like entertainment, healthcare, education, and 
communication, they also pose a societal and ethical threat [59]. Th is chapter w i l l talk 
about the spectrum of deepfake influence, and their potential to transform industries and 
personal experiences positively, while also acknowledging the risks and threats they present 
to personal security, privacy, and the media in our modern age. F r o m medical advancements 
to posing threats to democracy, the use cases of deepfakes are diverse, making understanding 
their role i n shaping our society's future important . 

2.3.1 Pos i t ive Impacts 

Deepfakes have a large number of positive impacts on many industries, including movies, 
educational media and digi ta l communications, games and entertainment, social media and 
healthcare, mater ial science, and various business fields, such as fashion [56]. Th is chapter 
w i l l discuss what those positives are and the future implications of deepfakes. 

Medicine 

A s stated by Westerlund et a l . [56] deepfakes can benefit people who lost their voice due 
to disease by creating an art if icial voice for them that sounds similar or the same as their 
original voice. This is very helpful for people without voice and people around them, 
to get accustomed to their disability, bo th mentally and physically. Deepfakes can help 
people wi th the loss of their loved ones by creating something of a copy and bringing their 
loved ones "back to life", aiding them wi th their grieving. They also can help people wi th 

xhttps: //youtu.be/C0ok3Y01L5w?si=azMm3_CSSx0f dSA6 

16 



Alzheimer 's disease, who often forget the changed faces of their loved ones or even their 
own. Deepfake faces could be introduced to help these people to interact w i th others or 
themselves. Deepfakes can also help provide a deepfake dispatcher or 911 operator, i n a 
way it could stay ca lm and give advice to people i n need. A n d lastly, as a lifeline operator, 
which could help people wi th mental problems, and help them by feeling they can talk to 
someone. 

Spreading messages 

Deepfakes can have a positive impact i n spreading true and well-meant messages. A s 
mentioned before, D a v i d Beckham, during an anti-malaria appeal as seen i n Figure 2.9, 
spoke nine languages at once, showing how deepfakes can broaden the reach of public 
messages [34]. 

Model l ing and fashion 

D i d you ever wonder how would a certain outfit look on you? W i t h the help of deepfakes, 
this could be possible. This could in return save money for you and for the company itself, 
by reducing the cost of ma i l and packaging. It would also save you a considerable amount 
of time, by not having to leave to buy clothes. Another positive for the fashion industry in 
modell ing is that the models would no longer have to re-shoot certain photos for clothes. 
Companies also often do a re-shoot for clothes that do not sell that well, which could also 
reduce costs. Accord ing to Zara, they could cut as much as 75% of the cost associated wi th 
photo shoots [20]. 

Movie production 

Deepfakes could swap faces and voices, which has benefited movie product ion. It has already 
been used to revive dead actors, for example in Star Wars, bo th i n Rogue One to make 
the actress Carr ie Fisher look young and i n Star Wars: The Rise of the Sky walker, after 
she sadly passed away [59]. Deepfakes can also be used for dubbing. It is already used 
for dubbing advertisements and messages from celebrities [33]. Deepfakes could be i n the 
future used for updat ing episodes of movies without the need to re-shoot them [26]. 

Educat ion 

In the field of education, we can use them to create deepfakes of freedom fighters, scientists, 
doctors and any person in history. Then a fake video wi th them ta lk ing about their life 
or the abi l i ty to communicate w i th them can be helpful to students. Interactive ways of 
learning i n this way can prove to be more effective [59]. 

2.3.2 Negat ive Impacts 

Deepfakes are like a flame, that i n some instances can be useful, but in others can be 
extremely dangerous. It is crucial to find a balance between useful and dangerous traits of 
deepfakes. Th is section w i l l talk about the possible negatives of deepfakes, some of which 
could happen now, and some of which w i l l be possible w i th the unstoppable improvements 
made in the field. O f course, there are more kinds of illegal or harmful usages of deepfakes 
than i l lustrated here, but they a l l bo i l down to swapping faces or voices to ha rm a person. 

17 



Spreading misinformation 

Deepfakes are getting increasingly complex, and the imperfections are getting harder to 
spot. Also , the technology is becoming more popular, and it is generally easier to create a 
deepfake. It is very difficult to dist inguish between a real and a fake video, and it gets even 
harder w i th a fake voice. People start spreading fake news wi th fake facts on social media 
and the fake video makes it even more believable [59]. 

Identity theft 

Identity theft is a common cybercrime i n developed countries. It involves theft and forgery 
of persons' details, like social security numbers, passports, etc. Then the attacker can 
perform various purchases, book tickets, or engage in unlawful activities on the v ic t im's 
behalf. Deepfakes i n this case can extend the severity of the attack by providing the 
attacker w i th the v ic t im's face and voice. Then the attacker could create video calls, and 
post photos and videos on social networks, which w i l l be very difficult to spot. Because the 
model's t ra ining data is much more accessible than the v ic t im's data, deepfakes can help 
the attacker to expand their scope of attack i f they need to [45]. 

Personal attacks 

Deepfake was created for entertainment purposes, but nowadays communities of people cre
ate a l l kinds of immora l imagery, ranging from pornography to personal attacks. Celebrities 
are affected greatly by deepfake pornography. Users online want to br ing their dreams to 
life so they deepfake a celebrity's face on an adult actress or actor [59]. Personal attacks on 
individuals are rare, typical ly being of a humorous nature. However, there are exceptions, 
such as when a cheerleader's mother created a deepfake video of another cheerleader smok
ing an electric cigarette which led to the cheerleader being removed from the team and her 
daughter being able to get into the team [54]. 

Threat to democracy 

Deepfakes can be easily spread and can be used to misinform the public knowingly or 
unknowingly for pol i t ica l advantage [8]. If this technology is used against a pol i t ic ian or 
an important public figure it could damage their reputation i n favour of the other pol i t ica l 
party or candidates [59]. One example of this would be a deepfake of Ukra in i an President 
Zelensky, asking Ukra in i an troops to lay down weapons and surrender [43]. 
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Figure 2.16: A deepfake of President Zelensky compared to his real photo. F rom: ([51]) 

2.4 How to detect deepfakes? 

Detecting a deepfake is one of the fundamental skills for the near future. A s the technology 
progresses, we probably won't be able to spot a deepfake by ourselves. Th is is where 
technology comes in , to help us look for the smal l details and imperfections. Th is section 
w i l l go over general t ips on how to spot a deepfake and the technology that can do it i n our 
stead. 

2.4.1 N a t u r a l l y 

Spott ing a deepfake can be challenging, yet several inconsistencies and abnormalities can 
often aid us i n spott ing a deepfake. This section outlines pract ical methods that can help 
in dist inguishing real videos and images from their deepfake counterparts. B y observing 
details closely on deepfake images, we can leverage innate discrepancies that are overlooked 
by algorithms generating the deepfakes, as seen i n Figure 2.17. Each method listed provides 
an approach to assess and question the authenticity of digi ta l media. 

• Compare to real videos and images of the person: Th is is the simplest way to 
check if something is a deepfake, is to compare a real video or a photo to the deepfake 
and look for abnormalities. 

• Unnatura l eye movement: A common red flag wi th video deepfakes is weird eye 
movement, such as an absence or too much bl inking. T ry to also focus on how the 
eyes are moving. It is difficult to replicate correct eye movement because eyes usually 
follow the person they're ta lk ing to [48]. 

• Unnatura l facial expressions: W h e n something does not look right about the face. 
For example, it is common that deepfakes have no or too many wrinkles while moving 
their lips or raising their eyebrows. Some facial expressions may even be looped or 
be the same as on a different deepfake [48]. 

• Awkward facial-feature positioning: If someone's face is point ing in a different 
direction than their nose, you should be sceptical about the video's authenticity [48]. 
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H o w T o S p o t a D e e p f a k e 

1 Glasses may disappear or reflect differently 

mm Features are positioned incorrectly or move 

9 The hair and skin of the person looks blurry 

4 The audio doesn't match the video 

5 The background may not make sense 

B The lighting looks unnatural or strange 

Figure 2.17: A n example of how we can spot a deepfake. F rom: ([47]) 

• Ha ir that does not look real: Creat ing hair that looks realistic is difficult so you 
usually won't see a deepfake wi th frizzy or flyaway hair [48]. This goes for facial hair 
too. Deepfakes sometimes add or remove moustaches, sideburns, or beards [24]. 

• Unnatura l colouring: A b n o r m a l skin tone, discolouration, weird shadows or light
ning are a l l signs that the imagery is fake [48]. 

• Inconsistent audio and noise: Creators of deepfakes usually spend more t ime on 
the imagery than the audio. Look for unsynced audio wi th l ip movement, robotic-
sounding voices, strange pronunciations, or even a lack of audio [48]. 

• Glasses: Deepfakes may fail to fully represent the natural physics of l ighting, so look 
out for too much or too l i t t le glare. Parts of glasses might even disappear [24]. 

• Unnatura l body movement: Look out for jerky or distorted movement, or even 
lack of movement [48]. 

• B lurred or misaligned background: The background might be too b lurry or 
unnatural and usually won't move or have a shadow of the person [48]. 
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2.4.2 U s i n g c o m p u t e r s 

The challenge of detecting deepfakes is an indefinitely evolving field that calls for a mul t i -
faceted approach as seen i n Figure 2.18. W h i l e machine learning and forensic analysis have 
proven effective, the sophistication of deepfake technology means that no single method is 
foolproof. Techniques for identifying deepfakes range from artefact-specific methods that 
target inconsistencies i n blending boundaries, environment context, and forensic details, to 
temporal approaches that exploit anomalies in behaviour, physiological signals like heart 
rates or b l ink ing patterns, and coherency across video frames. Instead of focusing on a 
specific artefact, some authors t ra in deep neural networks to work as a generic classifier 
and let the network decide which features to analyse [35]. 

Machine Learning-Based Methods 

Machine learning uses t radi t ional algorithms like Decision Trees, R a n d o m Forests, and E x 
tremely Randomised Trees, providing explainabil i ty and manageabili ty i n decision-making. 
These algorithms are useful for explaining the reasoning behind decisions i n a way that 
people can easily understand, which is very important for dealing wi th deepfakes [39]. 

Deep Learning-Based Methods 

Deep learning extends the capabilities of machine learning by providing more complex mod
els, that can be used to target artefacts and inconsistencies in the pipeline of generating 
deepfakes. Methods range from G A N simulators replicating and detecting collective G A N -
image artefacts to networks that extract standard features from R G B data and physiological 
measurements like heartbeat detection. The development of specialised network architec
tures, including attention mechanisms and capsule networks, further enhances the accuracy 
and efficiency of deepfake detection models, achieving significant success rates [39]. 

Statistical Measurements-Based Methods 

Statist ical methods provide another angle for deepfake detection, focusing on the analysis 
of unique noise patterns and cross-correlation scores between original and suspected data. 
Techniques like the examination of photo response non-uniformity ( P R N U ) patterns offer 
a statist ical basis for dist inguishing between genuine and manipulated content [39]. 

Blockchain-Based Methods 

The advent of blockchain technology introduces a novel approach to verifying the authentic
ity and provenance of digi ta l content. B y leveraging blockchain's decentralised and secure 
nature, this method provides a means to trace the origin of videos and images conclu
sively [39]. 
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Chapter 3 

Web Development 

A s the capabilities of deepfakes continue to advance, people need to stay informed. Web 
technologies can be used to create a robust platform that w i l l test cr i t ical th inking and help 
create an understanding of such sophisticated Al-generated content. Web applications are 
easily accessible to a l l w i t h a connection to the internet and a computer, which w i l l help 
wi th collecting as much important data as possible. 

This chapter then creates an overview of technologies used for development like front-end 
and back-end technologies and how to create effective, user-friendly applications. Start ing 
wi th H T M L and C S S , the core technologies responsible for s tructuring and styl ing [11]. 
Later we w i l l move on to server-side scripting language P H P and S Q L for database man
agement. These technologies are crucial for creating a complex web application, that is 
dynamic and can store data. Th is part is not only about the technologies themselves but 
how they can be used together to create a comprehensive user experience. 

3.1 Front-end 

Front-end development, often referred to as client-side, is responsible for showing data to 
the user [11]. It is crucial to make a web applicat ion visual ly engaging but also intuit ive and 
accessible, enhancing the user's interaction wi th the technology. This section of the chapter 
w i l l focus on how H T M L (HyperText M a r k u p Language) and C S S (Cascading Style Sheets) 
serve as the foundational elements of web design and how together w i th JavaScript they 
can create a simple front-end-only applicat ion. For more complex applications, a back-end 
is needed for data storage and retrieval. 

3.1.1 H T M L 

Hyper Text M a r k u p Language or H T M L is not a programming language in the t radi t ional 
sense, but rather a markup language that defines the structure of the web [57]. Unl ike 
t radi t ional programming languages, H T M L focuses on defining the layout and structure 
of web pages through the use of elements [11]. Elements are typical ly composed of a 
starting tag, content, and an ending tag. Elements tel l the browser how to display the 
content. A standard H T M L document should include a definition of the document type 
<!D0CTYPE html>, which indicates the H T M L version for browser compatibi l i ty. Fol lowing 
this, the H T M L tag <html> w i t h opt ional language attr ibute <lang="language", which 
encapsulates the entire content. The content is then divided into a head and a body. Head 
tag for t i t le and metadata of the website and body for the content itself [11]. Language 
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attribute is not mandatory but it is a good practice to define the document's language for 
accessibility purposes. Below is an example of a basic H T M L document structure. 

<!D0CTYPE html> 
<html lang="en"> 

<head> 
<meta charset="UTF-8" /> 
<t i t le>Tit le</ t i t le> 

</head> 

<body> 
Content 

</body> 

</html> 

This structure serves as a backbone for web pages, w i t h proper nesting and maintaining of 
the integrity of the H T M L structure a more complex website can be created. 

3.1.2 C S S 

Cascading Style Sheets or C S S help us define the style of the web page [11]. C S S file is 
an ordinary text document, which consists of one or more rules, which define how H T M L 
elements should appear on the web. Beyond basic text formatting, such as changing font 
sizes, colours, and styles, C S S offers a wide range of capabilities [11]. It controls layout 
properties, including margins, borders, padding, and posit ioning, which are crucial for 
designing responsive and aesthetically pleasing web interfaces. C S S also supports advanced 
features like animations, transitions, and even grid or flexbox layouts, providing immense 
creative flexibility. C S S is also crucial when it comes to the abi l i ty to view a web page on 
plethora types of devices, like phones, tablets and desktops. It formats the web page to 
look great and be usable on these types of devices. 

3.1.3 J a v a S c r i p t 

JavaScript (JS) is a versatile, high-level programming language that is one of the core 
technologies of the W o r l d W i d e Web, alongside H T M L and C S S . JS provides us wi th tools 
to make web pages feel alive by making them interactive. Initially, it was only used for 
client-side scripting, but now it is also a popular choice for server-side programming through 
environments like Node.js [28]. 

K e y attributes of JavaScript include: 

• JavaScript can manipulate webpage content, and styles, and respond to user events. 

• It can perform network requests to servers, and handle files, cookies, and local storage. 

• M o d e r n JavaScript can even interact w i th the device hardware, such as cameras and 
microphones, w i th user permission. 

The language's asynchronous capabilities, par t icular ly wi th the advent of Promises and 
A s y n c / A w a i t syntax, have simplified the handling of operations that may take an indefinite 
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amount of t ime, such as fetching data from a remote server [28]. In terms of l imitat ions, 
JavaScript in a browser environment operates wi th in a secure sandbox, l imi t ing access to 
the user's file system and restricting the execution of potential ly harmful operations. Th is 
security model ensures the web remains a safe environment for users [28]. 

3.1.4 Bes t Prac t i ces for C r e a t i n g a U s e r Interface 

To gain as much data as possible from the experiment the user interface (UI) needs to 
be intuit ive and easy to use. Creat ing a user interface is natural ly an iterative process, 
It is impossible to just visualise the design for a large software system well enough to 
make it comprehensive and understand a l l of its implementations [18]. Therefore, designers 
often start w i t h a simple sketch or a mock-up of an applicat ion. To help us wi th the 
creation of user interfaces, best practices and methods were created. W h i l e not everyone 
can create an innovative interface, these best practices are t r ied and tested methods whose 
correct applicat ion can lead to a comprehensive U I . Ru iz et. a l . [25] performed a systematic 
literature review to identify the most relevant authors i n the functional design domain and 
extracted 257 principles, which were then unified and derived into a core selection of 36 
principles, which can be used to improve the U I functional design. The list below is the 
most cited 36 principles from a study created by Ru iz et. a l . [25] w i t h their explanation, 
these principles are used for the design of the deepfake experiment web applicat ion. 

• Offer informative feedback: Ensure that the system provides feedback that is 
clear and informative about what actions have been taken and what results have 
been achieved. 

• Strive for consistency: M a i n t a i n uniformity in the user interface to prevent confu
sion, w i t h consistent commands, colours, layouts, and terminologies throughout the 
system. 

• Prevent errors: Design the interface i n a way that minimises the chances of user 
errors and makes it easy to recover from them when they do occur. 

• Minimise user's memory load: Reduce the amount of information users need to 
remember by keeping options visible and using intuit ive interface elements. 

• Simple and natural dialogue: Keep interactions straightforward and natural , m im
icking human dialogue to simplify user understanding and response. 

• K n o w the user: Design interfaces wi th a deep understanding of the user's back
ground, skills, and needs. 

• Actions should be reversible: A l l o w users to undo actions to alleviate the fear of 
making irreversible mistakes, enhancing their comfort and confidence. 

• M a k e things visible: Ensure a l l needed options and materials are visible without 
cluttering the interface, making the system intuit ive. 

• Give the user control: Empower users by allowing them to control their interactions 
wi th the system, providing flexibili ty and adaptability. 

• Structure the user's interface: Organise the interface logically and functionally 
to enhance usabil i ty and learnability. 
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Iterative design to remove usability problems: Use iterative design processes 
to identify and eliminate usabil i ty issues, improving the user experience over t ime. 

Provide shortcuts: Offer experienced users faster ways to navigate or perform tasks, 
which can speed up the interaction for frequent users without confusing novice users. 

G o o d error messages: Provide clear, informative, and non-technical error messages 
that guide users towards solving problems. 

Speak the user's language: Use language that is familiar to the user, avoiding 
technical jargon, to make information easy to understand and act upon. 

Use real-world metaphors (transfer): Use metaphors that draw on users' real-
world experiences to make digi ta l interactions more relatable and understandable. 

Understand the tasks: Design wi th a clear understanding of the tasks users w i l l 
perform, ensuring the interface facilitates these tasks effectively. 

Empir i ca l measurement: Val idate design decisions wi th empir ical data from user 
testing, ensuring that the interface meets actual user needs and behaviours. 

Allow users to change focus: Design interfaces that accommodate changes in user 
focus, al lowing for flexibil i ty in interactions. 

Provide visual cues: Use visual elements that guide users through their interactions 
w i t h the interface, such as buttons that look clickable or progress bars that show 
completion status. 

Provide clearly marked exits: Make it easy for users to exit any given state 
without having to go through an extended process, enhancing usabil i ty and comfort. 

Help users recognise, diagnose and recover from errors: Design systems that 
not only prevent errors but also make it easy for users to recover from them when 
they occur. 

Accommodate users with different skill levels: Ensure the interface is accessible 
and usable by people wi th varying levels of technical ski l l . 

Provide a good conceptual model of the system: Offer users a clear and intu
itive understanding of how the system works, making interaction easier. 

Flexibil ity and efficiency of use: Design interfaces that cater to both inexperi
enced and experienced users, al lowing them to customise or adapt procedures to meet 
their needs. 

Recognition rather than recall: Design interfaces that minimise the need for users 
to recall information from memory by making information available when needed. 

Reuse: Ut i l i se existing design solutions where appropriate to save t ime and ensure 
consistency. 

Allow users to customise the interface: Provide options that let users tai lor the 
system to their needs, enhancing personal relevance and ease of use. 
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• Integrated design: Ensure a l l components of the interface work together seamlessly 
to provide a coherent user experience. 

• Encourage exploration: Design systems that invite users to explore different func
tionalities without the risk of making serious errors. 

• Display inertia: Ensure that the interface behaves i n predictable ways that are 
consistent w i th user inputs and expectations. 

• Design dialogues to yield closure: Structure dialogues w i t h users so they have a 
clear beginning, middle, and end, providing a sense of completion. 

• Cater to universal usability: Design interfaces that are accessible and usable by 
as wide a range of people as possible, regardless of age or ability. 

• Support internal locus of control: Empower users by designing interfaces that 
make them feel they are i n control of the technology rather than being controlled by 
it. 

• Constraints: L i m i t what users can do i n the interface to prevent errors and stream
line the interaction process. 

• Help and documentation: Provide easily accessible help and documentation that 
supports users i n understanding and using the system. 

3.2 Back-end 

3.2.1 P H P 

P H P , which is an acronym for " P H P Hypertext Preprocessor", is a server-side scripting 
language that is specifically designed for web development. P H P ' s scripting code can be 
embedded wi th in H T M L , and it executes on the server side, generating H T M L or other 
outputs that are then sent to the client's browser. This process allows for the creation 
of dynamic content that updates each t ime a web page is visi ted [55]. P H P ' s support 
for bo th functional and object-oriented programming paradigms, along wi th its extensive 
bui l t - in and external functionalities, make it an adaptable and powerful language for web 
development. Its abi l i ty to seamlessly integrate w i th H T M L and other web technologies, 
combined wi th its vast community support, ensures that P H P remains a popular choice for 
developers around the globe. 

3.2.2 M y S Q L 

M y S Q L is an open-source relational database management system ( R D B M S ) that uses 
Structured Query Language ( S Q L ) , the most popular language for managing and manipu
lat ing databases. A s an R D B M S , M y S Q L facilitates the efficient storage, retrieval, search
ing, and sorting of data. Th is makes it an essential component i n the architecture of many 
web applications. M y S Q L controls access to the database to ensure that mult iple people 
can work w i t h it concurrently. Hence, M y S Q L is a multi-user, multi-threaded server [55]. 
M y S Q L is founded on the S Q L language and enhances it w i t h a range of bui l t - in functions. 
The interaction wi th the database is carried out using S Q L queries. 
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3.3 Frameworks 

In the early stages of the web development era, a l l of the applications were programmed 
by hand, which led to a lot of errors and work. Frameworks mitigate this by providing 
tools that help bu i ld a website thus avoiding bugs and conserving t ime [17]. Frameworks 
can be divided into client-side and server-side. Client-side frameworks are responsible for 
implementing the user interface and improving them by adding animations. Server-side 
frameworks offer the abi l i ty to implement more complex, secure and complete web applica
tions faster by providing a convenient file structure [7]. Frameworks increase the produc
t iv i ty of developers by being modular, consisting of a set of libraries, tools and conventions, 
which makes it easier to focus on functionality rather than spending hours wr i t ing a piece of 
code [7]. Frameworks usually adopt the model-view-controller ( M V C ) architecture. Frame
works also provide a comprehensive App l i ca t ion Programming Interface ( A P I ) that includes 
classes and methods to streamline routine tasks such as processing requests and generating 
responses. 

3.3.1 Server-s ide F r a m e w o r k s 

P H P frameworks, coupled wi th M y S Q L databases, represent a powerful combinat ion for 
server-side development. Popular P H P frameworks include [42]: 

• Laravel: L a r a v e l 1 is known for its elegant syntax t ry ing to make the development 
process more pleasing without sacrificing functionality [14]. Laravel simplifies tasks 
like routing, sessions, caching, and authentication. It can be combined w i t h Vue.js 
easily, making it an ideal choice for full-stack development. Laravel 's features include a 
modular packaging system wi th dependency management, ease of access to relational 
databases through Eloquent O R M , and its orientation towards syntactic sugar [14]. 
It is great for smaller applications because of its performance efficiency [14]. 

• Symfony: Symfony 2 is one of the older P H P frameworks. Th is framework is recog
nised for its performance and flexibility. It is a go-to framework for high-performance 
web development projects [14]. Symfony is a heavyweight framework, meaning that 
not a lot of third-party packages have to be installed. 

• Codelgniter: Code lgn i t e r 3 is a light-weight yet powerful frameworks [14]. It is easy 
to instal l , which makes it accessible to many developers. Codelgni ter focuses on a 
small footprint, elegance and simplici ty. It does not have a bui l t - in scaffolding tool , 
so models, views and controllers have to be a l l programmed by hand. 

3.3.2 Cl i ent - s ide F r a m e w o r k s 

Using front-end frameworks is essential for crafting interactive and responsive user interfaces 
in client-side development. These frameworks not only make it easier to develop a website 
but also provide a structured approach to applicat ion design. Some of the most popular 
frameworks are [40]: 

1https://laravel.com/  
2littps://symfony. com/ 
3littps://codeigniter.com/ 
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• Vue.js: Vue.js is one of the most optimised frameworks for developing both mul t i -
page ( M P A ) and single-page (SPA) applications. It is also very flexible and easy to 
use. Vue.js is one of the most popular and modern front-end frameworks, released 
in only 2016 and is one of the most starred repositories on G i t Hu b . Vue.js also 
supports server-side rendering, is easy to set up, and has low overhead and robust 
state management [27]. 

• React.js: React.js ' ' can be used for both M P A and S P A development but it is less 
suitable for S P A than Vue.js, due to its reliance on third-party packages for routing 
and state management [27]. 

• Angular: A n g u l a r 6 is a platform and framework for bui ld ing single-page client ap
plications using H T M L and TypeScr ip t . Angu la r is not suitable for M P A due to 
its complexity, size and optimisat ion needs, but it is great for S P A thanks to its 
comprehensive structure [27]. 

3.3.3 C h o o s i n g L a r a v e l a n d Vue . j s for P r o j e c t D e v e l o p m e n t 

For this project, Laravel was chosen together w i t h Vue.js. W h i l e Laravel is one of the 
larger frameworks it provides great security. It is one of the fastest and most popular 
P H P frameworks as seen i n these Figures 3.1, 3.2, 3.3 and 3.4 comparing Laravel , Symfony 
and Codelgni ter . The combination wi th Vue.js was done for several reasons their great 
compatibil i ty, bo th frameworks focus on elegant code, and both frameworks are fast and 
good for smal l projects. 

REQUEST PER SECOND 

CODE IGN ITER 

Figure 3.1: Compar ison of requests per second of Laravel , Symfony and Codelgniter . 
From: [31] 

3.4 Development Process of Web Applications 

The process of developing a successful web applicat ion according to French at. el. [21] con
sists of 8 steps as seen i n Figure 3.5. A l l these steps w i l l be described below. The deepfake 
experiment appl icat ion was implemented using this development process. The process is 

4https://vuejs.org/  
5https://react.dev/  
6https://angular.io/ 
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RESPONSE TIME 

CODEIGNITER 

Figure 3.2: Compar ison of the response t ime of Laravel , Symfony and Codelgniter . 
From: [31] 

MEMORY USAGE 

CO DEIGN ITER 

Figure 3.3: Compar ison of memory usage of Laravel , Symfony and Codelgni ter . F rom: [31] 

similar to a waterfall approach, however, by incorporating prototyping methodology, the 
process became iterative to better adapt to the changes needed to be done to create a 
well-working applicat ion. 

In format ion G a t h e r i n g ( G r a p h i c a l ) 

The first phase is the information gathering for designing a website. The design of the 
website is important because i f it is not appealing to the user they might not want to use 
it again and the customer w i l l be less l ikely to purchase the product [21]. The analyst is 
required to gather the information that w i l l help designers create an effective layout of the 
application and determine pages that w i l l be included. How information w i l l be presented 
and navigation through this information is also discussed i n this step. 

A n a l y s i s ( G r a p h i c a l ) 

The second phase is analysing the gathered information and documenting the needs. Th is 
documentation then includes colour schemes, logos and other graphical elements [21]. The 
analyst w i l l also outline the site map showing how the users w i l l navigate through the 
website. The graphic designers then create an image of what the website should look like, 
which the programmers w i l l use to develop the website. 
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Figure 3.4: Compar ison of the number of files of Laravel , Symfony and Codelgniter . 
From: [31] 

G r a p h i c a l D e s i g n 

In this step, the prototype of the website is created. The only functionality available at this 
stage is navigation through the website [21]. Th is is also where the templates are created 
that w i l l be later used i n the actual system. 

In format ion G a t h e r i n g (Funct ional ) 

In phase 2 the functional development is done. D u r i n g this phase, the analyst meets w i th 
users and collects requirements for the functionality [21]. For this, a requirement analysis 
is needed together w i th a use case diagram. 

A n a l y s i s (Funct ional ) 

The functional analysis phase is where the analyst creates the E n t i t y Relat ionship Diagram 
( E R D ) and D a t a F l o w Diagram ( D F D ) needed for the functionality of the website and to 
break down different components into smaller fragments [21]. 

F u n c t i o n a l D e s i g n 

In this phase, the developers start creating a prototype for each component of the website. 
The main focus is on developing the website's functionalities. Developers closely collaborate 
wi th the users to pinpoint the essential components for successful implementation. Whi l e 
the users can have a clear vision of their requirements they might not fully grasp a l l the 
possibilities wi th in the web development [21]. A s features are added to the website the 
users must test them and give feedback to the developer. After the component has been 
successfully implemented and tested the developer moves on to the next component and 
repeats the process. This creates an iterative process and increases the development speed 
as the modules can be developed separately. 

I m p l e m e n t a t i o n 

The next step is developing a prototype on a test server. Th is allows the users to work wi th 
the developers un t i l the prototype is ready for deployment on the product ion server [21]. 
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Step 1.1: Information Gathering (Graphical) 

Step 1.2: 

Step 1.3: 

Analysis (Graphical) 

Graphical Design 

Step 2.1: Information Gathering (Functional) 

Step 2.2: 

Step 2.3: 

Step 3: 

Step 4: 

Analysis (Functional) 

Functional Design 

Implementation 

Maintenance 

Figure 3.5: Web Development Life Cycle . F rom: ( [21]) 

Once the components are ready a l l files of the web page and the database are moved to the 
product ion server. 

M a i n t e n a n c e 

Maintenance might include modifications, updat ing style, fixing bugs or anything that the 
user might want to change [21]. 
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Chapter 4 

App Design 

4.1 Requirements Analysis 

This web applicat ion is designed to research the human abi l i ty to recognise synthetic speech. 
Therefore, the appl icat ion should allow administrators to add recordings, even mult iple at 
once, remove recordings, edit recordings, download user data, remove user data, and remove 
user profiles. It is important to have the abi l i ty to remove and add recordings to have a 
comprehensive dataset, that always keeps up wi th the current trends i n deepfake technology. 
Adminis t ra tors can set the order of these recordings, ensuring a controlled environment 
for the experiments. For the users part ic ipat ing in the experiments, the interface should 
be easy to navigate and use. Users w i l l have the abi l i ty to change the language of the 
website and watch the tu tor ia l which further makes the applicat ion more accessible. M u l t i -
language support is crucial to gaining as much data as possible, helping researchers gain 
an understanding of how people from different countries and backgrounds interact w i th 
synthetic speech. One of the main features is the abi l i ty for a user to return to an ongoing 
experiment. Th is functionality is crucial if there are many recordings in the experiment 
and the user cannot finish the experiment i n one go. Th i s information was then used to 
create the use case diagram, depicted i n Figure 4.1, which is the product of the requirements 
analysis. It shows the interactions between the system, users, and administrators, clarifying 
the roles and functionalities. Creat ing a use case diagram can help wi th the designing of 
the website and that a l l the uses are taken into consideration. 

4.2 Architecture Design 

This chapter is focused on two main architectures used, Two-Tier and Three-Tier Client-
Server architectures, as they are the most used and also the most relevant for this thesis. 

4.2.1 C l i e n t - S e r v e r A r c h i t e c t u r e 

The client-server architecture is a fundamental design model that segregates the system into 
two pr imary components: the client, which initiates requests for services, and the server, 
which processes those requests and serves the responses. 
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Figure 4.1: A use case diagram for this applicat ion 

Two-Tier Architecture 

The two-tier architecture applicat ion is separated into two parts, appl icat ion and database. 
The applicat ion part handles both the presentation and applicat ion layer [30]. It is also 
known as a "thick client" because the users w i l l run applications on their P C , which connects 
through a network to the server [36]. The client device sends the request to the server and 
the server processes the request and, sends back the request data to the client system, which 
is then displayed as seen i n this Figure 4.2. 

Three -T ier Architecture 

Three-tier architecture introduces an intermediary layer between the client (presentation 
layer) and the server (data layer), known as the applicat ion layer. The client system handles 
the presentation logic only, the server manages the applicat ion layer and the database server 
then manages the database layer [30] as seen i n Figure 4.3. 

• Presentation Layer: Th is layer is responsible for the user interface and user experi
ence. It shows the users the functionalities in a graphical manner, these functionalities 
then can be performed, and the results of these operations w i l l then be displayed to 
the user. The main focus here is on accessibility and visuals [30]. 

• Appl icat ion Layer: App l i ca t i on or business layer is responsible for a l l the logic 
and connecting the presentation layer w i th the data layer. A l l of the calculations, 
instructions and the manipula t ion of data are done here [19]. W h e n a user creates a 
request it is routed through the applicat ion layer, and then the applicat ion requests 
the data from the database. After manipulat ing the data the data are sent back to 
the presentation layer. 
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Client 2 

Figure 4.2: Two-Tier Architecture 

Client 2 

Figure 4.3: Three-Tier Architecture 

• D a t a Layer: A l so known as the database layer, the data layer is where data is stored, 
retrieved, and managed. The data is not altered by the database layer but itself but 
rather through requests from the applicat ion layer [19]. It provides the applicat ion 
layer w i t h a means to perform C R U D (Create, Read, Update , Delete) operations. 
This layer focuses on data integrity, privacy, and efficient data storage and retrieval. 

Since the appl icat ion w i l l be implemented using Laravel framework, the architecture 
w i l l be a three-tier architecture. This architecture has many benefits like logical blocks 
being separated, scalabili ty and that the user w i l l only need a browser and not a "thick 
client". 

4.3 User Interface 

The user interface plays an important role i n the success of the experiment. It needs to be 
user-friendly, al lowing for easy navigation, confirmation of user actions, and responsiveness, 
adhering to the best practices for U I design mentioned i n Section 3.1.4. Therefore, a 
simple colour palette has been chosen w i t h colours that are easy to differentiate from the 
background. W h e n creating a user interface for this web applicat ion it was important to 
focus on the best practices for front-end design. A l l pages have informative feedback for 
users to know if something is not right and visual cues of what needs to be done. Consistency 
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across the pages was also achieved as shown in the figures below. A l l important buttons 
were made easily visible w i t h bolder colours. The design of the web page was simplified as 
much as possible so that users d id not make as many mistakes and was organised logically 
and functionally. The pictures below show the prototype of the user interface before it was 
implemented. 

4.3.1 U s e r part 

This section shows the user part of the experiment and explains the decisions behind the 
design. 

Initial screen 

The first screen of the experiment has a simple design. It displays the name of the experi
ment and a brief description of the experiment. There are two large buttons, one to start 
the experiment and the other to start practice mode. Addi t ional ly , there is a drop-down 
menu that allows the user to select the preferred language, and a but ton to log i n as seen 
in Figure 4.4. 

DEEPFAKE EXPERIMENT 

Figure 4.4: The in i t i a l screen design prompts the user to begin the deepfake detection 
experiment. 

User data form screen 

To obtain valuable data from this experiment, we require some information from the users. 
Th is information includes their age, gender, occupation, native language, and proficiency 
levels in other languages. Once users have submitted their data for the first t ime, they 
w i l l receive a token that they can use to resume the experiment at a later time, shown in 
Figure 4.5. 
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Figure 4.5: The user input form for collecting demographic information before start ing the 
experiment. 

User login 

The user logs in using a randomly generated token as seen in Figure 4.6, created during 
their first data entry. 

DEEPFAKE EXPERIMENT 

Token 

CONFIRM 

Figure 4.6: The screen for user login using the token. 

Consent screen 

For a l l applications that deal w i th personal information, a consent form must be provided 
to the user. This form should clearly state who has access to the data and the purposes 
for which it w i l l be used. Users have the option not to accept the form, but they cannot 
participate in the experiment. The consent screen is shown i n Figure 4.7. 
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DEEPFAKE EXPERIMENT 

Figure 4.7: Consent form presented to users, requiring agreement before par t ic ipat ing in 
the experiment. 

Experiment screen 

The experimental screen is designed, containing a recording and buttons for the user's 
response. A progress bar has also been included at the bo t tom to help track their progress 
during the experiment, shown i n Figure 4.8, which gives users feedback on their actions 
and shows how many steps they have left. The double experimental screen is similar to the 
first one but w i th the addi t ion of a second recording. Here, the user w i l l be asked to decide 
which of the two recordings is real, shown i n Figure 4.9. In both versions of the experiment, 
the user must select the device, which was used to listen to the recordings. 

DEEPFAKE EXPERIMENT 

Figure 4.8: Exper iment interface where the user determines i f a recording is a deepfake or 
real. 
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DEEPFAKE EXPERIMENT 

SELECT A REAL RECORDING 

£ 1 ft {•! ft 

Progress 7/100 

Figure 4.9: Double experiment interface where the user selects the real recording. 

Practice mode screen 

Practice mode is very similar to the normal experiment, except it gives the user feedback 
right away, the user does not have to be logged i n and does not have to select the listening 
device as seen i n Figure 4.10. 

DEEPFAKE EXPERIMENT 

Figure 4.10: Pract ice mode interface 

Experiment end screen 

O n the experiment end screen, shown in Figure 4.11, users have the opt ion to start a new 
experiment, request results v i a email , or begin practice mode. 
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Figure 4.11: E n d of the experiment interface. 

User account screen 

The user account screen has been designed so that it allows users to request experiment 
results or delete their accounts. The layout is clear and straightforward, making it easy for 
users to navigate through options and take necessary actions related to their data, shown 
in Figure 4.12. 

DEEPFAKE EXPERIMENT 

Figure 4.12: Interface for the user account w i t h options to request results or account dele
t ion. 

Logged in user screen 

In this screen, users can either continue their existing experiment from where they left off, 
start the practice mode session or edit their data, as shown i n Figure 4.13. 
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Figure 4.13: Options for the user to continue, start a new experiment or edit their data. 

4.3.2 A d m i n part 

The admin section should be designed to be efficient and user-friendly so researchers can 
focus on their experiments without getting lost i n the app. 

A d m i n login 

The login interface for administrators has been designed to be both secure and easy to use. 
W h e n logging i n administrators must provide both the username and the password, making 
the login for administrators more secure, as seen i n Figure 4.14. 

DEEPFAKE EXPERIMENT 

Username 

Password 

CONFIRM 

F i g ure 4.14: Interface for admin loj ̂ in. 
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A d m i n initial screen 

The admin gets a choice of downloading user data, wip ing user data or edit ing recordings. 
The get user data but ton can download data right away i n C S V form or any other suitable 
form as seen in Figure 4.15. W i p i n g user data has been added as an easy mechanism to 
get r id of a l l the data and also i n terms of G D P R i f the user decides they no longer want 
to provide their data. The admin can also view a table of a l l users and filter them using 
filters. 

DEEPFAKE EXPERIMENT 

Figure 4.15: A d m i n panel for managing user data and experiment records. 

A d m i n edit recording screen 

O n the edit recording screen, the admin can view a l l the recordings and perform various 
actions on them, such as changing their order, deleting mult iple recordings simultaneously, 
and uploading mult iple recordings at once seen i n Figure 4.16. The admin can rearrange the 
order of the recordings by dragging them to a different posit ion wi th in the screen, changing 
their order in the experiment. 
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DEEPFAKE EXPERIMENT 

Figure 4.16: Interface for the admin to add new recordings to the experiment database. 

A d m i n upload recording screen 

O n the admin upload screen, there is a typica l file input field along wi th a confirmation 
but ton to upload the recording. The admin has the option to set the name of the recording, 
its language, and whether it is synthetic or not, see Figure 4.17. Addi t ional ly , the admin 
can upload numerous recordings simultaneously by uploading a file that contains a text 
file, which sets the parameters of the recordings and the recordings themselves, as seen in 
Figure 4.18. 

DEEPFAKE EXPERIMENT 

Name 

Is synthetic Yes J No | 

1 F I L E 1 

UPLOAD 

RETURN 

Figure 4.17: Interface for the admin to add a new recording to the experiment database. 
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Figure 4.18: M u l t i p l e recordings upload page. 

4.4 Storing data 

D a t a i n web applications can be stored i n cookies, browser local storage and databases. 
This applicat ion stores data mainly i n the database, session ID is stored i n the session and 
active components for example language settings are stored i n the browser's local storage. 
For database management, the M y S Q L R D B M S was chosen. In total , there are four tables 
in the database as shown i n Figure 4.19. 

experiment_settings 

type: enum('single', 'double') 

id: bigint unsigned 

username: varchar(255) 

email: varchar(255) 

role: varchar(11) 

date_of_birth: date 

gender: varchar(10) 

profession: varchar(255) 

password: varchar(255) 

nativejanguage: varchar(255) 

token: varchar(255) 

removal_request: tinyint 

eng_proficiency: varchar(255) 

svk_proficiency: varchar(255) 

cz_proficiency: varchar{255) 

id: bigint unsigned 

user_progress 

user_id: bigint unsigned 

recording_id: bigint unsigned 

answer: varchar(255) 

is_correct: tinyint(1) 

time_to_answer: time(3) 

created_at: timestamp 

experiment_id: bigint 

experiment_completed: tinyint 

device_used: varchar(255) 

sessionRecordingCount: int 

time_played: time(3) 

count_played: int 

id: bigint unsigned 

recordings 

name: varchar{255) 

file_path: varchar(255) 

duration: time(3) 

language: varchar(255) 

is_synthetic: tinyint(1) 

created_at: timestamp 

queue: int 

recording_available: tinyint(1) 

id: bigint unsigned 

Figure 4.19: A n E R diagram for this appl icat ion 
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4.4.1 U s e r table 

In the user table, we need to store important data for the experiment to be usable for 
research, such as date of b i r th , gender, field of work, native language and proficiency in 
other languages. Th is information should provide a better view of which group of people 
have the hardest t ime detecting audio deepfakes. A s seen i n the user's Table 4.1. 

User 
At t r ibu te name T y p e Descr ipt ion 

use r_ id bigint 
username varchar(255) Unique username for admins. 

token varchar(255) Unique identifier for users 
role va rcha r ( l l ) The role can be either admin or user. Used for grant

ing access to actions and pages. 
password varchar(255) Passwords are used for admin login. 

da t e_of_b i r th date Date of b i r th of the user. 
gender varchar(lO) Gender of the user. 

profession varchar(255) A r e a of work where the given user operates. 
native_language varchar(255) Nat ive language of the user. 
removal_request t inyint Used for dist inguishing which users want their account 

removed. 
eng_proficiency varchar(255) Proficiency i n Engl i sh language 
svk_proficiency varchar(255) Proficiency i n Slovak language 
cz_proficiency varchar(255) Proficiency i n Czech language 

email varchar(255) Users email where the results w i l l be sent 

Table 4.1: User Table 

4.4.2 U s e r Progress T a b l e 

The purpose of this table is to save the progress of the user so that if they leave the website, 
their progress is not lost. Th i s table contains a l l the v i t a l information about the user and 
the recording it pertains to. It records the ID of the user and the recording, the user's 
answer and the correct answer. The experiment ID is the ID of the user's current progress 
so that the user can have mult iple experiments. The pr imary goal of the experiment is for 
users to discern whether each recording is genuine (real) or fabricated (synthetic). Y o u can 
find this information in the user's progress i n Table 4.2. 
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User Progress 
At t r ibu te name Type Descr ipt ion 

recording id int Foreign key to l ink progress w i th recording. 
use r_ id int Foreign key to connect the user w i t h their 

progress. 
answer bool User's answer is saved so that if they leave it w i l l 

stay saved unt i l they return to the experiment. 
created_at t imestamp Marks when the answer was created. 
is_correct boo l Saves information about the correctness of the 

user answer. 
e x p e r i m e n t e d bigint(20) Stores experiment id , experiment ID increments 

by one when a new experiment is created. 
experiment_completed bool Marks completed or ended experiments. 

device_used varchar(255) Stores what device d id the user use to listen to 
the recordings. 

sessionRecordingCount int Stores the number of recordings the user has 
answered in the current experiment. 

t ime_to_answer time(3) How long d id it take for the user to answer. 
t ime_played time(3) Stores for how long d id the user listen to the 

recording. 
count_played int Stores how many times the user listened to the 

recording. 

Table 4.2: User Progress Table 

4.4.3 R e c o r d i n g s T a b l e 

The table named "recordings" contains important information about a l l the recordings such 
as their unique identification number, file path, language, and whether they are deepfakes 
or not as seen in Table 4.3. Since the recordings are stored on the server, the file pa th is 
required to locate them. 

Recordings 
At t r ibu te name Type Descr ipt ion 

recording id int 
name varchar(255) Stores name of the recording. 

f i le_path varchar(255) Stores path to the file and file name of the recording. 
durat ion time(3) Stores the length of the recording. 
language varchar(255) This part of the table stores information about the 

language used i n the recording. 
created_at date Date and t ime when the recording was uploaded. 

is_synthet ic bool Says whether the recording is a deepfake or not. 
queue int Determines the order of the recordings i n the ex

periment. 
recording avalable t i ny in t ( l ) Makes the recording available or unavailable i n the 

experiment. 

Table 4.3: Recordings Table 
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4.4.4 E x p e r i m e n t sett ing table 

This table is used to store the setting of the experiment. The experiment can be done in 
the single or double version, determining how many recordings there are per step, either 
one or two recordings at once that need to be listened to and chosen which one is real, as 
seen in Table 4.4. 

Exper iment_set t ings 
At t r ibu te name Type Descr ipt ion 

id int 
type enum(single,double) Stores the type of the current experiment. 

Table 4.4: Exper iment Settings Table 
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Chapter 5 

Implementation 

The system operates on a three-tier architecture, segregating the presentation layer, applica
t ion layer, and database layer. Users interact w i th the appl icat ion through the presentation 
layer, which runs directly in the browser. Th is chapter outlines the implementat ion of the 
proposed solution created i n the design phase. The web applicat ion was implemented using 
Laravel 10.10 and Vue.js 3.2.36, integrating them to create a user-friendly and responsive 
interface ut i l is ing the best practices. 

5.1 Front-end Development with Vue.js 

The client side is implemented using the framework Vue.js wri t ten in JavaScript and H T M L . 
The code is separated into three main parts [2]: 

• <script setup>: Th is section uses the Composi t ion A P I , which provides a flexible 
way to compose component logic. Composi t ion A P I in script setup allows for bet
ter organisation and reuse of the code using JavaScript 's capabilities. It houses the 
definition of reactive state, which is used to make pr imit ive data types (like strings, 
numbers, booleans) reactive, computed properties, which automatical ly update their 
value based on changes to other data and methods used in the component. 

• <template>: The template section defines the component's H T M L structure, which 
creates the user interface. It uses declarative rendering to b ind the component's data 
and methods to the view. It uses directives like v-for for rendering lists, v - i f for 
condit ional rendering, and v-bind for b inding attributes. 

• <style scoped>: S tyl ing is used for defining the structure of C S S , which gives the 
application its looks, creating a visual ly appealing interface. It enables scoped styles 
that do not leak to other views and do not affect other parts of the applicat ion. It 
allows the creation of a unique look to every view, segregating styles like for example 
for lists of users and lists of recordings, which have different parameters and sizes to 
accommodate the data. 

In this project, almost a l l Vue.js files are structured like this except the Layout.vue 
page, which serves as the root layout container for the entire applicat ion. This page imports 
al l the global styles from app.css, which apply to every page of the applicat ion. It also 
integrates the Header .vue and Footer, vue, so that they are present on every page of the 
applicat ion. Last ly, it uses <router-view> which renders the chi ld component based on 
the route inside of the parent component [3]. 
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The Vue.js framework offers a modular approach to web applicat ion development, where 
the applicat ion is composed of many self-contained components. In this project, the Vue 
files were separated into different folders, depending i f they were shared or not, which 
enhances maintainabi l i ty and clar i ty wi th in the project. 

• Pages: Th is directory hosts the Vue components that represent full pages wi th in the 
application, corresponding to different routes or endpoints. For instance, Home.vue 
serves as the landing page, while About. vue displays information about the applica
t ion. Other components like Admin.vue, Experiment .vue, and EditUserData.vue 
represent distinct functional sections of the applicat ion, each encapsulating the logic 
and presentation for that specific part of the user experience. 

• Shared: C o m m o n components reused across different applicat ion parts are placed 
wi th in the Shared directory. These include layout components such as Header.vue 
and Footer.vue, which define sections of the U I that remain consistent through
out the applicat ion. The Layout.vue file contains the overarching layout used by 
other page components. Addi t ional ly , moda l or dialogue components for example 
NewRecordingModal. vue that can be invoked from various points in the applicat ion 
are also found here. 

5.1.1 F r o n t - e n d R o u t i n g w i t h Vue . j s 

Rout ing in Vue.js is an essential part of the user experience and the front-end architecture, 
allowing transi t ion between components that represent pages or views of the applicat ion. 
Vue Router is used to define the navigation and the behaviour of the applicat ion. It 
interprets the browser's U R L and maps the corresponding Vue components, al lowing for a 
multi-page user experience wi th in a single-page applicat ion framework. In this applicat ion, 
the Vue Router is configured wi th mult iple routes that control which component should be 
displayed based on the current U R L . Here is an example of how the routes are structured 
in this application: 

• Home Route: The root path " / " is associated wi th the Home component, which 
serves as the landing page of the applicat ion. 

• Dynamic Routes: Paths like " / a d d _ r e c o r d i n g " and " / e d i t _ u s e r _ d a t a " dynami
cally load the respective components Recording and EditUserData. 

• A d m i n Routes: Secured routes such as " / a d m i n " ensure that only authenticated 
users w i th administrat ive privileges can access the Admin component. 

Each route is defined as an object w i th at least two properties: the path and the 
component to render. The Vue Router instance is then created by passing the array of 
route objects and configuring it to use the browser's history A P I , enabling clean U R L s 
without hash symbols. 

The router instance manages the rendering of components wi th in the '<router-view>' 
element, which is used in the main layout and renders the pages, depending on the U R L . 
Addi t ional ly , '<router - l ink> ' elements are used in the application's navigation menu, en
abling users to click links to navigate to different parts of the applicat ion without a page 
reload. In summary, Vue Router provides the tools for navigation i n this Vue.js applicat ion, 
offering a user-friendly and efficient way to manage single-page applications. 
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5.1.2 E m p l o y e d L i b r a r i e s a n d F r a m e w o r k s 

The development of the client side uses several libraries and frameworks to improve the 
user interface, and functionality and streamline the development. Each l ibrary provides a 
comprehensive toolset for bui ld ing a modern web application. 

• Axios: A x i o s 1 is a tool that helps apps to talk to servers, sending and receiving data 
without wait ing through asynchronous communicat ion. It simplifies the process of 
sending H T T P requests and handling responses. In this application, A x i o s is used 
for operations like user authentication, data retrieval, and other interactions, like 
updat ing email , w i th the server-side A P I . 

— A .vue file makes a cal l to A x i o s w i th a specific A P I endpoint. 

— Axios sends the request to the server and waits for a response. 

— Once the data is returned, Ax ios updates the component's state, triggering up
dates i n the template i f necessary. 

• Vue Router: Another way of routing i n Vue.js is used i n this appl icat ion is Vue 
Route r 2 , which also enables the mapping of U R L s to components. It also uses the 
Router.js file i n this application, but instead of being used i n the H T M L , it is used in 
JavaScript to for example redirect unauthenticated users, using router .push( ' / ' ) ; 
command. T h i s improves the safety as the admin or the experiment page cannot be 
accessed v i a U R L s and the user has to be authenticated to access these pages. 

— User requests a route (e.g., ' /home') . 

— Vue Router fetches and renders the Home.vue component, providing a seamless 
navigation experience without reloading the page. 

• Pinia: P i n i a 3 is used for reactive management of the data organising and sharing data 
across different components, replacing Vuex wi th a more flexible and less verbose A P I . 
In this applicat ion, P i n i a is used to manage user data such as authentication and user 
preferences, across the client-side applicat ion. It is defined i n the userStore. j s file. 

— A component dispatches an action to fetch data using Ax ios . 

— Once Axios retrieves the data, the action commits a muta t ion to update the 
state i n P i n i a . 

— Components that are connected to this state w i l l reactively update to reflect the 
new state. 

• D r a g and D r o p with Vue Draggable: Vue Draggable 1 is a l ibrary that adds a 
Vue component that provides the abi l i ty to create sortable lists and grids using native 
H T M L 5 drag-and-drop A P I . Its integration into the appl icat ion allows administrators 
to intui t ively reorder elements in a list through a drag-and-drop interface. In this 
application, Vue Draggable is used for reordering the recordings and changing their 

1https://axios-http.com/  
2https://router, vuejs.org/  
3https://pinia. vuejs.org/ 
4https: / / github.com/SortableJS/Vue.Draggable 
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queue parameter in the database, for the experiment. Adminis t ra tors can click and 
drag the recording to the desired posit ion wi th in the list and the applicat ion w i l l 
asynchronously update the order accordingly. 

— A draggable component (from Vue Draggable) is included in the .vue file. 

— Users interact w i th the component, dragging items wi th in a list. 

— Vue Draggable updates the list 's order i n the component's data, which can then 
be sent to the server v ia A x i o s or used locally. 

• Internationalisation with Vue I18n: To support mult iple languages the I18n 5 

l ibrary was uti l ised. It enables the applicat ion to switch languages seamlessly without 
page refresh. A l l translations are ini t ial ised i n the app. j s file and are later used in 
Vue.js files, either directly i n the H T M L or i n the JavaScript sections. 

— The user selects a language. 

— Vue.js updates a l l the localised strings i n the appl icat ion accordingly. 

— Components re-render w i th the updated language settings. 

5.1.3 U s e of Bes t Prac t i ces for U s e r Interface 

Vue.js together w i t h a l l the libraries mentioned create an easy-to-use and navigate interface, 
where importance was given to the best practices to create a front-end applicat ion. Here 
is a breakdown of how the best practices are used i n this applicat ion. The applicat ion 
is responsive and offers users feedback for their actions wi th the help of visual indicators 
or messages. Every interaction wi th in the applicat ion, from navigating between pages to 
submit t ing data forms, is managed through Vue components. A x i o s is util ised to send data 
asynchronously, ensuring that the applicat ion remains responsive and provides feedback 
to the user's actions such as form submission or authentication request without a page 
reload. Consistency is achieved through Layout.vue and app.ess, as mentioned before 
Lay out. vue serves as the root layout container and also imports a l l styles from app. ess. 
Users are prevented from making errors through validations on the front-end and displaying 
errors on the page. M u l t i p l e asynchronous tools are used for this together, Vue.js adds 
condit ional rendering that is used i n a l l forms i n the code and displays errors if something 
is not filed in , together w i th A x i o s errors can be shown after any incorrect data is inputted 
to the database asynchronously without the need to refresh the page. The user's memory 
load is minimised by always having the header and the footer visible so that they do not 
have to remember how to go to a different page, it also provides shortcuts to the user 
and makes the usage more intui t ive. The interface is customisable thanks to I18n which 
can change the language of the applicat ion in an instant, a l l translations are stored in 
app.js. In summary, this applicat ion adheres to recognised U I design principles such as 
providing informative feedback, preventing errors, minimis ing cognitive load, and ensuring 
consistency and customizabili ty. The output of front-end implementat ion can be seen in 
these Figures 5.1, 5.2, 5.3 and 5.4, which show the implemented user interface, showing 
the most important parts of the applicat ion. These screenshots showcase consistency, which 
is one of the best practices for user interface. 

5https://vue-i!8n.intlify.dev/ 
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Recordings Management 

Manage Recordings 

Admin Dashboard 

Experiment Settings 

Experiment Type: | Two Recordings "| Update 

Download user data 

Type 

Add New Admin 

Add New Admin 

Wipe User Data 

Wipe User Da:a 

Export The Table Below 

Export The Table Below 

Hone Experiment Edit User Data Add Record wig Admin About LserAccount 

Figure 5.3: Implemented admin screen. 

Figure 5.4: Up load screen from the applicat ion. 

5.2 Back-end Development with Laravel 

This section w i l l discuss parts of the Laravel back-end that create this appl icat ion together. 
The code is d ivided into Controllers, Models and Migrations, which are essential for 
structuring a robust and scalable web application. 
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5.2.1 C o n t r o l l e r s 

Controllers i n Laravel are tasked w i t h handling the business logic associated wi th various 
models and are responsible for making queries to the database. 

Controllers connect the applicat ion front-end and the business logic on the server side. 
These controllers handle the user requests and process the necessary logic, they commu
nicate w i th the database through models and return the response, typical ly in the form 
of a view or J S O N data. Controllers are implemented wi th in the app/Http/Controllers 
directory, controllers i n Laravel follow a rule that each one should handle just one job. This 
helps to keep the code clean, easy to understand and manageable by segregating different 
aspects of the appl icat ion logic. Another file i n the 
app/Http/Controllers is helperFunctions, which is not a controller and was imple
mented so that code does not have to be repeated. It consists of functions used multiple 
times in the controllers, for example, to create a J S O N error response. These are a l l the 
controllers implemented i n this application: 

Experiment controller: The main purpose of this controller is to manage the settings 
of the experiment, which is to update settings in the database, get settings from the database 
and complete experiments. The settings can be either single or double, meaning whether 
there is one recording per step of the experiment. 

• completeExperiment ($experimentld): Marks an experiment as complete for a user, 
updat ing the experiment's status i n the database. 

• updateSettings (Request $request) : Updates the settings of the experiment i n the 
database, depending on the previous setting. 

• getSettings(Request $request): Get the settings of the experiment, before the 
experiment starts the settings are sent to the front-end and depending on the value 
the corresponding number of recordings is loaded. 

Recordings controller: These methods are for managing and loading recordings from 
the database. 

• index(): Lis ts a l l of the recordings and is used i n the add recording page, where 
recordings are listed and can be managed. 

• store (Request $request) and storeMultiple (Request $request): Th is applica
t ion can either store one recording or mult iple at once i n the database. 

• update (Request $request): Recordings can be updated, and their name language 
and whether they are synthetic or not can be changed thanks to this method. 

• destroy($id) and bulkDestroy(Request $request): S imi lar ly to store and store 
multiple methods, mult iple recordings can be removed at once using this method. 
Even a l l recordings can be removed at once which makes the work of an admin easier. 

• toggleRecordingAvailability($id, Request $request): A s opposed to remov
ing the recording, the recording can be made unavailable, meaning that it won't 
show up in the experiment. Th is is done because if the recording is deleted, the user 
progress is deleted wi th it so no data can be extracted. 
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• updateQueue(Request $request): Th is method is used together w i th the 
vueDraggable l ibrary, where by dragging a recording to a different posi t ion its at
tr ibute queue is changed in the database. This at tr ibute is responsible for the order 
of the recordings i n the experiment. 

• nextRecording($experimentId, $ current Queue): Fetches the next recording i n an 
experiment sequence, depending on its queue number and whether it was already used 
in the experiment. 

• getRandomRecordingO: Retrieves a random recording from the database which is 
used i n the practice mode, where the user does not have to be logged in and no data 
is stored. The practice mode is endless, but the recordings w i l l repeat. 

• maxPairs () : Calculates the max ima l number of pairs of real and synthetic recordings. 
This is used in the double experiment, where there are two recordings at once and 
one of them is real and one is synthetic. Thanks to this the user can see a progress 
bar at the bot tom. 

• t otalRe cor dings () : Gets the number of total recordings and is used in the single 
mode of the experiment to show the user a progress bar at the bot tom. 

• checkRecording($id, $userGuess): Checks the user's guess to the actual answer 
which is stored i n the database, and returns a value which is then stored in the user's 
progress table. 

User controller: Manages user accounts and their data. 

• simple get methods: getUserName, getRoleO, getUserId (Request $request) are 
used i n this applicat ion to retrieve data from the database, like admin username or 
token so that it can be displayed for the user when they are logged in . Ge t t ing role 
is used i n a l l pages so that only data that is accessible to the user is displayed, for 
example, users do not have the option to see the administrat ive menus when they do 
not have the correct role. User I D is mainly used in the experiment page to create 
and store user progress under the user ID . 

• requestAccountRemoval(Request $request): Users can request their accounts to 
be removed. This w i l l change the at tr ibute request_removal i n the user table to 
true and w i l l show up on the admin page next to the user's ID . 

• update (Request $request): Used for updat ing user's information. It is also used 
if the user is creating their account and after they fill out their details the method 
generates a token which is later used to log i n to the applicat ion the user is also 
automatical ly logged i n after the first t ime. Adminis t ra tors can also update their 
user account, but i n addit ion, they can change their username, which users do not 
have. 

• updateEmail(Request $request): Used for updat ing email . 

• wipeUserData(Request $request): Admins can wipe a l l user dcttct ctt once, which 
is a needed feature i n this k ind of project because of G D P R . 

• exportUserDataO : Admins can use this method to export a l l user data i n a C S V 
format as seen i n Table 5.1. 
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• add(Request $request): Th is method is used for adding more administrators, only 
other already created administrators can do this action. Adminis t ra tors that create 
new accounts also create their username and password, password is hashed and then 
stored i n the database. 

• getUserDataO : Th is is used to retrieve user data from the database for the edit page 
and is input ted into the form so that users and administrators can see what data they 
inputted when creating an account rather than seeing an empty form. 

• logout (Request $request) : Used for logging out, bo th for administrators and users. 

• login(Request $request) and loginUser(Request $request): B o t h methods are 
for logging i n , the first one is for the administrators and works differently because 
administrators have a username and a password, rather than just a token like users. 

• index (Request $request) : It is used in the administrat ion page and lists a l l users in 
a table, the table has filters and can be downloaded, the downloaded table is i n C V S 
format and the content depends on the filters. The table download is done through 
JavaScript. 

• deleteUser($userld) : Th is method is used for administrators, they can remove 
accounts and a l l data about the removed user. 

User progress controller: Tracks and manages the progress of users in experiments. 

• getSessionRecordingCount ($userld) : This method counts how many recordings 
has the user interacted wi th , which is also used i n the progress bar. 

• store(Request $request) and storeDouble(Request $request): Saves user re
sponses for single or paired recordings, together w i th user_id, recording_id, 
experimented, time_to_answer, device_used, count_plated and time_played. 

• loadExperiment () : Loads the experiment depending on whether the user has an 
unfinished experiment or not. If the user indeed has an unfinished experiment, the 
method looks for the max ima l queue number i n the unfinished experiment using 
experimented so that the user can continue where they left off. Otherwise, a new 
experiment is started. 

• hasUnf inishedExperiment () : This method is used on the home page of the applica
t ion and returns true if the user has an unfinished experiment. If the method returns 
true the but ton is changed from start the experiment to continue the experiment. 

5.2.2 A p p l i c a t i o n p r o g r a m m i n g interface 

In a Laravel applicat ion, the web routes file web.php, defines the appl icat ion programming 
interface ( A P I ) endpoints. E a c h endpoint is associated wi th a specific controller action, 
enabling the front-end to interact w i th the back-end through H T T P requests. The routes 
file connects H T T P verbs such as G E T , P O S T and so on to the corresponding controller 
method. 

The following Code 5.1 is an example of how the A P I routes are defined wi th in the 
web .php file. The routes enable functionalities of the application, such as managing record
ings, user authentication, and handling user progress wi th in experiments. These routes can 
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either send a request to the controller method or directly respond to the request as seen 
in Code 5.1 in '/check-auth' route. Other A P I routes are paired w i t h a controller and a 
specific method wi th in that controller. For example, the route for getting a l l recordings is 
handled by the index method wi th in the RecordingsController class. 

Route::get("/recordings", [RecordingsController::class,'index']); 
Route::get('/check-auth', function () { 

return response()->json([ ,isAuthenticated ) => Auth::check()]); 
} ) ; 

L i s t ing 5.1: Controllers implementat ion example. 

5.2.3 M o d e l s 

Models i n Laravel serve as the data layer w i t h i n the M V C architecture, offering a way 
of communicat ion wi th the database through an object-oriented interface. Each model 
represents a table in the database and provides operations such as data retrieval, inser
t ion, updating, and deletion through console commands. In Laravel these models can be 
created through a command php artisan make:model Recordings. Models also define 
relationships between tables like foreign keys or one-to-one, one-to-many and many-to-
many. Laravel uses Eloquent , an Object-Relat ional M a p p i n g ( O R M ) , to handle database 
interactions in controllers, for example, $newRecording->duration = $duration;. E l o 
quent has features like active record implementations, relationships, and mass assignment 
protection. 

The applicat ion includes several models ExperimentSetting, Recordings, User, and 
UserProgress, which encapsulate the business logic for the database tables and define 
relationships between the tables. Below are the models used i n this applicat ion and their 
purpose: 

• ExperimentSetting Model: Manages the settings for experiments, w i th attributes 
like type for specifying the experiment's type. This model simplifies the manipulat ion 
of experiment settings in the database. 

• Recordings Model: Contains details about recordings, such as their name, file path, 
language, synthetic status, availability, queue posit ion, and durat ion. It also defines a 
hasMany relationship wi th UserProgress, connecting a recording wi th mult iple user 
progress entries. 

• User Model: Inherits from Authenticatable for user authentication functionalities. 
It includes attributes like date of b i r th , gender, profession, and language proficiency. 
The model defines a hasMany relationship to UserProgress to track the experiments' 
progress by the user. 

• UserProgress Model: Represents a user's progress i n an experiment, t racking an
swers, correctness, t ime taken to respond, and the play count of recordings. It es
tablishes belongsTo relationships w i t h both Recordings and User, l ink ing progress 
records to specific recordings and users. 

5.2.4 M i g r a t i o n s 

Migrat ions i n Laravel are used to make database changes. Migrat ions can be used for 
creating new tables, removing tables, adding, edit ing or removing columns. Migrat ions 
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ensure that database schema changes are consistent. Creat ing a migrat ion in Laravel is 
straightforward wi th the A r t i s a n C L I . For instance, to create a table to track user progress 
in an experiment, you can generate a migrat ion file w i th this command php artisan 
make:migration create_user_progress_table. This command generates a new migra
t ion file i n the database/migrations directory. Here is what a migrat ion file might look 
like for creating a 'user_progress' table. 

return new class extends Migration { 
public function up() 
{ 

Schema::create( ,user_progress', function (Blueprint $table) { 
$table->id(); 
$table->foreignId('user_id ))->constrained()->onDelete('cascade'); 
$table->foreignld('recording_id')->constrained()->onDelete('cascade'); 
$table->string('answer'); 

} ) ; 
} 

/** 
* Reverse the migrations. 
*/ 

public function down() 
{ 

Schema::table( ,user_progress ), function (Blueprint $table) { 
$table->dropColumn('sessionRecordingCount'); 

} ) ; 
} 

} 

This migrat ion defines a new table named 'user_progress' w i th several columns to store 
users' progress through an experiment. It includes foreign keys to the 'users' and 'recordings' 
tables, creating relationships between these entities. The 'up ' method describes how to 
bui ld the table, and the 'down' method defines how to remove it i f the migrat ion is rolled 
back. To apply the migrat ion and update the database schema, run command php artisan 
migrate. In this appl icat ion database was created using migrations, so that applicat ion 
is portable if needed because when creating an applicat ion the database can be recreated 
using php artisan migrate command. This makes work wi th the database easier because 
no direct MySQL scripts have to be wri t ten. 

5.3 Implementation Output 

The output of the implementat ion is a fully functional and accessible web applicat ion, 
available at http://deepfake-recognition.online/, that allows users to participate in 
experiments involving listening to recordings and judging their authenticity, contr ibuting 
to research. The applicat ion collects data as seen i n Table 5.1. It also provides an admin 
interface for managing experiments, users, recording organisation, and data. The applica
t ion design was made accessible using the best practices for U I design, It is buil t to handle 
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multiple users and manages data integrity w i th a robust backend, which also manages the 
user sessions. Th is Figure 5.5 illustrates the integration of the front-end and back-end of 
this applicat ion. It shows how user actions trigger data flows through the system. The 
diagram showcases the modular i ty and the three-tier architecture. 

Table 5.1: C S V D a t a C o l u m n Headers 
C o l u m n Name Descript ion 

Identifier Unique identifier for each user 
D a t e _ o f _ B i r t h Date of b i r th of the user 
Gender Gender of the user 
Nat ive_Language Nat ive language of the user 
Engl i sh_Prof ic iency Proficiency level i n Engl i sh 
Slovak_Profic iency Proficiency level i n Slovak 
C z e c h P r o f i c i e n c y Proficiency level i n Czech 
F i e l d _ o f _ W o r k F i e l d of work of the user 
E x p e r i m e n t _ I D Identifier for the experiment 
Recording I D Identifier for the recording 
Recording name Name of the recording 
Recording Language Language of the recording 
Recording Length (seconds) Length of the recording in seconds 
User_Answers Answers given by the user 
T i m e _ t o _ A n s w e r T i m e taken to answer 
Is_Correct Correctness of the user's answer 
P l a y _ C o u n t Number of times the recording was played 
A p p r o x . _ T i m e s _ P l a y e d Approximate number of times played 
T i m e _ P l a y e d (seconds) To ta l t ime the recording was played 
Dev ice_Used Device used for listening to the recording 
C r e a t e d _ A t Date and t ime when the answer was created 

Below is the description of the Figure 5.5: 

1. User Interface (UI): Th is is where the user interaction happens, for example fill ing 
out forms or cl icking buttons, which sends an H T T P request. The U I then updates 
dynamical ly and provides feedback based on responses received from the server. This 
creates a responsive user interface. 

2. Vue Router: Manages the navigation by interpreting the U R L s and directing the 
Vue.js to render the correct component based on this U R L . The U R L is based on user 
actions, like cl icking a redirecting but ton which is l inked to a different page. 

3. Axios: Handles asynchronous H T T P requests to the server, without the need to 
reload a page. It sends requests and receives responses from the controllers through 
the A P I needed for user authentication, data retrieval and posting data to the server. 

4. A P I : Interprets the requests from Axios routing them to the appropriate method from 
the controllers. Serves as a middleware between the front-end and the back-end. A P I 
also standardises the response from the controllers to ensure consistent data format. 
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Figure 5.5: Communica t ion between the components of the application. 

5. Controllers: They are located on the server-side and are responsible for processing 
incoming requests. T h e y perform actions requested by the front-end like querying or 
updat ing the database. 

6. Models: These are responsible for direct interactions wi th the database, handling 
data retrieval, updates and other data manipulations. Models also enforce business 
logic related to data handling. 

7. Database: Serves as a data storage of the applicat ion. Models interact w i th the 
database to fetch, update, insert and delete data at the request of the controller. 
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Chapter 6 

Testing 

Testing is an integral part of appl icat ion development, not only to meet a l l the requirements 
for functionality but also to make the user experience better by getting feedback on the 
looks and expected behaviour of the applicat ion. This appl icat ion was tested by tools, users 
and by demo run of the experiment. T h i s chapter talks about the tools used for testing, 
evaluation of testing, user feedback, test experiment results and changes done after testing. 

6.1 Database and controllers testing 

Database and controller testing was done using two ma in tools: Insomnia for testing the 
controllers and D a t a G r i p for database testing. 

6.1.1 I n s o m n i a 

Insomnia 1 is a tool for testing A P I s [4] without needing a front-end. It was used to simulate 
H T T P requests and view their response. Each endpoint i n the controllers was tested for 
correct response. This included testing G E T , P O S T , P U T and D E L E T E methods to ensure 
that the controllers handled a l l C R U D operations correctly. Controllers were also tested 
for handling input data correctly, checking i f a l l the input rules worked. 

6.1.2 D a t a b a s e test ing w i t h D a t a G r i p 

D a t a G r i p 2 is an applicat ion that can be connected to a database and view the tables and 
their data i n an easy-to-read format. 

• D a t a Integrity Checks: Datagr ip was used to run queries to verify the integrity of 
the constraints, such as foreign keys. Th is ensured that the database enforced data 
consistency automatically. 

• Viewing and Analys ing Data: Regular inspection of tables and relationships 
helped to see i f the data was stored correctly. For example, date or t ime can be 
problematic and sometimes be stored in a different format than intended by accident. 

1https://insomnia, rest/ 
2https: / / www.jetbrains.com/datagrip/?var=light 
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6.2 User-based front-end testing 

User-based testing is one of the steps to a successful applicat ion because it allows one to 
find mistakes in the design and the applicat ion back-end. Users might respond differently 
to the design than the developer because they are unfamiliar w i th the layout, which can be 
used to enhance the layout i f the users are not pleased w i t h the current state. The testing 
on this applicat ion was done after it was implemented and it was necessary to know if users 
knew how to work wi th the applicat ion. User testing involved five people from various age 
groups, aged 22, 52, 56, 21 and 26, to ensure accessibility. A l l test users were from Slovakia 
and knew the Czech language at least at the B l level. The test users knew the Engl i sh 
language at various levels, the older test subjects aged 52 and 56 knew Engl i sh at A 2 and 
A l levels while the younger subjects aged 22, 26 and 21 knew Engl i sh at C 2 , C I and B 2 
levels. A l l participants used their own devices at home, which also tested the portabi l i ty 
to different screen formats and browsers. The questions below were given to the user test 
group wi th no other instructions so that we get a realistic output of how difficult it was to 
perform these actions in the web applicat ion and their feedback was used to refine the user 
interface. 

• Task: Create an account 

— Question: How would you rate the account creation process? Were the steps clear 
and understandable? 

— Answers: The feedback to this part was mostly positive, users found it easy 
and intuit ive to create an account. The problems found i n this part were that for 
some screens the G D P R pop-up that appears before creating an account was too 
big on some screens and users were not able to press the close but ton. Another 
problem was found while creating an account and fill ing i n user data, the data 
was accidentally removed when the privacy pol icy but ton was pressed. 

— Fix: There were some problems while creating an account and fill ing i n user data 
as they were accidentally removed when the privacy pol icy but ton was pressed, 
which was easily fixed using P i n i a to store data while the user can view the 
G D P R page and when they return the data w i l l remain there. Another problem 
was for some screens the G D P R pop-up that appears before creating an account 
was too big, which was fixed by changing the C S S for the G D P R pop-up so that 
it would be scrollable. 

• Task: Perform the experiment 

— Question: How would you rate your experience with the experiment? Were the 
instructions during the experiment clear? 

— Answers: A l l users responded positively to this part and no problem was found. 
The progress bar was praised for showing the progress at the bo t tom and the 
tu tor ia l video for being informative while being relatively short. 

• Task: Change language 

— Question: Were there any parts of the application that did not change the lan
guage? How would you rate the overall process of changing the language? 

— Answers: A g a i n the response was positive to this part a l l users found it intuit ive 
and easy to change the language. N o problems wi th the translations were found. 
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• Task: Request account removal 

— Question: How would you rate the process of requesting account deletion? 

— Answers: This task was also completed successfully by a l l users. They had no 
problem finding the but ton on the user menu page. 

• Task: Request user data 

— Question: How would you rate the process of requesting user data? 

— Answers: The response to this part was mostly positive. The older test users 
thought that after filling out the email the results would be sent right away after 
the experiment completion. Otherwise filling out the email was no problem for 
any test user. 

— Fix: Requesting the user data was a problematic part as some of the test users 
thought the data would be sent to them right away and not after the whole run 
of the experiment, which was easily fixed by adding more descriptive text about 
what was going to happen. 

• Task: Change user data (e.g., date of b irth , native language, language 
proficiencies) 

— Question: How would you rate the process of editing your data? Was it easy to 
change your personal information? 

— Answers: E d i t i n g data was also highly rated as users described it as simple to 
edit data because the process and the looks were similar to when creating a user 
profile. There was only one problem found w i t h the abi l i ty to change the date 
of b i r th into the future. 

— Fix: The abi l i ty to change the date of b i r th into the future was fixed by adding a 
maximal date, which would update every day automatical ly to the current date, 

parameter to the H T M L calendar. 

• Task: L o g in and log out 

— Question: What were your experiences with logging in and out? Did you en
counter any issues? 

— Answers: Th is task got mixed responses as logging in was easy but logging out 
was not. The logout but ton was hidden i n a drop-down menu which was done 
for aesthetic reasons, but it was harder to find. 

— Fix: The log-out but ton was changed as it was previously i n a drop-down menu 
under the username, which was changed to a red log-out but ton in the right 
corner. 

6.2.1 E v a l u a t i o n of user test ing 

The response from the user-driven tests was positive, there were a couple of changes made 
to the layout, the size of the font and the colours to make the applicat ion as user-friendly 
as possible, based on the response from the test. Otherwise, creating an account for the 
users was easy as there was a tu tor ia l video in case the test users d id not know what to 
do. There were no problems while performing the experiment, as the experiment screen 

63 



is reactive and gives a warning i f no device is selected. The test users responded to the 
application as a whole positively, even wi th smal l errors which were easily fixed. F r o m the 
administrative point of view, there were no significant front-end problems. S t i l l , there was 
a problem wi th the server which allowed for only 20 recordings per upload, which was fixed 
directly by changing the server settings. Otherwise, the applicat ion performed as expected. 
This user test proved to be valuable as some things went unnoticed while developing the 
application. 

6.3 Test experiment 

This section displays data collected from the application's test experiment, showcasing 
various use cases. The applicat ion outputs data i n the C S V format w i th headers, seen in 
Table 5.1. The test experiment was done on the same group of people as the user interface 
testing. There were 40 recordings of which 20 were deepfakes. The ma in purpose is to 
showcase what k ind of data can be gathered from this appl icat ion and also to test i f the 
output is in usable format. This output can then be used to gather information as shown 
in the examples below. These data were handpicked to show the abi l i ty to gather data 
and were made easier to read than the actual data from which we can gather much more 
information. 

Examples of the usage of the data 

We can see what recordings were the most problematic i n Figure 6.1, this could help us find 
what k ind of software can produce the most realistic recording or the type of recording that 
is difficult to detect by listening. There is a natural recording called Recording7, which is the 
only one of the most commonly misidentified recordings that is not a deepfake. It provides 
valuable data that can help us interpret the problematic areas of detecting a deepfake. The 
recordings that are frequently misidentified might be used to test the robustness of deepfake 
detection algorithms. The software that can correctly identify these challenging samples 
would be considered more advanced. The graph was simplified to be readable in an A 4 
format and only the top 7 recordings wi th the most incorrect answers are shown out of the 
40 recordings. 

Another th ing we can observe is the effect of language proficiencies on the performance 
of the users. Th is Figure 6.2 shows which proficiency level performed the best i n the test 
experiment, where a l l the recordings were in the Czech language. This can help us identify 
the most problematic language, what level of the said language must the user know to 
perform the best and the effect of mastering a language. B y comparing performance across 
different levels of language proficiency, linguists can gain insights into which aspects of a 
foreign language are more susceptible to confusion in the context of deepfake detection. This 
could have broader implications for language learning and automated language assessment 
tools. 

Another interesting th ing we can observe is which recordings were the most replayed in 
Figure 6.3. This can show us which recordings were problematic or needed to be replayed 
to detect whether the recording was a deepfake or natural recording. Recordings that are 
replayed often might suggest a higher cognitive load or interest. This can be an important 
factor in user experience research, indicat ing parts of content that require more attention 
or that engage users to a greater extent. 
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Recording? Recording9 Record ings Recordlngl Recordlngl4 Recordingl7 Recording22 

• Correct • Incorrect 

Figure 6.1: The simplified output of the test experiment showing the incorrect and correct 
answers for the most problematic recordings of the test experiment. 

Percentage of Incorrect Answers for Czech Language Proficiencies 
60 

Language proficiency 

Figure 6.2: This graph showcases the percentage of incorrect answers for different Czech 
language proficiencies. 
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Figure 6.3: A graph that shows which recordings were the most replayed. 
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Chapter 7 

Conclusion 

The purpose of this thesis was to create a support tool for verifying the human abi l i ty 
to detect deepfakes using P H P and M y S Q L . The applicat ion provides user management, 
recording manipulat ion, and data export i n C S V format. The main feature is that the 
application creates an interface for the users to partake in experiments. 

The development process was described together w i t h the choice of tools and the reason 
for their usage. Laravel 's M V C architecture ensures a clear separation of logic and presen
tat ion, which is crucial for maintaining a large codebase. Vue.js was chosen for its reactive 
binding and component-based architecture. 

The combination of Laravel and Vue.js frameworks provides a user-friendly and robust 
environment that manages the back-end processes and front-end interactions. The appli
cation was tested throughout the development process and at the end by users, showing 
that the appl icat ion has the required functionality and visuals. Users were able to use the 
application easily and intuitively. The user interface is responsive providing the users wi th 
the necessary feedback to prevent errors and misunderstandings. Not only the goals of 
this project were achieved but the development also provided a learning experience in web 
development using modern technologies. 

Future enhancements could focus on adding even more languages, a different way of 
adding recordings wi th deepfake detection, e l iminat ing the need for an attributes file and 
optimisat ion of the applicat ion for mult iple devices. 

In conclusion, this thesis successfully demonstrated the capabil i ty to create a pract ical 
tool for data gathering, which could be helpful for research and can be extended further w i th 
addi t ional improvements. Lastly, the experience gained from creating a complex three-tier 
applicat ion is invaluable and w i l l assist i n future development. 
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