
BRNO UNIVERSITY OF TECHNOLOGY 
VYSOKÉ UČENÍ TECHNICKÉ V BRNĚ 

FACULTY OF INFORMATION T E C H N O L O G Y 
FAKULTA INFORMAČNÍCH TECHNOLOGIÍ 

DEPARTMENT OF INFORMATION SYSTEMS 
ÚSTAV INFORMAČNÍCH SYSTÉMŮ 

EDUCATIONAL SYSTEM FOR RECOMMENDING STUDY 
ACTIVITIES 
VZDĚLÁVACÍ SYSTÉM PRO DOPORUČOVÁNÍ STUDIJNÍCH AKTIVIT 

BACHELOR'S THESIS 
BAKALÁŘSKÁ PRÁCE 

A U T H O R 
AUTOR PRÁCE 

JAKUB ZAPLETAL 

SUPERVISOR 
VEDOUCÍ PRÁCE 

Ing. RADEK BÜRGET, Ph.D. 

BRNO 2018 



Bachelors Thesis Specification/20677/2017/xzaple36 

Brno Un ive rs i t y of Techno logy - Facu l ty of I n f o rma t i on Techno logy 

Depar tment of Information Sys tems Academic year 2017/2018 

Bachelor's Thesis Specification 
For: Z a p l e t a l J a k u b 

Branch of study: Information Technology 
Title: E d u c a t i o n a l S y s t e m f o r R e c o m m e n d i n g S t u d y A c t i v i t i e s 
Category: Information Sys tems 

Instruct ions for project work: 
1. Learn the basic principles and techniques of recommending systems. Focus on educational 

sys tems, in part icular on recommending study mater ia ls. 
2. Study different exist ing metr ics of student's activity. Study the exist ing solutions. 
3. Ana lyze and evaluate possible ways of including addit ional information about the study 

act ivit ies, for example text analysis, evaluation of educational exper iments, etc. 
4. Design and implement a recommending system or a module for an exist ing system that 

uses the chosen information based on the above analysis. 
5. Evaluate the implemented methods on real-world data. 
6. Summar i z e the obtained results. 

Basic references: 
• Gutmans , A., Rethans, D., Bakken, S.: Mistrovství v PHP 5, Computer Press, 2012 
• Žára, O.: JavaScr ipt - Programátorské techniky a webové technológie, Computer Press, 

2015 

Requi rements for the first semester: 
I tems 1 to 4 

Detai led formal specif ications can be found at http://www.fit.vutbr.cz/info/szz/ 

The Bachelor 's Thesis must define its purpose, descr ibe a current state of the art, introduce the theoretical and 
technical background relevant to the problems solved, and specify what parts have been used from earl ier projects or 
have been taken over from other sources. 

Each student will hand-in printed as well as electronic versions of the technical report, an electronic vers ion of the 
complete program documentat ion, program source files, and a functional hardware prototype sample if des i red. The 
informat ion in electronic form will be stored on a standard non-rewritable med ium (CD-R, DVD-R, etc.) in formats 
c ommon at the FIT. In order to allow regular handl ing, the med ium will be securely attached to the printed report. 

Superv isor: Bürget Radek , I n g . , Ph.D. , DIFS FIT BUT 
Beginning of work: November 1, 2017 
Date of del ivery: May 16, 2018 

Fakulta informačních t e c ^ J 

612^Brp<Btf je técŕ iova2 

Dušan Kolář 
Associate Professor and Head of Department 

http://www.fit.vutbr.cz/info/szz/


Abstract 
The purpose of this work is to design and implement a module for an already existing 
recommender system at the Open University, M i l t o n Keynes. The existing system uses 
information about user act ivi ty i n the V i r t u a l Learning Environment ( V L E ) gathered from 
previous years and uses it to recommend relevant study activities for students. This module 
uses semantical s imilar i ty of study materials to recommend those which help user to com
plete an assignment or to find materials similar to ones provided. Similari t ies between 
documents are computed using Term Frequency - Inverse Document Frequency and word 
embedding methods. R E S T f u l A P I was devised to communicate wi th the O U Analyse 
interface. 

Abstrakt 
Cílem t é t o p r á c e je navrhnout a implementovat modu l do exis tuj íc ího doporučovac ího sys
t é m u Open Universi ty v M i l t o n Keynes. N y n í n a s a z e n ý doporučovac í s y s t é m využ ívá infor
m a c í o a k t i v i t ě už iva te lů ve V i r t u a l Learning Environment ( V L E ) n a s b í r a n ý c h z p ředchoz ích 
let a podle ní d o p o r u č u j e s t u d e n t ů m re levan tn í s tud i jn í akt ivi ty. Tento modu l využ ívá sé
m a n t i c k é podobnosti mezi s tud i jn ími m a t e r i á l y k d o p o r u č e n í těch , k t e r é pomohou uživate l i 
vyřeš i t úkol nebo k t e r é jsou p o d o b n é k t ě m , o něž projevil zá jem. K p o č í t á n í podobnosti 
d o k u m e n t ů je využ íváno metod Term Frequency - Inverse Document Frequency a vnořen í 
slov. P ro použ íván í modulu a jeho komunikaci modulu s r o z h r a n í m O U Analyse je imple
m e n t o v á n o R E S T f u l A P I . 

Keywords 
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Rozšířený abstrakt 
Cílem t é t o p ráce je vy tvo ř i t modu l do již exis tuj íc ího doporučovac ího s y s t é m u na Open 
Univers i ty M i l t o n Keynes, n a z v a n é h o Open Univers i ty Analyse Recommender ( O U A R ) 
[17] nebo vy tvo ř i t ú p l n ě nový doporučovac í sy s t ém. O U A R využívá s ledování ak t iv i ty 
s t u d e n t ů m o n i t o r o v á n í m toho, na co, kol ikrá t a kdy kl ikaj í v t a m n í m u n i v e r z i t n í m infor
m a č n í m s y s t é m u V i r t u a l Learning Environment ( V L E ) . A u t o r e m n a v r h o v a n ý modu l by 
mohl tento s y s t é m rozšíř i t tak, že uvede nové metr iky ak t iv i ty s t u d e n t ů nebo př inese j iný 
způsob d o p o r u č o v á n í r e levan tn ích akt ivi t s t u d e n t ů m . Součás t í t é t o p r á c e je s e z n á m e n í 
s ob las t í doporučovac ích s y s t é m u a p r ů z k u m nejnovějších p ř í s t u p ů k d o p o r u č o v a c í m sys
t é m ů m v oblasti vzdělávání . Dá le jsou z k o u m á n y r ů z n é metr iky ak t iv i ty s t u d e n t ů ve V L E 
a p ř í p a d n é z p ů s o b y jak j i ch využ í t k vy lepšen í doporučován í . 

Open Univers i ty (OU) nab íz í m n o ž s t v í k u r z ů z různých oblas t í , k t e r é jsou vyučovány 
čistě dá lkově. J edno t l i vé b ě h y kurzu jsou zde n a z ý v á n y prezentace. S tud i jn í cyklus na O U 
v y p a d á tak, že k a ž d ý kurz je rozdě len na s tud i jn í bloky, k t e r é jsou dá le dě leny na čás t i . 
T y t o čás t i jsou p r o b í r á n y j edno t l i vých s tud i jn ích t ý d n e c h . V r á m c i jednoho t ý d n e m ů ž e bý t 
p r o b í r á n o více čás t í b loku nebo i blok celý. Toto se liší kurz od kurzu. Ve V L E m á k a ž d á 
čás t b loku p ř idě lené s tud i jn í ma te r i á ly , k t e r é by si mě l student v d a n é m t ý d n u nastudovat. 
T y t o m a t e r i á l y jsou nejčastěj i s tud i jn í texty, jej ichž součás t í mohou bý t i videa a jsou p ř í m o 
d o s t u p n é z V L E . Studenti jsou v r á m c i kurzu rozděleni do někol ika skupin, k t e r é m á na 
starost tu tor - vyučuj ící , k t e r ý je d a n é skup ině k dispozici a h o d n o t í veškeré p r áce . Student 
je v kurzu hodnocen na zák ladě výs ledků Tutor Marked Assignments ( T M A ) . T y t o T M A 
jsou tutorem h o d n o c e n é d o m á c í úlohy, obvykle rozdě lené na několik p o d ú k o l ů . T y jsou 
obvykle ve V L E rep rezen továny jako s tud i jn í m a t e r i á l y v t ý d n u , k t e r ý je T M A př i řazen . 

S y s t é m O U A R funguje tak, že k a ž d é m u s t u d i j n í m u m a t e r i á l u kurzu p ř i řazu je hodnotu 
relevance. Tato hodnota je v y p o č í t á n a z p o č t u k l iknu t í ú spěšných s t u d e n t ů na d a n ý ma
te r iá l . Tato hodnota se p o č í t á pro k a ž d ý t ý d e n zvlášť. Dalš í hodnotou, se kterou pracuje 
O U A R , je effort. Tato hodnota vyjadřuje , jak moc d a n ý student s k o n k r é t n í m m a t e r i á l e m 
pracoval. D o p o r u č o v á n í pak p r o b í h á tak, že se v y p o č í t á rozdí l mezi relevanci m a t e r i á l u 
v d a n é m t ý d n u a effort studenta k tomuto m a t e r i á l ů . Výs ledkem je dů lež i tos t dokumentu 
pro studenta v d a n é m t ý d n u . Tento v ý p o č e t se provede pro všechny m a t e r i á l y a studentovi 
jsou d o p o r u č e n y mate r iá ly , k t e r é maj í v d a n é m t ý d n u nej vyšší dů lež i tos t . 

P ro účely rozš í ření O U A R byly b r á n y v potaz tyto dalš í metr iky: čas, k t e r ý student 
s t r áv í p roh l í žen ím m a t e r i á l u a délka m a t e r i á l u . P r o b l é m e m př i použ íván í kl iků k v ý p o č t u 
relevance m a t e r i á l u je fakt, že delší dokumenty ma j í m n o ž s t v í kl iků obvykle vyšší než 
dokumenty k ra t š í . Toto je z p ů s o b e n o t í m , že student n e p ř e č t e d louhý úsek textu najednou 
a vrac í se k n ě m u aby jej doče t l . Toto p ř ináš í do hodnoty relevance chybu, jelikož tento 
delší dokument n e m u s í bý t n u t n ě důleži tějš í než dokument, k t e r ý je k ra t š í . P o k u d by do 
již exis tuj íc ího v ý p o č t u relevance a effort by la zanesena informace o času a o délce tohoto 
m a t e r i á l u , tato chyba by mohla bý t min ima l i zována . 

Použ íván í ak t iv i ty s t u d e n t ů s sebou nese nep ř í j emný p r o b l é m toho, že nelze v y t v á ř e t do
po ručen í pro nové kurzy, jelikož nejsou k dispozici ž á d n á h i s to r ická data o ak t iv i t ě . Nakonec 
bylo rozhodnuto vy tvo ř i t m í s t o modu l nový doporučovac í sy s t ém, k t e r ý bude dopo ručova t 
na zák l adě m a t e r i á l ů s a m o t n ý c h . J e d n á se o s y s t é m využívaj ící s éman t i cké podobnosti 
d o k u m e n t ů k doporučován í . Tento p ř í s t u p b y l zvolen, jelikož je r e l a t ivně n e p r o b á d á n a řeší 
p r o b l é m nového kurzu. 

M o d u l by l ve výs leku nav ržen a i m p l e m e n t o v á n tak, že k d o p o r u č o v á n í využ ívá podob
nosti s tud i jn ích m a t e r i á l ů ve v e k t o r o v é m prostoru. Tento s y s t é m je tedy omezen pouze 
na d o p o r u č o v á n í s tud i jn ích t e x t o v ý c h m a t e r i á l ů . Úče lem je s t u d e n t ů m d o p o r u č i t s tud i jn í 



mater iá ly , k t e r é se týka j í z a d á n í specifických T M A . T y t o T M A se obvykle sk ládaj í z jed
no t l ivých o tázek , k t e r é jsou ve V L E d o s t u p n é jako s tud i jn í m a t e r i á l y a mohou tedy bý t 
r ep rezen továny ve s t e j ném prostoru jako o s t a t n í s tud i jn í ma te r i á ly . Myš lenkou je, že ma
ter iály, k t e r é jsou t ě m t o o t á z k á m nejbl íže ve v e k t o r o v é m prostoru jsou ty, k t e r é je pomohou 
vypracovat. 

Dokument je p ř eveden do vek torové podoby metodou Term Frequency - Inverse Docu-
ment Frequency ( T F - I D F ) nebo metodou vnořen í slov. P ř e d vektor izac í je dokument n u t n é 
zredukovat na seznam slov v z á k l a d n í m tvaru ( tokenů) a odstranit z něj tzv. stop slova 
jako n a p ř í k l a d předložky, spojky a p o d o b n ě . 

Me toda T F - I D F v y p o č í t á v á frekvenci v ý s k y t u k a ž d é h o tokenu dokumentu a jeho p řev rá 
cenou hodnotu frekvence v ý s k y t u ve všech dokumentech korpusu. Dokument je p o t é 
r ep rezen tován jako vektor t ě c h t o T F - I D F hodnot, p ř i čemž p o č e t d imenz í vektoru je roven 
p o č t u u n i k á t n í c h t o k e n ů v r á m c i celého korpusu. 

Me toda vnořen í slov je za ložena na pr incpu reprezentace j edno t l i vých t okenů jako mno
h o r o z m ě r n ý c h v e k t o r ů reá lných čísel, k t e r é vy jadřu j í v ý z n a m tokenu vzhledem k jeho vztahu 
k j i n ý m t o k e n ů m . T y t o vektory obvykle ma j í v ý z n a m pouze v kontextu s vektory j iných 
t okenů a lze p o m o c í nich zjistit podobnost l ibovolných dvou tokenů ze s t e jného vek to rového 
prostoru. Z p ů s o b ů p řeveden í t okenů na vektory je mnoho a jsou obvykle rea l izovány po
moc í s t ro jového učení . P r o p o t ř e b y doporučovac ího s y s t é m u bylo využ i to p ř e d t r é n o v a n ý c h 
vek to rových m o d e l ů , přesněj i model Stanford G l o V e W i k i p e d i a a Stanford G l o V e C o m m o n 
C r a w l [14] a model ConceptNet Numberbatch 5 [16]. Vektor dokumentu b y l z í skán tak, že 
byla v y p o č í t á n a s t ř e d n í hodnota v e k t o r ů všech t okenů z dokumentu. 

Podobnost dvou d o k u m e n t ů byla p o č í t á n a jako kosinová vzdá lenos t jejich v e k t o r ů . Tato 
podobnost je v y p o č í t a n á mezi v šemi m a t e r i á l y kurzu. Z p o d o b n o s t í je sestavena matice, 
v níž sloupce a ř á d k y reprezen tu j í j edno t l ivé s tud i jn í m a t e r i á l y a hodnoty v b u ň k á c h ob
sahuj í r eá lné číslo reprezentu j íc í podobnost dvou m a t e r i á l ů . T y t o matice jsou pro kurzy 
p ř e d p o č í t á n y p ř e d s a m o t n ý m d o p o r u č o v á n í m . P ro z ískání d o p o r u č e n í je t ř e b a specifiko
vat m a t e r i á l y pro něž se maj í naj í t ne jpodobně j š í m a t e r i á l y kurzu. Dotazem m ů ž e bý t 
n a p ř í k l a d o t á z k a z T M A , k níž by už iva te l chtě l na j í t p o d o b n é m a t e r i á l y z kurzu. 

Tento nový s y s t é m je nasazen do j iž exis tuj íc ího p r o s t ř e d í O U Analyse , k t e r é funguje 
jako r o z h r a n í k o b ě m a d o p o r u o v a c í m s y s t é m ů m pro už iva te le . Komunikace je ř e šena p o m o c í 
R E S T f u l A P I , k t e r é umožňu je v y ž á d a t d o p o r u č e n í pro l ibovolnou o t á z k u T M A kurzu, pro 
nějž byla provedena veškerá p ř í p r a v a a v y p o č í t á n y p o d o b n o s t n í matice. P r o v y ž á d á n í 
p ř í p r a v y k u r z ů a p ř e d p o č í t á n í matic je k dispozci r o z h r a n í na báz i fronty zp ráv , k t e ré 
p ř i j ímá p o ž a d a v k y na zp racován í kurzu a provede je př i nejbližší volné př í lež i tos t i . 

Evaluace byla provedena pouze offline s p o u ž i t í m metr ik precision, recall a v las tn í 
metr iky rank. B y l o př i ní využ i t o kurzu , j ehož T M A obsahuj í tu tory d o p o r u č e n é m a t e r i á l y k 
vyp racován í o tázek , k t e r é byly pro p o t ř e b y t ěch to metr ik označeny za dokumenty re levan tn í 
k o tázce . Evaluace ukáza la , že použ íván í podobnosti d o k u m e n t ů k d o p o r u č o v á n í s tud i jn ích 
m a t e r i á l ů je nadě jné a pokud budou i m p l e m e n t o v a n é metody d o s t a t e č n ě zdokonaleny, m ů ž e 
bý t tento s y s t é m ú s p ě š n ě použ íván . Me tody zjišťování podobnosti d o k u m e n t ů , k t e r é v eval
uaci u spě ly nejvíce jsou T F - I D F a vno řen í slov. Vnořen í slov ukáza lo n a d ě j n é výsledky, je
likož s y s t é m s touto metodou doporučova l i pokroč i lé n e p o v i n n é mate r iá ly , k t e r é se t ýka ly 
t é m a t i k y o tázek . Toto m ů ž e bý t p rob l ema t i cké v p ř í p a d ě d o p o r u č o v á n í pro T M A , ale 
už i tečné pro d o p o r u č o v á n í s tud i jn ích m a t e r i á l ů p o d o b n ý c h t ě m , o k t e r é student projevil 
zá jem. Evaluace ukáza la , že zvolené p ř í s t u p y vedou k u s p o k o j i v ý m v ý s l e d k ů m , a proto by l 
s y s t é m nasazen do s y s t é m u O U Analyse pro dalš í t e s tován í . 
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Chapter 1 

Introduction 

In the modern day, the amount of available information on the internet can be overwhelm
ing. W i t h the rise of online services, focused on providing resource access to users, be it 
media, news, information or merchandise, the problem of information overload has surfaced. 
The need for personalization i n the online world has resulted i n the increasing demand for 
recommendation systems which a im to alleviate this problem. These systems should allow 
service providers to cater to each ind iv idua l user or group of users and their needs, resulting 
in benefit to both the provider and the user. Th is is done by filtering content according 
to the user's needs, tastes, relevance or affordability. The systems t ry to predict the users 
preferences as accurately as possible in a variety of ways. The possible methods include 
analyzing the user's previous behavior or profiling the users, grouping them by their prefer
ences or common attributes and then basing the recommendations on each others behavior. 
More often than not more ways of predicting preferences are used at once. 

Recommender systems are used i n variety of applications, examples being Youtube 's 
video recommendations [5], Facebook's friend recommendations or e-shop product recom
mendations. Recommender systems are seeing more and more use, as their usefulness can 
be immense. This thesis w i l l focus on recommender systems in education. Purpose of this 
type of recommender system is to help students find the best possible approaches to their 
studies and most relevant study materials to focus on to achieve their study goals. Strug
gling students can often find themselves i n a si tuation, where they have been unable to 
direct their full attention to studies, be it because of health problems or other unexpected 
reasons. This puts them at serious disadvantage, mainly i n distance-learning courses. If 
they were unable to study for a longer period of t ime, they can find themselves overwhelmed 
by the amount of available study materials and may not be able to, or have t ime to, find 
out the ones most relevant to passing the course. The educational recommender systems 
are supposed to help w i t h this problem. They should be able to find the most relevant 
study materials or activities to help the struggling student in catching up wi th the course. 

This work focuses on developing a module for an existing recommender system O U 
Analyse Recommender ( O U A R ) at Open University, M i l t o n Keynes [17]. O U A R uses col
laborative filtering i n the form of collecting clicks of students in the university V i r t u a l 
Learning Environment ( V L E ) to compute relevancy of study materials and effort of stu
dents themselves to recommend relevant study materials. The module adds content based 
recommending functionality to allow recommendation for courses which are new and don't 
have any previous student act ivi ty logged. This is done using document s imilar i ty com
putat ion methods, specifically Term Frequency - Inverse Document Frequency and word 
embedding vector space model . This allows students to find materials closest to for exam-
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pie assignment question or a mater ial that interests them. In the end, the resulting module 
is a standalone addi t ion to the O U A R designed to work alongside it as an alternative 
recommender for user-requested recommendation. 

The work w i l l first explore recommender systems as a whole wi th the different methods 
that these systems employ and the state of the art i n recommender systems, especially 
in education environment. T h e n the O U A R w i l l be briefly touched, along wi th the Open 
Univers i ty study plan, to put the module into context and discuss possible metrics for eval
uating student activity. A s the module uses document s imilar i ty to recommend materials, 
different methods to represent documents in vector space w i l l be detailed. Design decisions 
and implementat ion of the module itself w i l l be discussed. The resulting module was eval
uated offline by using precision and recall metrics along wi th custom rank metric, which 
w i l l be discussed i n the evaluation section. 
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Chapter 2 

Recommender Systems 

In [15], recommender systems are defined as software tools and techniques that recommend 
Items to Users. The i r goal is to provide as accurate as possible suggestions of items to users 
and present them. These items represent the object of recommendation, be it a book in 
an online l ibrary system, movie on a movie rental site, country on a vacation seller site 
or an academic text in a school information system. Recommendat ion systems are usually 
tailored to provide suggestions for specific items so that they can make accurate suggestions 
and present them i n a suitable way. 

The users targeted by the recommender systems are ones who lack the insight into 
the items at question or are i n need of items of some type. The recommender systems 
provide the ind iv idua l user w i t h suggestions based on attributes relevant to the i tem and 
user i n question. For example, an online book recommendation site may recommend works 
of author Terry Pratchett to user, who is known to enjoy works of author N e i l Ga iman . 

In order for the system to provide a suggestion, there is often a need for information 
about the ind iv idua l users. Th is information can be collected explicit ly, for example through 
analysis of user's past ratings of items or by asking the user to provide examples of items 
he prefers, which is employed by the site MovieLens [13] for example. Other than expl ici t ly 
stated information, actions by the users can be interpreted as impl ic i t signs of preference, 
example being browsing a part icular product category page. 

In e-learning, recommender systems must face addi t ional challenges. W h e n recommend
ing commercial items like movies or books, user preferences are usually sufficient to start 
making recommendations. In e-learning, the system must take user's proficiency, learning 
goals or context [8] into account, as it would not be ideal to recommend complex study 
materials to a beginner learner. Th is creates the need to track the user's proficiency level 
or needs and recommend accordingly. The recommender system should be able to create 
a path of learning for the user and to guide h i m along the path, modifying it as is neces
sary. This is easier i n the environment of an university information system as it provides 
continual information about the user's success i n learning through graded assignments or 
quizzes. 

Alternatively, the recommender system can disregard the user and make recommenda
tions only on the basis of recommended i tem attributes and similarity, this can be used 
for example to recommend study materials or academic texts. 
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Formally, the recommendation problem can be formulated as follows [1]: Let C be 
the set of a l l users of the system and let S be the set of a l l possible items that can be 
recommended, be it books, study activities or vacation places. Let u be a u t i l i ty function 
measuring the usefulness of i tem s to user c, i.e., u : C x S —> R, where R is a total ly 
ordered set. Then , for each user c G C , we want to choose such i tem s' £ S that maximizes 
the user's ut i l i ty. More formally: 

Vc £ C, s £ S s'c = arg max u(c, s) (2-1) 

2.1 Recommendation techniques 

A s there are many applications for recommender systems and different ones require different 
approaches, recommender systems vary. Generally, they can be classified into groups based 
on their approach to recommendation. Accord ing to [8], the categories are content-based 
filtering ( C B ) , collaborative filtering ( C F ) , matr ix / tensor factorization ( M T F ) or associa
t ion rules mining ( A R M ) . A few example recommender systems that use said techniques 
can be seen i n table 2.1. 

Recommender system Appl icat ion domain A p p r o a c h User type 
Smart trade exhibi t ion finder E-government C F , H y b r i d Business 
Group Lens E-resource C F Individual 
A C R News E-resource C B , clustering Individual 
If Web E-resource C B Individual 
G R e c _ O C E-group C F , C B Group 
CinemaScreen E-resource C F , C B Individual 
A H A ! E-learning A R M Individual 
E-learning recommender agent E-learning A R M Individual 

Table 2.1: Examples of recommender systems, their used approaches and user type [11] 

2.1.1 C o n t e n t - B a s e d F i l t e r i n g 

Content-Based recommender systems work by analyzing the items previously rated by the 
user to create a model or profile of said user based on the features of the rated items [10]. 
Th is profile then represents the user's tastes and preferences and is then used to recommend 
new items to the user. The profile is matched against the items and according to information 
in the profile, item's relevance to the user is determined. The higher the calculated relevance 
the better the recommendation. F r o m the calculated relevances, the top iV are selected and 
then presented to the user as recommendations. 

A n example would be a user, who gave high ratings to movies from a specific director and 
low ratings to romantic comedies. E a c h item's attributes would be compared to the user's 
preferences and relevance would be computed. For this user, the items wi th the highest 
relevance would be the films from the specific director that are not romantic comedies. 

This approach is beneficial in that it is transparent as i n it is clear how the recommen
dat ion was made according to the user profile's and item's attributes. Also , it is applicable 
in systems wi th few users as it relies solely on the specific user's preferences. There is also 
no problem wi th recommending items wi th few ratings, such as new items or relatively 
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unknown items because the recommendation is made based on the item's attributes, which 
are entered into the system along w i t h the i tem. 

The problems wi th this method are three-fold. The amount of attributes of items is 
l imi ted and a l l of them have to be specified either manual ly or automatically. Th is means 
that not every i tem w i l l have a l l the attributes to discern whether or not the user w i l l like 
or dislike i t . For a fi lm, the list of a l l actors, director and writers, along wi th the fi lm genre 
is needed to make a perfect recommendation. Sometimes a l l that information may not be 
present i n the system. The next problem is that the nature of items recommended to the 
user is based solely on his rat ing history, so the user w i l l always be recommended items 
wi th the same or very similar attributes. B u t there may be items slightly different from 
the preferred items that the user might enjoy. Recommender system using only content-
based approach w i l l not be able to recommend those. The biggest problem of the approach 
is the new user problem. W h e n the user first joins the system, his profile is without any 
information on his preferences so the recommendations cannot be made. The user must first 
rate some items for the recommender to function. The workaround some systems use is that 
after user joins the system, it asks h i m to rate few random items w i t h different attributes. 
Then the system has some reference data and can base the early recommendations on those 
and then bu i ld the user's profile as he rates more and more items. 

The architecture of such recommender system can be seen i n figure 2.1. 

Figure 2.1: H i g h level architecture of a Content-based Recommender [10] 

2.1.2 C o l l a b o r a t i v e F i l t e r i n g 

Collaborat ive filtering, unlike content-based filtering, tries to predict the u t i l i ty of an i tem 
to a user based on the items previously rated by other users [1], example of rat ing matr ix 
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from a movie recommendation site can be seen i n table 2.2. Th is approach finds the users 
similar to the user who is being recommended to. Th is is done by evaluating each user's 
rat ing history and finding users wi th similar tastes and marking them as peers. These 
systems can also use stereotypes to deem users peers, such as location, age, gender, etc. 
For each user's peer a s imilar i ty function determines how similar the two users are. Th is is 
used as weight in the calculations to enable more similar users to be used as more relevant 
factor than users wi th lower s imilar i ty score who could also be peers. 

K - P A X Life of B r i a n Memento Notorious 
Al i ce 4 3 2 4 
B o b N A 4 5 5 

C i n d y 2 2 4 N A 
D a v i d 3 N A 5 2 

Table 2.2: A fragment of a rat ing mat r ix [1], numbers determine score by a corresponding 
person for a movie 

This allows the system to recommend a wider spectrum of items to a user and solves the 
narrowness problem i n content-based recommender systems. The system can recommend 
items that the user might not think that they w i l l enjoy, because it may be a f i lm outside 
their usually preferred genre for instance, but can enjoy because people of s imilar taste 
liked it. 

Collaborat ive filtering carries it 's own problems though. There is a problem w i t h the 
fact that different users may use the scale differently. For instance wi th a scale from one 
to five (five being best), one user might consider movies rated as three not enjoyable, while 
other users might th ink of a three rat ing as average but not bad. Recommender systems t ry 
to solve this problem by using the deviations from the average rat ing of the corresponding 
user instead of raw ratings. Example being a user who almost never uses rat ing of five 
and considers three a slightly above average score. His three star rat ing could then be 
interpreted as another user's four star rating. 

Another problem is the new i tem problem. W i t h collaborative recommender systems, 
newly added items are hard to recommend, as they rely solely on ratings, which are nul l 
for the new i tem. Th i s is usually solved by introducing content-based approaches into the 
collaborative ones. This approach solves bo th the narrowness problem of content-based 
approach and new i tem problem of collaborative filtering. These systems are considered 
hybr id systems. A problem that stays even i n hybr id systems is the new user problem. For 
a new user, peers cannot be determined and he does not have a profile yet, so recommending 
is difficult. Th is is again par t ia l ly solved by asking new users to provide examples of their 
taste and basing the peers and profile on that. 

2.1.3 M a t r i x / T e n s o r F a c t o r i z a t i o n Techniques 

M a t r i x or tensor factorization techniques are used pr imar i ly for predict ing student perfor
mance. In student performance prediction, there are two crucial aspects, as stated by [8], 
which are: 

1. P robabi l i ty of student, who does not possess the knowledge to solve a problem, 
to guess the correct solution (guess factor) and the probabil i ty of a student, who 
knows how to solve the problem, to make a mistake (slip factor). 
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2. Improvement of subject knowledge over time, e.g. the more the student repeats the 
task, the better he performs on average. 

Tensor and mat r ix factorization techniques are appropriate here, because they impl ic i t ly 
take the guess and slip factors into consideration and are suitable for solving the t ime aspect 
problem. 

M a t r i x factorization is a task of approximat ing a mat r ix X by the product of two smaller 
matrices W and H , i.e. X ~ WHT. In the recommender system context, the X mat r ix 
is the par t ia l ly observed ratings matr ix - here, ratings represent i f the problem has been 
solved, e.g. 0 - not solved, 1 - solved. The W £ R U x K is a matr ix where each row u 
is a vector containing K latent factors describing the user u and H £ R I x K is a mat r ix 
where each row i is a vector containing K factors describing the i tem i. Let wuk and 
be the elements of W and H, respectively, then the rat ing given by a user u to an i tem i 
is predicted by: 

K 

rui = Y, w u k h i k = (WHT)uA (2.2) 
fc=i 

W and H are the model parameters that can be learned by opt imiz ing the objective 
function given a cri terion such as root mean squared error [8]. 

The slip and guess factors can be encoded wi th in the matr ix factorization by using 
the biased mat r ix factorization model . Th is uses user and i tem bias, respectively, the 
student and solving-step biases. Student bias models how likely is the student to success 
in a task and solving-step bias models how likely is the step to be performed successfully -
it 's difficulty. Th is modified predict ion function is as follows: 

K 

ru% = H + K + bi + ^ Wukhik, (2.3) 

fc=i 

fi, bu and bi meaning global average, user bias and i tem bias, respectively. 
To further expand the factorization, temporal effect can be taken into account. W i t h 

taking t ime into account as another dimension of the tensor, we get these equations: 

K 

r u i = H + bu + h + ^2 Wukhik^Tk, (2.4) 

fc=i 

^ J2(T ~ Tmax + 1) * qtk ,„ pr\ 
*Tfc = Tf, 1 (2-5) 

-L max 

where is a latent factor vector representing the time, and Tmax is the number of solving 
steps int the history that we want to go back. There are further modifications of this model, 
factoring in for example the fact that students forget information in time. 

The problems wi th the tensor /matr ix factorization approach, as stated in [18] are mostly 
performance based. Comput ing recommendations using this technique can be t ime and 
memory consuming when done over a large data sets. 

2.1.4 A s s o c i a t i o n Ru le s M i n i n g 

Recommender systems use association rules min ing techniques to, as the name implies, find 
association rules among the recommended items. These rules represent correlation between 
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the items i n a database [8]. The rules consist of an antecedent (left side) and consequent 
(right side) and the intersection between the two must be empty. A n association rule 
is defined as such: 

where X,Y C. I and / is a set of database items and X, Y are sets of items, sometimes 
called itemsets. 

Prac t ica l example of an association rule could be a rule from the electronics e-shop 
domain: 

This rule would mean, that when phones and U S B cables are bought together, they tend 
to also buy a powerbank. 

Usually, the association min ing algorithms require the user to set at least two thresholds, 
one for m i n i m u m support, the other for m i n i m u m confidence [8]. Support in the context 
of association rules mining is defined as an indicat ion of how often does an itemset appear 
in the dataset. The confidence is then defined as a probabil i ty of how often is the rule 
satisfied, using the example rule above, confidence would be a measure of how often people 
who bought phone and U S B cable also bought a powerbank. 

The rules can be valuable in finding interesting or unexpected patterns i n user behavior 
that could be of use i n the recommendation process. In the context of e-learning recom-
mender systems, these rules could provide valuable information about the ways students 
find information. The disadvantage of using this approach is that there is usually an over
whelming amount of rules found, and they are not guaranteed to be relevant. 

2.2 Using ontologies to provide contextual information 

In the area of e-learning recommendation systems, context is a very valuable and necessary 
information. It is important to know what the student is currently s tudying or interested 
in and recommend appropriate materials from that specific field. Th is also allows the use of 
content-based filtering i n the context of e-learning since the topic of a material can be used 
as i tem attribute and then materials of s imilar attributes can be recommended. Ontologies 
help wi th this problem. D o m a i n ontology can be considered as a set of logical axioms 
designed to account for the intended meaning of a vocabulary [7]. Informally it can be 
described as a „vocabu la ry" providing definitions of terms of a selected domain. These 
domains can be for example physics, chemistry or machine learning. 

In the area of e-learning recommender systems, ontologies provide a way to incorporate 
content-based and collaborative techniques into the systems, as they are a sufficient way 
of categorizing study materials. We can set attributes or tags of a specific document w i th 
the use of ontology classification and then work wi th it using standard content-based or 
collaborative techniques. 

(2.6) 

{powerbank} (2.7) 
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Chapter 3 

Open University Analyse Project 

3.1 Open University study plan 

Educat ion in Open Universi ty takes form of offered courses taught v ia distant learning. 
The ind iv idua l course runs are called presentations and most courses have two presentations 
per year. Presentations are divided into blocks taught over the course of several weeks. 
Blocks are further divided into parts which can be taught one part per week or multiple 
parts per week depending on the course. Variant of a course study plan is visualized in 
figure 3.1. 

Study plan 

Week 1 Week 2 Week 3 W e e k N 

Block 1 Block 2 TMA01 Block N 

Part 1 Part 2 Part 3 Part 4 Part 1 Part 2 Part 3 Part 4 Question 1 Question 2 Question 3 

Section 1 Section 2 Section 3 Section 4 

Section 1.1 Section 1.2 Section 1.1 Section 1.2 

Figure 3.1: Visual isa t ion of the study plan arrangement 

The students are assigned tutors, members of the faculty, who are supposed to help 
them and guide them during their studies as well as evaluate them. Student evaluation is 
done mainly v i a Tutor Marked Assignments ( T M A ) which can be thought of as marked 
homework. Study materials are usually available through the V i r t u a l Learning Environment 
and consist of text materials, media, quizzes or experiments. Students are classified into 
three groups, based on their average scores of a l l T M A s as such: 

1. Excellent, w i th T M A scores over 75%, wi th the exception of students w i t h T M A 
scores over 95% - those are considered either of genius level intellect or cheaters. 

2. Pass, w i th T M A scores between 40% and 75%. 
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3. Fail , w i th T M A scores under 40%. 

3.2 Vi r tua l Learning Environment 

The V i r t u a l Learning E n v i r o n m e n t ( V L E ) is an university information system, which con
tains interface for courses. A l l of the course's materials can be accessed through the V L E , 
along wi th experiments, quizzes, assignments or opt ional study material . It also contains 
course forums, which are moderated by course tutors and is meant to be a place, where 
students can ask questions about specific materials or assignments. 

It allows for t racking of user activity, which is used for the purpose of the Open U n i 
versity Analyse Recommender. The recommender system this work is about uses textual 
study materials from the V L E for recommendation. 

3.3 Open University Recommender system 

The Open Univers i ty Analyse Recommender can be categorized, using categories as defined 
in [8], as one using Collaborat ive filtering and Associat ion rules to recommend study ma
terials, relevant to passing the selected course. It uses legacy data gathered from the V L E 
in the previous presentations for recommendation. 

Currently, only clicks on study materials are tracked in the V L E . E a c h click has semantic 
label, called act ivi ty type, which identifies the interaction i n V L E it was generated from, 
be it forum, ou-content (text material) , resource, quiz or other. Ou-content represents key 
study materials, usually in the form of highly structured H T M L content, therefore it is 
easy to track user effort i n more detai l . A s for the other types of clicks, their relevance 
is not easy to estimate, mostly because resource type represents whole study texts i n pdf 
and quiz and forum relevance can be questionable. Effort, required for understanding of 
block topic, is measured i n terms of average number of clicks of passing students from the 
previous year. 

For the recommendation itself, there are two defined measures, Relevance of s tudy 
material and effort of the current student [17]. 

3.3.1 Re levance 

Relevance is defined as a normalized difference of the average cumulative students act ivi ty 
a, measured by the cumulative number of clicks on a specific study activity, between two 
consecutive weeks i-1 and i: 

where cp(i, a) is the number of clicks for the ac t iv i ty a i n week i, Y17=i cp(^ a ) ' Y17=i ci>(̂ > a ) 
are cumulative clicks from week 1 to week w and w-1, respectively. ^2i=i cp(i, a) is the 
cumulative sum of clicks through the whole course last year. 

• Relevance is always non-negative. 

• Sum of the Relevance of an act ivi ty over a l l weeks is 1. 

• Relevance of an act ivi ty for a given week is the same for every student. 
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3.3.2 Effort 

Effort measures the act ivi ty of a student in V L E and serves as an approximat ion of the stu
dent's progress for given act iv i ty and is defined as such: 

D i l i cc(i, «) - E r = i 1 cdh a) 
E(w, a) = ^=1^Xn ! . (3-2) 

where cc(i,a) is the number of clicks for the act ivi ty a in week i from the current stu
dent, Cp(i,a) is the number of clicks for the act iv i ty a i n week i from the previous year, 
Y17=i cc(ha)i Y17=i cc{ha) a r e cumulative clicks from week 1 to week w and w-1, respec
tively, from the current student. X ^ i ^ i cp{h a) is t n e cumulative sum of clicks through the 
whole course last year. 

• Effort is calculated for each student. 

• Average Effort is measured as an average of Effort of a l l students. 

3.3.3 Recommendation 

A s a result, Importance of act ivi ty a in week w is defined as: 

I(w,a) = R(w - l,a) - E(w - l,a), (3.3) 

where R{w — 1, a) is the Relevance of given act ivi ty in a previous week and E{w — 1, a) is 
the Effort for the given act ivi ty i n the previous week. 

The Effort and Relevance for an act iv i ty should be similar. If the Relevance of an act iv i ty 
is higher than the Effort of the student for the act ivi ty the system recommends the student 
to focus on the activity. 

3.3.4 Crit ical Recommendation 

Critical Recommendations identify the most important study materials for passing the 
next Tutor -Marked Assignment ( T M A ) . They recommend to the student the bare m i n i m u m 
necessary study materials for h i m to pass the T M A . Critical Recommendations are evaluated 
using the difference between activities of students in the passed group and the students in 
the fail group from the last year's course. 

3.4 Possible Modifications to Relevance and Effort Compu
tation 

The m a i n problem of the current implementat ion of OURecommender is the fact that it 
does not take activities of type resource into consideration when calculat ing relevance. The 
reason for this is that they usually represent long texts i n pdf format, so their relevance 
cannot be measured i n terms of clicks. There needs to be another way of calculating 
relevance and effort for use wi th these pdf files. 

3.4.1 Using Time for Calculating Relevance and Effort 

Since clicks are not an usable metric for determining relevance of long texts a different one 
must be used. One possibil i ty is to use t ime that the student spent on the text to determine 
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the relevance. Let ' s consider tp(i,a) as the collective t ime spent on act ivi ty a i n week i 
and tc(i, a) as t ime spent on act iv i ty a in week i by the current user. Th is would allow for 
modifying the relevance equation 3.1 as such: 

H{w,a)- N — , {6 A) 

and the effort equation 3.2 as such: 

E(W, a) = ^ ^ 0 J - ^ l t c ( i ' 0 ) , (3.5) 

These modified equations s t i l l retain a l l properties of their non-modified versions and 
allow for calculat ing the relevance and effort i n the context of resource type activities. 

Calcula t ing the t ime spent w i l l not be as easy as summing the t ime though. The system 
must take into consideration characteristics of the specific student. Th is is because the time 
spent to reach the same results can differ between students significantly. Some students can 
be fast learners, while others may need to read the text several t ime to fully understand 
it. Research would be needed to properly consider the relevance of the difference between 
students i n the context of V L E study materials for relevance and effort calculation. 

3.4.2 Using Student Forum Activity for Effort Computation 

The student effort calculation could be enhanced by tracking what each student talks about 
on the course forums. These forums are a place for students to discuss and ask questions 
about course and are moderated by the tutors themselves. A n attempt to find what mate
rials are talked about by the students using document s imilar i ty computat ion as discussed 
below was made. However since the forums are often too heavily moderated and threads can 
often only be started by tutors, the amount of student discussion is m in ima l and the only 
interactions are between a student and tutor i n the form of simple questions and answers. 
This does not provide enough information to a id i n computing either student effort or rel
evance of discussed material . S t i l l , the forums could prove useful for the recommendation 
process i n the future if fit t ing method of information min ing can be implemented. 

3.4.3 Linking Study Texts Together 

This modification would a i m to improve the user experience by l ink ing study materials 
together. The goal is to allow students to easily find information about terms used i n specific 
study text and provide l ink to other study materials explaining the text. For example, i f 
a student reads a text about machine learning and the text uses certain term, say, naive 
bayes classifier and does not expl ici t ly explain it 's meaning, the system can provide l ink to 
another study text that explains it. 

This could be done by bui lding domain ontologies for taught disciplines which could then 
be represented as a tree, that would allow for searching the proper documents explaining 
a specific term. [19] proposes such a tree. Let R be the root of the domain tree and node 
Ci the representation of a concept under R, then: 

R = Uti, (3.6) 

where n is the number of concepts i n the domain. E a c h of the concepts Ci consists either 
of sub-concepts, which can be children or leaves representing the actual study material . 
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Chapter 4 

Document Vectorization Methods 

The developed recommender system relies on document s imilar i ty measures to recommend 
study materials. Th i s process requires the documents to be represented i n vector space, 
for which many methods already exist, most notably, Term Frequency - Inverse Document 
F requency(TF- IDF) . F ive different methods of document representation were compared in 
the process of developing this recommender - T F - I D F , Latent Semantic A n a l y s i s ( L S A ) , 
Latent Dirichlet A l l o c a t i o n ( L D A ) , O k a p i B M 2 5 and pre-trained W o r d Embedd ing vectors. 
Simi lar i ty between two documents was them computed using cosine similarity. 

L S A and L D A were only used for reference as they are both widely used for semantical 
categorization of large texts and w i l l only be touched upon briefly. 

For the purpose of this work, G e n s i m 1 implementat ion of L S A , L D A and B M 2 5 models 
and s imilar i ty computat ion was used. 

4.1 Term Frequency - Inverse Document Frequency 

T F - I D F is a term weighting scheme that assigns weight to the term based on frequency of 
a term i n specific document and its inverse frequency in the whole corpus of documents. 
The motivat ion behind this process is that the more the term occurs i n text, the more 
integral it is to the text's meaning. The I D F then assures that the terms wi th high frequency 
actually convey meaning and are not just common language constructs such as and, i t , then, 
etc. General ly if there is a high frequency of a word that is uncommon for the language in 
the text, then that word is integral to the meaning of the text as a whole. 

Formally, let tf(i,j) be the frequency of a word Wi in document dj and df{i) be the docu
ment frequency of word Wi. N, being the to ta l number of documents, the inverse document 
frequency is defined as: 

idf(i) = log2(N/df(i)), (4.1) 

finally, Tf - idf is defined as: 
tfidf(i,j)=tf(i,j)-idf(i) (4.2) 

There are some variations of Tf - idf where the t f and idf components are normalized to 
reduce the influence of document size [2]. 

To represent a document as a vector using T F - I D F , the T F - I D F weight is computed for 
every token in the document and the document's vector is then a vector of a l l the T F - I D F 
weights. To compute s imilar i ty of two documents using these vectors and cosine similarity, 

1Gensim python library: https://radimrehurek.com/gensim 

15 

https://radimrehurek.com/gensim


the vectors have to have the same number of dimensions. For this purpose a dict ionary of 
al l terms i n corpus is buil t and the document vectors contain T F - I D F values of a l l terms 
in the corpus dict ionary whether or not the term itself is present i n a given document. 

4.2 Latent Semantic Analysis 

Latent Semantic Analys is ( L S A ) operates on the premise, that the contexts i n which a given 
term appears or doesn't appear provides a set of constraints that determine the semantical 
s imilar i ty of words to each other. After processing a text corpus, L S A represents its terms 
or sets of terms as points i n a very high dimensional semantic space [6]. Th is resulting 
matr ix can be reduced using singular value decomposition. 

4.3 Latent Dirichlet Allocation 

Latent Dir ichlet al location ( L D A ) is a generative probabil ist ic model of a corpus. The basic 
idea is that documents are represented as random mixtures over latent topics, where each 
topic is characterized by a dis t r ibut ion over words [3]. The resulting matr ix is consistent 
of topics instead of terms unlike wi th other methods. 

4.4 Okapi B M 2 5 

B M 2 5 is a term weighting scheme expanding on the T F - I D F scheme. It uses a parametrized 
tf component tf* depending on parameters k and b w i th default values of k = 1.75 and 
b = 0.75 which were settled on after a long process of academic i teration [2]. Formally, tf* 
is defined as such: 

V * = • (4-3) 

where DL is the document length and AVDL is the average document length in the 
corpus. F ina l ly , BM25 is defined as such: 

BM25 = tf* • idf, (4.4) 

where idf is inverse document frequency as defined in 4.1 

This modification to the standard T F - I D F formula helps alleviate the problem of eval
uating corpora wi th large variance of length of texts between documents. 

4.5 Word Embedding 

W o r d Embedding is a name for a mult i tude of methods of representing terms as vectors 
of real numbers. Generally, these vectors are computed using deep learning approaches by 
analyzing contexts i n which the terms are used. The vector values represent relationship 
to other vector-represented terms i n the same vector space and as such convey no meaning 
on their own. 

W o r d Embedd ing vectors are available in the form of pre-trained models, which are 
often trained on colossal amount of text data, often on wikipedia dumps or Google News 
data. Usage of these pre-trained vectors alleviates the need for t ra ining a model for each 
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applicat ion. These pre-trained models often yie ld better results that models trained on 
in-house data s imply because of the sheer amount of text they are trained on which allows 
them to represent term meaning more precisely. 

A very well known example of a word embedding model is Word2Vec. It is a method of 
computing vector representations of words introduced by a team of researchers at Google. 
Currently, Word2Vec is widely used and is regarded as the state-of-the-art i n word embed
ding. However, there are newer methods for word embedding computation, which c la im 
better results, which is why the author decided to not use the Word2Vec model and explore 
the alternatives. 

For the purpose of this work, following pre-trained W o r d Embedd ing models were used: 

1. Stanford G l o V e W i k i p e d i a 2014 + Gigaword 5 2 

2. Stanford G l o V e C o m m o n C r a w l 840B 

3. ConceptNet Numberba tch 3 

2Stanford GloVe: https://nlp.stanford.edu/projects/glove 
3ConceptNet Numberbatch: https: //github.com/commonsense/conceptnet-numberbatch 
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Chapter 5 

Fulltext Recommender 

The Open Univers i ty Analyse Ful l text Recommender is a system for recommending text 
study materials to students of Open University, M i l t o n Keynes. Th is system's pr imary use 
is to find the most suitable study materials that w i l l help students to complete course's 
Tutor Marked Assignments ( T M A ) . The system operates on the idea, that the documents 
which are semantically s imilar to a T M A question w i l l be dealing wi th the same problem 
as the question itself and hence can yield the solution to i t . These closest documents are 
recommended to the querying user. 

The developed recommender is user-agnostic, it only uses the relationships between the 
recommended items for the recommendation process. The reason for this design decision 
is that there is already a recommender system online at the Open Univers i ty that uses 
student act ivi ty and demographic data. A s the original system aims at underperforming 
students to help them pass the course, this one is designed to be a general study aid 
for a l l the students or a tool for tutors to reflect on their T M A and see, for example, i f 
the information they demand from students is actually readily available in their course 
materials or not. The recommender interface w i l l be available to students and staff v ia the 
Open Univers i ty Analyse Dashboard, where they can query for recommendation for any 
prepared course T M A . 

It only works wi th text data that is available to student v i a the V i r t u a l Learning E n 
vironment ( V L E ) - an information system containing study texts, forums, assignments, 
quizzes, etc. The material type this work is concerned wi th is called oucontent and is avail
able i n the database i n the form of highly structured X H T M L pages. The T M A s are also 
available i n the V L E as oucontent, which allows the recommender to treat them the same 
as the actual study texts when it comes to document s imilar i ty computation. 

The recommender also allows users to find s imilar documents to ones they provide, 
be they a document from an O U course they found interesting or an external document 
provided in text form for which they want to find any other materials available i n the course 
that handles this given problematic. 

The recommendation process consists of preparation of course materials, bui ld ing a ma
t r ix of cosine similarities between a l l of the course materials, which allows the user to request 
recommendation for a part icular course T M A . A l l of these steps w i l l be detailed below. 
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5.1 Study Material Preprocessing 

The study materials i n question are available to students i n the V L E as X H T M L pages. 
A s these pages are not available in the database i n plaintext form, they first need to be 
stripped of a l l X H T M L tags, which was done mainly using Python ' s BeatifulSoup l i b r a ry 1 . 
The few nonstandart tags and embedded pieces of code i n these pages were str ipped using 
regular expressions. 

After converting a l l of the course pages to plaintext, they had to be split into singular 
terms (tokens) through tokenization. There are mult iple approaches to tokenizing texts for 
s imilar i ty computat ion and there is some debate on which approach has the best results. 
Tokenization can be simple, when the text is s imply split on spaces or more complex forms 
of tokenization which take into account hyphenation, mul t i -word terms, etc. For this work, 
the N L T K word_tokenizer 2 was used, which splits text on any non-period punctuation. 
This resulting list of tokens was then str ipped of inflections using the N L T K wordNetLem-
mat izer 3 , which uses the online lexical database for english WordNet to find the base form 
of a l l terms. 

The lemmatized terms are sufficient for document s imilar i ty computat ion using T F -
I D F . For the purpose of s imilar i ty computat ion wi th word embedding, the word vectors 
of a l l the prepared terms are saved. The pre-trained word embedding models consist of 
a vocabulary, mapping terms to their vector representation. Us ing this vocabulary, the 
document's terms are mapped to vectors, from which a vector representing the document 
as a whole is computed using their mean. Using an aggregation function on document's 
word vectors to create a vector representation of a document is a technique commonly used 
for representation of smal l texts, such as short abstracts or tweets, ex. [4], but it can work 
even for larger texts, albeit not as effectively as some more complicated methods, such as 
Word Movers Distance [9] The reason for choosing the vector aggregation approach was that 
it is a much simpler to implement and, while not as sophisticated as some other methods, 
the results are s t i l l sufficient for the purpose of recommending study materials i n the scope 
of a single course. Ar i t hme t i ca l mean was used as a vector aggregation method. 

The course mater ial data is saved i n a Da taFrame 4 , which is then saved to database in 
a binary format. 

5.2 Similarity Matrices 

The system uses precomputed document similarities for recommendation purposes. These 
similarities are stored in the form of binary files containing document s imilar i ty matrices. 
These matrices contain document s imilar i ty scores between each and every text material 
in the form of cosine s imilar i ty of the two documents. The cosine s imilar i ty is a measure 
calculating the cosine of the angle between two vectors. In the context of word vectors 
this represents overlap between the features of the two word vectors and as such, cosine 
similar i ty is widely used for this purpose. Since the documents here are represented in the 
same format as the words, we can treat them as such and use the cosine s imilar i ty without 
the need to modify the method. 

1BeatifulSoup: https: //www. crummy, com/ software/Beaut i f ulSoup/ 
2 N L T K tokenizer: http://www.nltk.org/api/nltk.tokenize.html 
3 N L T K lemmatizer: http://www.nltk.org/_modules/nltk/stem/wordnet.html 
4 A tabular data structure from the Pandas library: https://pandas.pydata.org/pandas-docs/stable/ 

generated/pandas.DataFrame.html 
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Cosine s imilar i ty is derived from the Euc l id i an dot product formula and represented as 
such: 

cos(9) (5.1) 

This measure represents the s imilar i ty score between material 1, represented by vector A, 
and mater ial 2, represented by vector B. Higher the score, more similar the materials. 
A slice of a s imilar i ty score matr ix can be seen i n figure 5.1 

S l l l - S l l l - S i l l -
2017J|W1&|1179344:20144650:2.2|TMA 

03/Quesrion 1 (<i?20 marks<;h">) 
2017J|Wlfj|1179344:20144661:2.3|TMA 

03JQuestion 2 [̂ i?20 marks<;;i>] 
2017 J | Wlfj|1179344:20144662:2.4|TMA 

03/Question 3 marks</i>) 

Slll-2017J|W12|1170045:18226972:6.1|Topic5: 
Pan 2 Reactivity of metalsf2.5.1 Displacement 0.821262 0.613466 0.428014 

reactions 

Slll-2017J|W2|1169998:18226490:l|Topic 1: Part 
1 What is water?/lntroduction 

0.760114 0.656222 0.494077 

Slll-2017J|W2|1169998:18226497:4|Topic 1: Part 
1 What is iwater?fl.3 Chemical symbols 0.757986 0.643725 0.510478 

S l l 1-2017J|W12| 1170045:18226974:8[Topic 5: 
Part 2 Reactivity of metalsi2.7 Practical 2 The ice- 0.752159 0.628721 0.441493 

tray battery 

Slll-2017J|W12|1170045:18226966:3.2[Topic5: 
Part 2 Reactivity of metalsl2.2.2 Alkali metals in 0.749872 0.478567 0.350970 

Figure 5.1: A slice of course s imilar i ty matr ix 

5.3 System Interface and Recommendation 

The recommender system was designed to handle two types of tasks. Firs t ly , it should 
be able to preprocess textual materials for any given course and compute s imilar i ty score 
matr ix for this course. Th is type of task was named long running tasks. The other type of 
task is the recommendation itself, which is done on the basis of a user's query. For both 
of these types of tasks, a separate interface was implemented to fit to the use case. The 
specifications and documentation of the two interfaces can be found at ?? 

5.3.1 L o n g R u n n i n g Tasks 

The long running tasks interface design had to take into account the fact, that it requires a 
large amount of t ime to complete the task, reason being the large corpora of texts that had 
to be processed and prepared for recommendation. A n interface using message queues was 
used, precisely, a RabbitMQ5 was implemented to handle the requests for course preparation. 
This message queue interface works by having a task worker running on the server that acts 
as a queue listener and processes a l l the requests that has been sent by the user from the 
O U A Dashboard. This allows any user w i th sufficient privileges to request preprocessing 
and mat r ix bui ld ing for any number of courses. The worker prepares each requested course 
and logs the result to the O U database. A simple diagram of this process can be seen in 
figure 5.2. 

This preparatory step must be done before any recommendation can proceed, as the 
recommendation works only wi th saved course files i n binary format and does not commu
nicate w i th the database itself. 

5Rabbit Message Queue: https://www.rabbitmq.com 
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Figure 5.2: A long running task processing diagram 

5.3.2 Recommendation 

This system provides two basic types of recommendations. The first and the pr imary type 
is recommending study materials which are supposed to yield answers to or help wi th 
completing a given T M A . This process requires user to specify which of the course's T M A s 
should the recommendation be made for. E i ther a recommendation for a l l questions of 
a T M A can be made, or a single question can be specified, should the user request it 
and the T M A questions be present as separate pages i n the V L E . The user can further 
specify the number of text materials to be recommended to h i m for every single T M A 
question. After the request is made, the system extracts a slice of the course's s imilar i ty 
matr ix containing the specified T M A and presents the requested number of closest V L E 
text materials to the user. 

21 



The other type of recommendation, provided to the user by the system, is finding 
closest course materials to a material provided by student. Th is material can either be a 
V L E mater ial from the course or an external mater ial i n text format. This allows the user 
to easily find any similar materials to ones he may be interested in . If the user uses a V L E 
material as a query, only materials from the same course can be recommended and the 
system uses mat r ix sl icing as w i th the T M A recommendation. B u t when the user requests 
recommendation for an external document, he can choose a course from which the closest 
materials can be extracted. W h e n a course is chosen a smal l temporary s imilar i ty matr ix 
is buil t w i th s imilar i ty scores between a l l the course materials and the query document. 
Requested number of materials is then chosen from this mat r ix and presented as w i th 
T M A recommendation. 

For the purpose of this recommender a simple R E S T f u l A P i was devised, which is 
accessible through the O U A Dashboard. A simple diagram of this process can be seen in 
figure 5.3. 

Precompiled 
similarity 
matrices 

Preprocessed 
course 

material 

P r e p r o c e s s e o ' 

mater ia l s 

Material 
Selection T e m p o r a r y 

mater ie l s imi la r i ty 

matr ix 

( F o r r e q u e s t B) 

Similarity with 
External 

Document 
Computation 

R e q u e s t B 

+ 

D o c u m e n t 

Recommender interface 

T M A R e c o m m e n d a t i o n 

R e q u e s t 

or 

C o u r s e Mater ia l 

R e c o m m e n d a t i o n R e q u e s t 

( R e q u e s t A) 
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E x t e r n a l D o c u m e n t 
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[ R e q u e s t B ] 

Figure 5.3: A recommendation query processing diagram 
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Chapter 6 

Evaluation 

This recommender system was evaluated offline by measuring it 's performance on one se
lected course using metrics which w i l l be specified further. 

The system was evaluated using O U course S111-2017J, which is a beginner science 
course. Th is specific course has separate V L E pages for each T M A question, which allows 
the system to make recommendations for each question separately. E a c h of this course's 
T M A questions also contains a list of text materials that w i l l help solve the question, which 
was used as the materials this system should recommend for the questions. This detailed 
tutor-prepared material recommendation list is only found i n this course, which is why it 
was chosen for evaluation. 

This evaluation determines i f the document s imilar i ty approach to recommendation 
produces expected and usable results. This evaluation compares T F - I D F , B M 2 5 , W o r d 
Embedding, L S A and L D A methods for measuring document s imilar i ty and scores their 
performance i n the recommendation for this course. 

6.1 Evaluation Metrics 

For the purpose of determining if the recommendation made is actually useful, precision, 
recall and F Measure metrics were used [12]. Relevant documents in the following defini
tions are the materials recommended by the tutors and retrieved documents are documents 
recommended by the system. 

Precision is the fraction of documents that are relevant. Formal ly: 

^(Relevant documents retrieved) 
Precision = —— (6.1) 

(Documents retrieved) 

Recall is the fraction of relevant documents that are retrieved. Formal ly: 

_, ,, ^(Relevant documents retrieved) 
Recall = 777m ; s (6-2) 

jf(Relevant documents) 
F Measure is the weighted harmonic mean of precision and recall. Formal ly: 

„ , , „ Presicion * Recall ,„ „ . 
F Measure = 2* — (6.3) 

Precision + Recall 

A s addi t ional measures for evaluating the methods used for document s imilar i ty com
putation, Mean Rank and Median Rank were used. 
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M e a n R a n k is defined as a mean of Relevant document positions in T M A question 
similar i ty matrices and Median Rank is the median of these positions. Formal ly: 

Mean Rank = , (6.4) 
n 

where Dposi is the row number of Relevant document i n an ordered question s imilar i ty 
matr ix and n is the number of Relevant documents across a l l T M A questions of a course. 

6.2 Evaluation Process 

The evaluation consisted of recommending the same number of text materials as were 
recommended by the tutor. This specific course has 6 T M A s wi th 5 questions each, fifth of 
which always requires student to reflect on his studies and his progress i n the course. For 
that reason, only the first four questions of each T M A were taken into account i f they had 
the tutor-recommendations. 

Each recommendation was scored using precision, recall, F Measure, Mean Rank, Median 
Rank. A mean of the scores over the course was used to evaluate each method of s imilar i ty 
computat ion i n regard of its v iabi l i ty for recommendation. 

6.3 Evaluation Results 

This section contains evaluation results for a l l methods listed. O n l y means of scores are 
listed here, for the full evaluation result tables for each method, see appendix A . 

A visualizat ion of the results of rank evaluation can be seen i n figure 6.1. 

G l c V e C o m m o n C r a w l 

G l o V e W i k i p e d i a + G i g a w o r d 

M u m b e r b a t c h 

L;A 
LSfl 

BM25 

"IF-IDF 

-e B— 
-e o 

-e o 

— I — O O IS> 

Figure 6.1: A boxplot of tutor-recommended mater ial positions in the respective s imilar i ty 
matr ix for each method 

6.3.1 T F - I D F 

The T F - I D F method, even though it is the simplest method of the ones used, ended up wi th 
the second best results. This could be at t r ibuted to the features of the T M A questions. A s 
they are very information dense short texts w i th l i t t le to no off-topic terms they are ideal 
for T F - I D F . There is an important th ing to consider when looking at the results though. 
One of the reasons T F - I D F scored so well on this evaluation may be because this course's 
T M A s use the same terms when asking the questions as are used i n the materials answering 
them. However this is seldom the CctS6, ctS few tutors let the author know when asked about 
this. In some cases, the tutors expl ici t ly t ry to use different terminology for T M A s than 
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M e a n Score 
Precision 0.31 

Recall 0.62 
F Measure 0.38 

M e a n R a n k 9.36 
M e d i a n R a n k 3.0 

Table 6.1: T F - I D F evaluation using mean scores 

for other course materials. Th is could mean that this k ind of result for T F - I D F could be 
an outlier so more experiments are required. 

Nonetheless, T F - I D F shows promise for this k ind of task. 

6.3.2 B M 2 5 

M e a n Score 
Precision 0.23 

Recall 0.54 
F Measure 0.31 

M e a n R a n k 44.16 
M e d i a n R a n k 15 

Table 6.2: B M 2 5 evaluation using mean scores 

Even though the method should be an improvement over the T F - I D F , since it aims to 
alleviate problems of varying text length i n corpus which this applicat ion suffers from, it 's 
results are significantly worse. B M 2 5 shows high variance i n the rank metric, so the results 
when using this method for recommending are unpredictable. Even manual examination of 
recommended materials showed that they are not very usable. 

6.3.3 Word Embedding 

M e a n Score 
Precision 0.25 

Recall 0.66 
F Measure 0.32 

M e a n R a n k 37.05 
M e d i a n R a n k 18 

Table 6.3: W o r d Embedd ing evaluation using mean scores 

W o r d embedding evaluation resulted i n average scores across a l l used metrics. However, 
upon manual inspection of the recommendations made, it was observed, that the method 
manages to identify subtler connections between texts. A m o n g the recommendations made, 
some advanced optional texts concerning the question's subject were found, which was not 
the case wi th the other methods. It also had better results for the T M A questions that 
concerned experiments, which other methods had problems wi th because of the different 
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form of text used. This implies that the method could be able to work around the problem 
of varying terminology throughout the course. 

A l l three of the evaluated word embedding models yielded the exact same scores. Th is 
shows that the used model does not change the result of recommendation i n a significant 
way. A s a l l of the models used were trained on very large amounts of data, this is to be 
expected. 

The W o r d Embedd ing method shows great promise i n the context of recommending 
study materials and wi th some modifications could prove to be very useful. 

6.3.4 L S A 

M e a n Score 
Precision 0.31 

Recall 0.74 
F Measure 0.39 

M e a n R a n k 27.54 
M e d i a n R a n k 11 

Table 6.4: L S A evaluation using mean scores 

L S A results were the overall best among the methods explored. This is not surprising, 
since it is a very refined method for calculat ing document similarities. There were no obvious 
problems wi th the method even when manual ly checking the results of recommendation. 
This method could to an extent identify subtler connections between texts using modified 
terminology, such as the experiment assignments, but those recommendations were not as 
precise as w i th word embedding. 

One problem of ths method is significant calculation length when using more precise 
settings for the method. This is however not a significant drawback since the matr ix 
computations are made i n advance anyway. 

6.3.5 L D A 

M e a n Score 
Precision 0.23 

Recall 0.48 
F Measure 0.27 

M e a n R a n k 122.18 
M e d i a n R a n k 22 

Table 6.5: L D A evaluation using mean scores 

The L D A scored lowest among the methods evaluated. These were the results obtained 
when generating 200 topics w i th 20 iterations, which should be enough to provide accurate 
results. The bad results could be explained by the nature of the questions, which, being 
only short texts could have yielded not precise enough topics, resulting in ambiguity. 
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6.4 Evaluation Conclusion 

The recommendations made by T F - I D F , L S A and W o r d Embedding were ranked best 
among the methods wi th the recommended materials being very accurate i n the most cases. 
W o r d embedding ranked lower than T F - I D F and L S A , but manual evaluation of the recom
mendations made by this method showed promise. Even though the tutor-recommended 
materials ranked slightly lower than wi th the previous two methods, the materials that 
ranked high often concerned the required problematic and yielded the solution to ques
tions provided. Another interesing result of word embedding is that it often recommended 
optional study materials that other methods d id not. W h i l e this behavior of the word 
embedding method could prove detrimental to recommending materials to help wi th T M A 
questions, as that requires the recommended materials to ideally not be of too advanced 
level, it could prove useful when making recommendations for closest materials to user-
supplied materials. 

For this reason, T F - I D F and W o r d Embedd ing were both deemed a viable methods of 
document s imilar i ty computat ion. Further experiments w i l l be done to better evaluate the 
two methods chosen. A s the precision and recall metrics are very l imi ted and evaluating 
a recommender system without users is not very precise, a further testing of the system on 
tutors is necessary, as the tutors are best suited to evaluate the quali ty of recommendations 
made for assignment they themselves devised. 

The results of offline evaluation however were promising and deemed satisfactory, which 
brings motivat ion to continue wi th this approach and hints that w i th further refining of 
the methods applied, using document similarities could prove viable for recommendation 
purposes. 
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Chapter 7 

Conclusion 

The purpose of this work was to design and implement a system or a module for an exist
ing system for recommending study materials to students at the Open University, M i l t o n 
Keynes as part of the project Open Univers i ty Analyse ( O U A ) . The author explored the 
most common types of recommender systems and their variations for use i n the field of 
education. The existing recommender system developed by O U A , using student act ivi ty 
metrics for the purpose of recommendation, was analysed, alternative metrics of student 
act ivi ty and modifications to existing metrics were explored. 

Author decided to design and implement a new recommender system instead of ex
panding on the existing one. This recommender system uses semantical s imilar i ty between 
textual s tudy materials to identify the most suitable study materials for completing the 
Tutor Marked Assignments ( T M A ) of any course. 

This was done by representing the textual materials, including T M A questions, i n vec
tor space and recommending the closest documents to user's query document - the T M A 
question. Techniques considered for the purpose of document vecotrization were Term Fre
quency - Inverse Document Frequency, O k a p i B M 2 5 , W o r d Embedding , Latent Semantic 
Analysis and Latent Dir ichlet Al loca t ion . These methods were evaluated using precision, 
recall and rank metrics, using one course which has tutor-recommended materials available 
for every question, which were used as relevant documents for the purpose of these metrics. 

The L S A , being a widely used method for computing document similarities, was used 
as a baseline. It had the best results i n the evaluation metrics of the methods. The method 
however lacked the more nuanced recommendations of the word embedding method. 

L D A was used to compare other methods to a topic model l ing one. It scored lowest 
in the evaluation. This could be caused by the nature of the T M A questions, them being 
rather short and often composed of a number of subquestions. Th is may have lead to L D A 
not being able to characterize the question wi th precise enough topics. 

B M 2 5 ended wi th sub-par results dur ing the evaluation. It showed very high variance 
between quali ty of recommendations made as was deemed not suitable for the purpose of 
this recommender system. 

T F - I D F method showed very good results i n the evaluation. This , however is at t r ibuted 
to the nature of T M A questions used i n the evaluation process. The questions used the 
same terminology as the text materials of the course, which does not happen very often, as 
some tutors informed the author. Some tutors expl ic i t ly t ry to use different terminology 
in their T M A s . T F - I D F w i l l be subject to more experiments to determine the impact of 
different terminology in T M A and in text materials. 
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The word embedding method yielded average results i n the evaluation metrics. This 
was offset however by manual investigation of recommended materials. These showed that 
word embedding is able to find subtler similarities i n documents, because it was able to find 
optional materials that concerned the subject of the question using different terminology. It 
also boasted better results than other methods when the T M A question was an experiment 
assignment. A l l this reveals word embedding as a promising method that could yield very 
precise results w i th further modifications, such as using weighted document vectors. 

The resulting recommender system shows promise w i t h its use of document s imilar i ty 
as a metric for recommendation as the evaluation results were satisfying and show that 
wi th modifications, this approach to recommending study materials could be used to great 
merit. 

Author ' s work also served as a basis for a research paper submitted to E C - T E L 1 which 
was rejected, but w i l l be corrected and submitted for the next conference. 

7.1 Possible Future Work 

A s the results of the evaluation were promising and the O U A has demonstrated interest 
i n continuing the development of this system, further evaluation is proposed. A s it is very 
difficult to evaluate a recommender system offline, an evaluation using the course tutors is 
planned to determine the actual usefulness of the system's recommendations. 

Further modifications to the recommender system could marginal ly improve the quali ty 
of provided recommendations. Mos t notably, the methods for measuring document s imi
lari ty could be more refined and other could be tested, for example W o r l d Movers Distance 
shows promise i n this area. Other modifications, like weighted document vectors or topic 
models could prove useful. 

Other attributes of the study materials could be considered. For example, the length of 
a document could be used to modify relevancy or use could be made of more mater ial meta
data, like i f the mater ial contains a video. Other types of V L E content may prove useful, 
quizzes, forums and experiments are currently not used by either of the O U recommenders. 

Another modification to the system could be cooperation w i t h the already live O U A 
recommender, which uses student act ivi ty for recommendation purposes. Using these two 
recommender systems together could yield interesting results, but there are problems re
garding different granularity of study materials and few other problems that would have to 
be resolved first. 

1European Conference on Technology Enhanced Learning: http://www.ec-tel.eu/ 
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Appendix A 

Evaluation Result Tables 

This appendix contains full result tables for recommender system offline evaluation. The 
tables contain precision, recall and F Measure scores for each T M A question evaluated. 
C o l u m n ^Recommendations contains the number of recommendations made by the system. 
The amount of recommended materials corresponds to the number of recommendations 
made by tutors for the same question. 

A . l Results 

^Recommendat ions Precision Recal l F Measure 
T M A 1 Question 1 2 0.0 0.0 0.0 

Question 2 5 0.4 0.4 0.4 
Question 3 2 0.4 1.0 0.57 
Question 4 1 0.0 0.0 0.0 

T M A 2 Question 1 1 0.2 1.0 0.33 
Question 2 3 0.2 0.33 0.25 
Question 3 2 0.0 0.0 0.0 

T M A 3 Question 1 4 0.4 0.75 0.52 
Question 2 5 0.2 0.2 0.2 
Question 3 2 0.0 0.0 0.0 

T M A 4 Question 1 1 0.2 1.0 0.33 
Question 3 3 0.4 0.67 0.5 
Question 4 1 0.0 0.0 0.0 

T M A 5 Question 1 2 0.2 0.5 0.29 
Question 2 8 0.4 0.25 0.31 
Question 3 6 0.4 0.33 0.36 
Question 4 3 0.0 0.0 0.0 

T M A 6 Question 1 1 0.2 1.0 0.33 
Question 2 2 0.0 0.0 0.0 
Question 3 3 0.4 0.67 0.5 

Table A . l : T F - I D F evaluation results 

32 



^Recommendat ions Precision Recal l F Measure 
T M A 1 Question 1 2 0.2 0.5 0.29 

Question 2 5 0.2 0.2 0.2 
Question 3 2 0.4 1.0 0.57 
Question 4 1 0.0 0.0 0.0 

T M A 2 Question 1 1 0.2 0.0 0.0 
Question 2 3 0.2 0.33 0.25 
Question 3 2 0.2 0.5 0.29 

T M A 3 Question 1 4 0.2 0.25 0.22 
Question 2 5 0.2 0.2 0.2 
Question 3 2 0.2 0.0 0.0 

T M A 4 Question 1 1 0.4 1.0 0.33 
Question 3 3 0.2 0.67 0.5 
Question 4 1 0.0 1.0 0.33 

T M A 5 Question 1 2 0.2 0.0 0.0 
Question 2 8 0.4 0.0 0.0 
Question 3 6 0.4 0.0 0.0 
Question 4 3 0.0 0.0 0.0 

T M A 6 Question 1 1 0.2 0.0 0.0 
Question 2 2 0.2 0.5 0.29 
Question 3 3 0.2 0.33 0.25 

Table A.2: B M 2 5 evaluation results 

^Recommendat ions Precision Recal l F Measure 
T M A 1 Question 1 2 0.0 0.0 0.0 

Question 2 5 0.0 0.0 0.0 
Question 3 2 0.2 0.5 0.29 
Question 4 1 0.2 1.0 0.33 

T M A 2 Question 1 1 0.2 1.0 0.33 
Question 2 3 0.0 0.0 0.0 
Question 3 2 0.0 0.0 0.0 

T M A 3 Question 1 4 0.2 0.25 0.22 
Question 2 5 0.2 0.2 0.2 
Question 3 2 0.0 0.0 0.0 

T M A 4 Question 1 1 0.2 1.0 0.33 
Question 3 3 0.4 0.67 0.5 
Question 4 1 0.2 1.0 0.33 

T M A 5 Question 1 2 0.0 0.0 0.0 
Question 2 8 0.2 0.125 0.15 
Question 3 6 0.6 0.5 0.55 
Question 4 3 0.0 0.0 0.0 

T M A 6 Question 1 1 0.2 1.0 0.33 
Question 2 2 0.0 0.0 0.0 
Question 3 3 0.0 0.0 0.0 

Table A . 3 : Numberbatch results 
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^Recommendat ions Precision Recal l F Measure 
T M A 1 Question 1 2 0.0 0.0 0.0 

Question 2 5 0.0 0.0 0.0 
Question 3 2 0.2 0.5 0.29 
Question 4 1 0.2 1.0 0.33 

T M A 2 Question 1 1 0.2 1.0 0.33 
Question 2 3 0.0 0.0 0.0 
Question 3 2 0.0 0.0 0.0 

T M A 3 Question 1 4 0.2 0.25 0.22 
Question 2 5 0.2 0.2 0.2 
Question 3 2 0.0 0.0 0.0 

T M A 4 Question 1 1 0.2 1.0 0.33 
Question 3 3 0.4 0.67 0.5 
Question 4 1 0.2 1.0 0.33 

T M A 5 Question 1 2 0.0 0.0 0.0 
Question 2 8 0.2 0.125 0.15 
Question 3 6 0.6 0.5 0.55 
Question 4 3 0.0 0.0 0.0 

T M A 6 Question 1 1 0.2 1.0 0.33 
Question 2 2 0.0 0.0 0.0 
Question 3 3 0.0 0.0 0.0 

Table A .4: GloVe W i k i p e d i a + Gigaword evaluation results 

^Recommendat ions Precision Recal l F Measure 
T M A 1 Question 1 2 0.0 0.0 0.0 

Question 2 5 0.0 0.0 0.0 
Question 3 2 0.2 0.5 0.29 
Question 4 1 0.2 1.0 0.33 

T M A 2 Question 1 1 0.2 1.0 0.33 
Question 2 3 0.0 0.0 0.0 
Question 3 2 0.0 0.0 0.0 

T M A 3 Question 1 4 0.2 0.25 0.22 
Question 2 5 0.2 0.2 0.2 
Question 3 2 0.0 0.0 0.0 

T M A 4 Question 1 1 0.2 1.0 0.33 
Question 3 3 0.4 0.67 0.5 
Question 4 1 0.2 1.0 0.33 

T M A 5 Question 1 2 0.0 0.0 0.0 
Question 2 8 0.2 0.125 0.15 
Question 3 6 0.6 0.5 0.55 
Question 4 3 0.0 0.0 0.0 

T M A 6 Question 1 1 0.2 1.0 0.33 
Question 2 2 0.0 0.0 0.0 
Question 3 3 0.0 0.0 0.0 

Table A . 5 : G l o V e C o m m o n C r a w l evaluation results 
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^Recommendat ions Precision Recal l F Measure 
T M A 1 Question 1 2 0.0 0.0 0.0 

Question 2 5 0.0 0.0 0.0 
Question 3 2 0.4 1.0 0.57 
Question 4 1 0.0 0.0 0.0 

T M A 2 Question 1 1 0.2 1.0 0.33 
Question 2 3 0.0 0.0 0.0 
Question 3 2 0.0 0.0 0.0 

T M A 3 Question 1 4 0.4 0.5 0.44 
Question 2 5 0.0 0.0 0.0 
Question 3 2 0.0 0.0 0.0 

T M A 4 Question 1 1 0.2 1.0 0.33 
Question 3 3 0.6 0.67 0.63 
Question 4 1 0.2 1.0 0.33 

T M A 5 Question 1 2 0.0 0.0 0.0 
Question 2 8 0.2 0.125 0.15 
Question 3 6 0.4 0.33 0.36 
Question 4 3 0.0 0.0 0.0 

T M A 6 Question 1 1 0.2 1.0 0.33 
Question 2 2 0.0 0.0 0.0 
Question 3 3 0.0 0.0 0.0 

Table A . 6 : L S A evaluation results 

^Recommendat ions Precision Recal l F Measure 
T M A 1 Question 1 2 0.0 0.0 0.0 

Question 2 5 0.0 0.0 0.0 
Question 3 2 0.2 0.5 0.29 
Question 4 1 0.0 0.0 0.0 

T M A 2 Question 1 1 0.2 1.0 0.33 
Question 2 3 0.0 0.0 0.0 
Question 3 2 0.0 0.0 0.0 

T M A 3 Question 1 4 0.2 0.25 0.22 
Question 2 5 0.0 0.0 0.0 
Question 3 2 0.0 0.0 0.0 

T M A 4 Question 1 1 0.0 0.0 0.0 
Question 3 3 0.2 0.33 0.25 
Question 4 1 0.2 1.0 0.33 

T M A 5 Question 1 2 0.0 0.0 0.0 
Question 2 8 0.2 0.125 0.15 
Question 3 6 0.4 0.33 0.36 
Question 4 3 0.2 0.33 0.25 

T M A 6 Question 1 1 0.0 0.0 0.0 
Question 2 2 0.0 0.0 0.0 
Question 3 3 0.0 0.0 0.0 

Table A . 7 : evaluation results 
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Appendix B 

Recommender R E S T A P I 

For the purpose of the communicat ion wi th the system, a R E S T f u l A P I is implemented. 
This appendix lists the available A P I calls. 
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1 Query for T M A Recommendation 

• Description: 

— Fetches a list of recommended materials for a l l pages of specified T M A 

• Request M e t h o d : 

— G E T 

• U R I : 

— / tmarec / module / <module_code> / presentation / <presentation code> / t m a / 
< t m a _ n u m b er > 

• Parameters: 

— n: Number of recommendations to list, default is 10 

— sites: If true, returns list of V L E sites instead of singular text materials as 
recommendation 

— preceding_only: If true, only considers materials from week preceding T M A for 
recommendation 

— method: One of tfidf/'embedding, specifying s imilar i ty computat ion method 

• Response: 

{ 
"Question 1": [ 

{ 
"module": "SXX", 
"presentation": "20XXX", 
"week": "1", 
"sas_id_site": "11111", 
"id_page": "22222", 
"section": "1.2", 
"name": "Introduction to SXX", 
" t i t l e " : "1.2 Assessment i n SXX", 
"similarity_score": "0.7101828932762146", 
"rank": 1 

} , 

} 
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.2 Query for T M A Question Recommendation 

• Description: 

— Fetches a list of recommended materials for a specific T M A question 

• Request M e t h o d : 

— G E T 

• U R I : 

— / tmarec / module / <module_code> / presentation / <presentation code> / t m a / 
< tma_number> / quest ion/ <quest ion_number> 

• Parameters: 

— n: Number of recommendations to list, default is 10 

— sites: If true, returns list of V L E sites instead of singular text materials as 
recommendation 

— preceding_only: If true, only considers materials from week preceding T M A for 
recommendation 

— method: One of tfidf/'embedding, specifying s imilar i ty computat ion method 

• Response: 

[ 

{ 
"module": "SXX", 
"presentation": "20XXX", 
"week": "1", 
"sas_id_site": "11111", 
"id_page": "1924222229546", 
"section": "3.4", 
"name": "Forms of Water", 
" t i t l e " : "3.4 Water", 
"similarity_score": "0.69839015007019043", 
"rank": 1 

}. 

] 
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.3 Query for Similarity W i t h Internal Document 

• Description: 

— Fetches a list of recommended materials for a specific V L E material 

• Request M e t h o d : 

— G E T 

• U R I : 

— / docxcourse / module / <module_code> / presentation / <presentation code> / page / <page_id 

— /docxcourse /module /<module_code>/presenta t ion/ <presenta t ion_code>/cmid/ < s a s _ i d _ 

• Parameters: 

— n: Number of recommendations to list, default is 10 

— sites: If true, returns list of V L E sites instead of singular text materials as 
recommendation 

— method: One of tfidf/'embedding, specifying s imilar i ty computat ion method 

• Response: 

[ 

{ 
"module": "SXX", 
"presentation": "20XXX", 
"week": "1", 
"sas_id_site": "1169995", 
"id_page": "19249546", 
"section": "3.4", 
"name": "Introduction to SXX", 
" t i t l e " : "3.4 Forms", 
"similarity_score": "0.29839015007019043", 
"rank": 1 

}. 

] 
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.4 Query for Similarity W i t h External Document 

• Description: 

— Fetches a list of recommended materials for a specific user-provided text 

• Request M e t h o d : 

— P O S T 

• U R I : 

— /docxcourse 

• Parameters: 

— n: Number of recommendations to list, default is 10 

— sites: If true, returns list of V L E sites instead of singular text materials 
recommendation 

— method: One of tfidf/'embedding, specifying s imilar i ty computat ion method 

• Request Body: 

— module 

— presentation 

— doc: provided text 

• Response: 

[ 

{ 
"module": "SXX", 
"presentation": "20XXX", 
"week": "1", 
"sas_id_site": "1169995", 
"id_page": "19249546", 
"section": "3.4", 
"name": "Introduction to SXX", 
" t i t l e " : "3.4 Forms", 
"similarity_score": "0.29839015007019043", 
"rank": 1 

}. 

] 
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