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Abstract 

In this thesis, implementation of calculation vibrational Sum-Frequency Generation (SFG) 

spectra from classical molecular simulations of aqueous solutions in the O-H vibrations 

region is presented. The key part of the thesis was significant improvement of the original 

codes used by the group of Prof. Marie-Pierre Gaigeot to post-process ab initio molecular 

dynamics trajectories to predict vibrational SFG spectra and apply it to classical molecular 

dynamics simulations. Particular attention was paid to modifying and optimizing the code 

for processing much larger systems (number of molecules) and much longer trajectories 

(longer simulation times), allowing to take advantage of classical simulations to work on 

larges scales than the ab initio simulations. The code also integrates calculations of 

contributions from water O-H bonds and surface hydroxyls. As a new feature, calculation of 

cross-correlations among molecules was implemented. The performance of the resulting 

codes is verified and the influence of classical molecular simulation parameters, as well as 

parameters entering the SFG spectra calculations, on the calculated vibrational SFG spectra 

is studied for fluorite/water interface.  
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1 Introduction 

1.1 Motivation 

The specific microscopic organization of water molecules in proximity to air/water or 

solid/water plays role in many phenomena ranging from mineral dissolution and pollutant 

transport in ground water to peptide bond formation. [1] 

Vibrational Sum-Frequency Generation (SFG) spectroscopy is very powerful and versatile 

tool to study interfaces because it is highly surface specific and sensitive to submonolayers 

of molecules, and it can be applied to all interfaces accessible by probing light. The technique 

is based on the different structure symmetries of bulk and the interface. Both the interface 

and bulk have different sets of response coefficients represented by the tensor elements of 

second-order non-linear susceptibilities (χ(2)). Discrimination of the bulk contribution can be 

achieved by detecting χ tensor elements with specific input and output polarization 

combinations. [2]  

However powerful the vibrational SFG technique is, extracting a detailed understanding of 

molecular formation in the first water layers where the H-bond network reorients due to the 

atypical environment at the interface between water and solid (or vapour) phases, only from 

experimental data, remains challenging. [1] 

1.2 Non-linear optics background 

When a common light with an electrical field strength E irradiates the medium, the electric 

charge of molecule and atom in the medium occurs overall or relative displacement, inducing 

a secondary light electrical field, which is described by a physical quantity – electric 

polarization P. The magnitude of the induced polarization P depends linearly on the electrical 

field amplitude, however only in isotropic media the proportionality factor is scalar. [3] The 

general relationship between P and E is: 

 𝐏 = 𝜀0𝛘(1) ⋅ 𝐄 (1) 
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where 𝛘(1) stands for the linear susceptibility, which is a complex number tensor for the 

anisotropic medium, 𝜀0 is the dielectric coefficient (permittivity) of vacuum. 

If the incident light is not a common light, but light with much higher intensity (by several 

orders of magnitude), effects due to simultaneous interactions of several photons with the 

matter give birth to nonlinear optics phenomena, which started to be revealed since the 1960’s 

[3]. We can expand the relationship of polarization in equation (1) into a power series of light 

electrical field amplitude, the relationship between P and E for the anisotropic medium is: 

where 𝛘(1) is linear susceptibility, 𝛘(2) and 𝛘(3) are the second- and third-order nonlinear 

susceptibilities, respectively. 𝛘(1) , 𝛘(2) and 𝛘(3) are second-, third- and fourth-rank tensors, 

with each of their indices being one of the 3D coordinates, respectively. The symbols “⋅”, “:” 

and “⁝” are denoted second-, third- and fourth-rank tensor multiplication operations, 

respectively. In the equation (2), the first item is linear polarization, the second item, third 

item, and so on are high-order nonlinear polarizations, from left to right, respectively. 

Equation (2) can be denoted by electric polarizations: 

where the first term is linear polarization, which is denoted by 

the following items are high-order nonlinear polarization, which is denoted by 

SFG (as one of the key representatives of second-order non-linear optics phenomena) 

originates from interaction of two optical beams of different frequencies 𝜔1 and 𝜔2 , giving 

rise to a beam of a frequency given by 𝜔 = 𝜔1 +  𝜔2, to fulfill the condition of energy 

conservation (this equation gives rise to the name SFG). The second-order nonlinear 

polarization P(2) and the second-order nonlinear susceptibility 𝛘(2)can be expressed as, 

 

 𝐏 = 𝜀0𝛘(1) ⋅ 𝐄 + 𝜀0𝛘(2): 𝐄𝐄 + 𝜀0𝛘(3)⁝𝐄𝐄𝐄 + ⋯ (2) 

 𝐏 =  𝐏(1) + 𝐏(2) + 𝐏(3) = 𝐏𝐋 + 𝐏𝐍𝐋 (3) 

 𝐏𝐋 =  𝐏(1) (4) 

 𝐏𝐍𝐋 =  𝐏(1) + 𝐏(2) (5) 

 𝐏(2)(𝝎) = 𝜀0𝛘(2)(𝜔; 𝜔1, 𝜔2): 𝐄(𝜔1)𝐄(𝜔2) (6) 
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where 𝛘(2)(𝜔) on the LHS is expressed as a double integral of the response function 

𝛘(2)(𝑡 − 𝑡1, 𝑡 − 𝑡2) over time, capturing how electric fields Evis(t1) and EIR(t2) result in the 

nonlinear optics field ESFG at time t. Note that from equation (6) it is evident why SFG is a 

non-linear optics phenomenon. The intensity of the resulting beam is proportional to the 

polarization P(2), which is proportional to the product of the magnitudes of the two incoming 

beams. This is in contrast to linear optics, where the magnitude of the output signal is 

proportional to the magnitude of the input signal. 

𝛘(2) representing a second-order nonlinear contribution is a third-order tensor with 27 

tensor elements 

A detailed explanation of non-linear optics can be found e.g. in the book [3]. 

1.3 Computational SFG vibrational spectroscopy 

A typical geometry of SFG measurement is shown in Fig. 1, with the three-layer model of 

two bulk phases and the interface characterized by the dielectric constants, 𝜀1(𝜔),  𝜀1(𝜔) 

and 𝜀′1(𝜔), respectively. We assume that the nonlinear polarization of the sum frequency is 

generated by  𝛘(2)  in the interface region. The angles θ1(𝜔𝑣𝑖𝑠) and θ1(𝜔𝐼𝑅) are incident 

angles of the visible light and the infrared light with the surface normal in the bulk phase 1. 

The sum frequency signal is emitted to the angle determined by the phase matching condition 

and the output angles of reflection and transmission are denoted with θ𝑖(𝜔𝑣𝑖𝑠) (i = 1,2). Then, 

the observed SFG intensity in the phase i is formally represented as 

 𝛘(2) = ∫ 𝛘(2)(𝑡 − 𝑡1, 𝑡 − 𝑡2)𝑒𝑖[𝜔1(𝑡−𝑡1)+𝜔2(𝑡−𝑡2)]𝑑𝑡1𝑑𝑡2

∞

−∞

 (7) 

 𝛘(2) = [
𝑋𝑋𝑋 𝑋𝑌𝑌 𝑋𝑍𝑍
𝑌𝑋𝑋 𝑌𝑌𝑌 𝑌𝑍𝑍
𝑍𝑋𝑋 𝑍𝑌𝑌 𝑍𝑍𝑍

    
𝑋𝑌𝑍 𝑋𝑍𝑋 𝑋𝑋𝑍
𝑌𝑌𝑍 𝑌𝑍𝑌 𝑌𝑍𝑋
𝑍𝑌𝑍 𝑍𝑍𝑌 𝑍𝑍𝑋

    
𝑋𝑋𝑍 𝑋𝑋𝑌 𝑋𝑌𝑍
𝑌𝑋𝑍 𝑌𝑋𝑌 𝑌𝑌𝑍
𝑍𝑋𝑍 𝑍𝑋𝑌 𝑍𝑌𝑍

] (8) 

 

𝐼𝑖(𝜔𝑆𝐹𝐺) =
8𝜋2𝜔𝑆𝐹𝐺

2 sec2𝜃𝑖(𝜔𝑆𝐹𝐺)

𝑐3√𝜀𝑖(𝜔𝑆𝐹𝐺)𝜀𝑖1(𝜔𝑣𝑖𝑠)𝜀𝑖2(𝜔𝐼𝑅)
 

|𝐞(𝜔𝑆𝐹𝐺 ⋅ 𝛘(2): 𝐞(𝜔𝑣𝑖𝑠)𝐞(𝜔𝐼𝑅)|2𝐼𝑖1(𝜔𝑣𝑖𝑠)𝐼𝑖2(𝜔𝐼𝑅) 

(9) 
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Figure 1: Typical geometry of the SFG measurement. Taken from [4] 

where 𝐼𝑖(𝜔𝑆𝐹𝐺) is the irradiance of sum frequency 𝜔𝑆𝐹𝐺  in the phase i (=1,2), 𝐼1(𝜔𝑣𝑖𝑠) and 

𝐼2(𝜔𝐼𝑅) are the irradiances of the visible and infrared lights in the phase 1 and 2, respectively. 

The equation (9) is expanded to include some of the bulk polarization by replacing 𝜒(2) with 

an effective susceptibility including the bulk term. From the equation (9) we can assume that 

SFG signal is influenced by the following factors, i.e. 

a) effective surface nonlinear susceptibility 𝛘(2)(𝜔𝑆𝐹𝐺 , 𝜔𝑣𝑖𝑠, 𝜔𝐼𝑅), 

b) dielectric constants 𝜀1(𝜔),  𝜀1(𝜔) and 𝜀′1(𝜔), where 𝜔 =  𝜔𝑆𝐹𝐺 ,  𝜔𝑣𝑖𝑠,  𝜔𝑖𝑟, 

c) geometry of the experiment (polarization of the input and output beam, and incident 

angles of the input beams 𝜃1(𝜔𝑣𝑖𝑠) and 𝜃1(𝜔𝐼𝑅)) 

𝐞(𝜔𝑆𝐹𝐺),  𝐞(𝜔𝑣𝑖𝑠) and 𝐞(𝜔𝐼𝑅) in the equation (9) are the polarization vectors of output and 

input electric fields in the interface layer including the Fresnel coefficients, these vectors are 

determined by the dielectric constants and the geometry of the experiment. In the qualitative 

sense, these vectors are mostly influenced by the light polarizations in the bulk phase, 

denoted with three letters such as ssp, spp, ppp etc., where the letters (s and p) stand for the 

polarization (s-polarized electric field is perpendicular to the plane of incidence whereas p-

polarized electric field is polarized parallel to the plane of incidence) of detected SFG signal, 

incident visible and infrared lights, respectively. Note that equation (9) is commonly valid 

for the Second-Harmonic Generation (SHG where 𝜔𝑣𝑖𝑠 =  𝜔𝑖𝑟), though practical 
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computation of 𝜒(2)for the vibrational SFG spectra is considerably different from the 

computation of SHG 𝜒(2) spectra [4].  

SFG 𝜒(2) can be decomposed into the vibrationally resonant and non-resonant terms (𝜒(2) =

𝜒(2),𝑅 + 𝜒(2)𝑁−𝑅). The resonant part 𝜒(2),𝑅 is responsible for the 𝜒(2) dependency on 𝜔𝐼𝑅, 

and is the central quantity for the analysis of SFG spectra [4]. Morita [4] [5] has formulated 

𝜒(2),𝑅 in two different ways, one of them is energy representation of 𝜒(2),𝑅 based on the 

perturbation theory and the second one is time-dependent representation, which can be 

implemented to the molecular simulation. The derivation detailed in [4] by Morita at the end 

leads to a simple general equation to calculate χ(2),𝑅 

where χ(2),𝑅 is the resonant part of second-order susceptibility tensor, (P, Q, R) are any 

directions of the laboratory frame, ω is the frequency of IR beam, APQ and MR are respectively 

the components of the total polarizability tensor and the total dipole moment (more exactly 

their instantaneous values with their average values subtracted – a necessary condition for 

the correlation function to decay to zero). The correlation function of the two properties 

separated by a time difference t is averaged over all available time origins to provide good 

statistics, i.e., 

Khatib et al. [6] later modified eq. (10) replacing the correlation function by correlation 

function of the time derivatives of the respective functions, 

While this modification theoretically stems from the rule that the Fourier transform of a 

derivative can be expressed as 𝑛 of 𝑓′(𝑡) is 𝑖𝜔𝐹(𝜔), it was introduced to simplify the 

numerical calculation of susceptibility, since the evaluation of time derivatives �̇�𝑃𝑄 and �̇�𝑅 

using the information on atomic velocities is easy and the correlation function in eq. (12) 

converges faster than the one in eq. (11). Supposing that only O-H stretching of M molecules 

 χ𝑃𝑄𝑅
(2),𝑅 =

−𝑖𝜔

𝑘𝐵𝑇
∫ 𝑒𝑖ω𝑡⟨A𝑃𝑄(𝑡)𝑀𝑅(0)⟩𝑑𝑡

+∞

0

  (10) 

 ⟨A𝑃𝑄(𝑡)𝑀𝑅(0)⟩ =  ⟨A𝑃𝑄(𝑡 + 𝜏)𝑀𝑅(𝜏)⟩
𝜏
   (11) 

 χ𝑃𝑄𝑅
(2),𝑅

=
−𝑖

𝑘𝐵𝑇𝜔
∫ 𝑒𝑖ω𝑡⟨�̇�𝑃𝑄(𝑡)�̇�𝑅(0)⟩𝑑𝑡

+∞

0

  (12) 
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with Nm O-H bonds has impact on the final spectra in the region of interest, total 

polarizability, and dipole moment of the system (APQ, MR) can be decomposed into individual 

O-H bond contributions. 

 �̇�𝑃𝑄(𝑡) = ∑ ∑ �̇�𝑚𝑛,𝑃𝑄

𝑁𝑚

𝑛=1

𝑀

𝑚=1

(𝑡) (13) 

 

 

In addition, thanks to basic geometry considerations, the dipole moment of the A-B bond can 

be projected from the A-B bond frame (μb) to the laboratory frame (μl): 

 𝜇𝑙 = 𝐃𝜇𝑏 (15) 

where D is the direction cosine matrix projecting the A-B bond frame into the laboratory 

frame. 

In the following equations two assumptions are applied. The first assumption is that the bond 

elongations are small enough to make first order Taylor expansion. The second assumption 

is that the stretching mode of the bond is much faster than the modes involving a bond 

reorientation – for example the liberation. Meaning of the second assumption is that 𝐷𝑅𝑖 ≈ 0 

and that 
𝑑𝑟𝑧

𝑑𝑡
≫  

𝑑𝑟𝑥

𝑑𝑡
≈

𝑑𝑟𝑦

𝑑𝑡
 therefore  �̇�𝑅 can be simplified into: 

 

�̇�𝑅(0) ≈ ∑ 𝐷𝑅𝑖(0)

𝑥,𝑦,𝑧

𝑖

�̇�𝑖(0) (16) 

 ≈ ∑ 𝐷𝑅𝑖(0) ( ∑
𝑑𝜇𝑗

𝑑𝑟𝑗

𝑑𝑟𝑗

𝑑𝑡
|

𝑡=0

𝑥,𝑦,𝑧

𝑗

)

𝑥,𝑦,𝑧

𝑖

 (17) 

 ≈ ∑ 𝐷𝑅𝑖(0)
𝑑μ𝑖

𝑑𝑟𝑧

𝑥,𝑦,𝑧

𝑖

𝑣𝑧(0) (18) 

 �̇�𝑅(𝑡) = ∑ ∑ �̇�𝑚𝑛,𝑅

𝑁𝑚

𝑛=1

𝑀

𝑚=1

(𝑡) (14) 
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where 𝑣𝑧(0) =  
𝑑𝑟𝑗

𝑑𝑡
|

𝑡=0
 corresponds to the projection of the velocity on the bond axis. 

Similarly, formula for the polarizability can be derived: 

 α̇𝑃𝑄(𝑡) ≈ ∑ [𝐷𝑃𝑖(𝑡) ∑ (
𝑑α𝑖𝑗

𝑑𝑟𝑧
𝐷𝑄𝑗(𝑡))

𝑥,𝑦,𝑧

𝑗

]

𝑥,𝑦,𝑧

𝑖

𝑣𝑧(𝑡) (19) 

Where projection of the velocity on the O-H bond axis 𝑣𝑧 and direction cosine matrices 𝐃 

can be evaluated from molecular dynamics trajectory, 
𝑑μ𝑖

𝑑𝑟𝑧
 and 

𝑑α𝑖𝑗

𝑑𝑟𝑧
 can be parametrized [6]. 

The first water monolayer is characterized by specific H-bond networks that differ from the 

one in the bulk water. Generally speaking, the interfacial network is built to either maximize 

the water-water H-bonds within the first monolayer (in case of hydrophobic surfaces like air-

water) or to maximize the interactions between the water molecules and the solid surface (in 

case of hydrophilic surfaces like quartz-water). SFG spectroscopy seems to be perfect tool to 

reveal the water arrangement at interfaces thanks to its interfacial specificity. It is not trivial 

to extract this information from SFG signals, especially the interface thickness is unknown. 

Thickness of the interface probed in the SFG experiments is probably the first monolayer 

only for neutral interfaces (i.e., at the isoelectric point), while the field generated by the 

charged surfaces reorients and polarizes water molecules in a thickness that is roughly 

estimated by the Debye length. The loss of inversion symmetry in the reoriented water slab 

thus increases the thickness probed in the SFG experiments, presumably up to microns in the 

case of low ionic strengths [7]. It was shown that any charge interface is composed only of 

two layers that are SFG active: Binding interfacial layer (BIL) and Diffuse layer (DL), 

corresponding to subsequent bulk water layer(s) reoriented by the surface field, which are 

SFG active because of the reorientation of water molecules along the surface field disrupts 

the liquid centrosymmetry, which is then recovered for the rest of the water bulk. 

 

Note that the susceptibility 𝜒(2) (see eq. (12)) is a complex quantity. While originally only 

the magnitude |𝜒(2)| was experimentally determined [8], significant advancement of the 

interpretation of SFG signals came with the phase-resolved SFG techniques, which allow 

independent determination of the real and imaginary contributions, Re(𝜒(2)) and Im(𝜒(2)) 
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[9] [10] [11]. The Im(𝜒(2)), that will be exclusively discussed in our presented results, is 

particularly suitable for interpretation, because its sign carries the information on the 

orientation of OH groups at the interface. The position of the spectral peaks, on the other 

hand, carries information on the strength of hydrogen bonding of OH groups [12]. Since the 

interface often invokes several layers of interfacial water with alternating alignment, the 

combination of these pieces of information, resulting in positive and negative peaks of 

Im(𝜒(2)) at different wavenumbers, allows much more reliable interpretation of the 

experimental spectra as opposed just to magnitude of |𝜒(2)|, which is by definition non-

negative for all frequencies. 

Finally, lets mention that computer simulations provide both predicted SFG spectra and 

detailed information on the interfacial structure including orientations of molecules, thus 

allowing reliable discussion of the impact of various contributions (individual layers as 

described above, specific hydrogen-bonded configuration, etc.) to the total spectra. By 

examining these relationships, we learn how to interpret the spectra, allowing the 

experimentalists to more reliably predict the interfacial behavior based on SFG spectra – here 

the role of simulations can’t be underrated. 
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2 Methods 

This chapter will demonstrate in detail how the SFG spectra are calculated by the original 

programs [13], improvements and new features I have added to the original programs. Firstly, 

let me introduce the sequence of the programs (Fig. 2). 

 

Figure 2: Workflow of the original programs by S. Pezzotti used by O. Kroutil. 

Original programs [13] took as an input two .xyz files containing positions and velocities of 

water atoms (the files had to be strictly called “pos.xyz” and “vel_mol_rebuilt.xyz”) and 

“BOXDATA” file, containing basic information about the system and some options for the 

calculations. In case of using CMD simulations (Gromacs) trajectory file .trr had to be 

converted to .gro file and .gro file had to be converted to two separate .xyz files using a 

simple code by M. Předota to fit the format used by M.P. Gaigeot’s group in Paris when 

processing the ab initio trajectories. 

With the prepared input files, the user had to run programs “interface” and “density_vs_r” 

respectively to obtain water density function. From the water density function the user had 

to specify (write to the “BOXDATA” file) the height of individual water layers (first 3 layers) 

from the water interface. 

trajectory 

file

density_vs_rinterface create_binder ssp_sfg_selfcorr

vsfg_signal_morita

spectrum

 ormat 

conversion

BOXDATA

file

user intervention 

inserting layer limits 

into BOXDATA

layers analysis information
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Set of binder files (files describing layer affiliation of each water molecule present in the 

system – each layer and their combinations had its own binder file) was created by executing 

the program “create_binder”. 

At the same point the O-H bond structure of each water layer could be analyzed [7] [14] by 

another set of programs (see Fig. 2). The information obtained from the O-H bond structure 

analysis was used to select which interfacial layers belong to BIL (binding interfacial layer), 

DL (diffuse layer) or BL (bulk layer) contributing to the final SFG spectra [15] [1] [7]. 

Program “ssp_sfg_selfcorr” was then executed (with the selected binder file) to calculate 

⟨�̇�𝑥𝑥(𝑡)�̇�𝑧(0)⟩ autocorrelation function, which was then analyzed by “vsfg_signal_morita” 

program to obtain the SFG spectra. All the programs (excluding layers analysis) will be 

described in more detail later in this chapter. 

2.1 Reading input files 

In original programs [13] , reading of the input files was implemented by reading the 

BOXDATA parameters and input trajectories into general variables. For the diversity of 

input trajectory files (.xyz, .gro and .trr), a more general approach had to be implemented.  

2.1.1 General implementation 

Fortran 2003 introduced support for object-oriented programming. This feature allows to take 

advantage of modern programming techniques such as derived types and abstract derived 

types (polymorphism). 

2.1.2 BOXDATA parameters 

Reading the BOXDATA parameters is now implemented as a subroutine called 

“read_boxdata” in module “bdata” specifying the “boxdata” derived data type containing all 

the possible BOXDATA parameters. The main advantage is that adding a new parameter into 

“BOXDATA” file is easily made by expanding the “boxdata” and modifying the subroutine 

“read_boxdata”. All the calculation parameters are stored in the derived data types, reading 

BOXDATA parameters does not need to be implemented over and over in the programs. An 

example of using “boxdata” derived type: 
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2.1.3 Trajectories 

To read trajectory files frame by frame, abstract derived type “frame_reader” (Fig. 3) with 

procedures “open_file”, “read_frame” and “skip_frame” storing the whole input trajectory 

frame as an array of water molecules (derived type containing O, H1 and H2 atoms, which 

are another derived types containing position and velocity vectors) is introduced. That way 

the position and velocity of each atom can be easily accessed. The “frame_reader” is 

extended by “trr_frame_reader”, “gro_frame_reader” and “xyz_frame_reader” with their 

own implementation of “frame_reader” procedures for respective file types.  

 

Figure 3: frame_reader class diagram. 

fra e reader

open_file (int unit, s tring file1, (opt) s tring file )

skip_frame ()
read_frame ()
is_hydroxyles  () : int

  z fra e reader

open_file (int unit, s tring file1, s tring file )

skip_frame ()
read_frame ()
is_hydroxyles  () : int

 ro fra e reader

open_file (int unit, s tring file1)

skip_frame ()
read_frame ()
is_hydroxyles  () : int

trr fra e reader

open_file (int unit, s tring file1, s tring file )

skip_frame ()
read_frame ()
is_hydroxyles  () : int

(abstract)

use bdata 

type(boxdata) :: bd 

call read_boxdata(20,bd) !file unit, boxdata 

print*, bd%parameter !prints boxdata parameter 
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Note that “trr_frame_reader” and “xyz_frame_reader” implementation of “open_file” takes 

two files as an argument (“.trr” trajectory file plus at least one frame “.gro” file providing the 

atomic identity of coordinates, or “position.xyz” plus “velocity.xyz”, respectively), 

“gro_frame_reader” takes only “.gro” trajectory file containing a series of frames as an 

argument.  

Procedure “open_file” checks if the input trajectory contains only water molecules or only 

hydroxyl groups, according to that information it allocates array to store information of all 

water molecules (size of number of oxygens in the first frame). 

Procedures “skip_frame” and “read_frame” leaves values or updates values of the molecule 

array, respectively. Each of the procedures has different implementation based on the file to 

be read.  rame readers “gro_frame_reader” and “trr_frame_reader” implement conversion 

of units (positions in nm are converted into Å, velocities in nm/ps are converted into Hartree 

atomic units) 

Procedure “is_hydroxyles” returns 1 if the input file contains only hydroxyl groups, 

otherwise 0. 

Example of usage (reading .trr file): 

  

use SFG_FRAMES 

class(frame_reader), pointer :: fr 

type(trr_frame_reader), allocatable, target :: trr 

type(gro_frame_reader), allocatable, target :: gro 

type(xyz_frame_reader), allocatable, target :: xyz 

allocate(trr) !allocate only trr_frame_reader 

fr => trr !assign trr_frame_reader to frame_reader 

call fr%open_file(30, “file.trr”, “file.gro”) !file unit, input files, opens the files 

call fr%skip_frame() !skips the 1st frame 

call fr%read_frame() !reads the 2nd frame 

print*, fr%molecule(m)%o%position(:) !prints position vector of the m-th water oxygen 
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2.2 Calculation of instantaneous surface 

For later assignment of water molecules to individual interfacial layers we need to calculate 

the instantaneous surface of the water slab. The original code [13] implemented calculation 

of instantaneous surfaces by calculation of coarse-grained density. 

 ρ̅(𝒓, 𝑡) = ∑ ϕ(|𝒓 − 𝒓𝑖(𝑡)|; ξ)

𝑖

 (20) 

 

 
ϕ(𝒓; ξ) =

𝑒𝑥𝑝 (−
|𝑟|2

2ξ2 )

(2πξ2)3/2
    , 

(21) 

 

where ri(t) is position of i-th oxygen in the system, coarse graining length ξ = 2.4 Å, which 

is approximately equal to the molecular diameter of liquid water. As instantaneous surface 

we call all the points in space that satisfy the condition ρ = 0.016Å−3, which is 

approximately half the bulk density of water according to [16]. Volume of the simulation box 

has been discretized equidistantly in each direction, namely 0.5 Å for X and Y axes, and 0.25 

Å for Z axis). Coarse-grained density was then evaluated as a function of height (Z), 

instantaneous surface was then identified by the local minimum of |ρ − 0.016| in positive 

(upper interface) and negative (bottom interface) Z coordinates (input trajectory had to be 

translated in Z axis to have 0 at approximately half of the height of the water slab), looping 

through each (X,Y) discretized point of the simulation box at given time (Fig. 4). 
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Figure 4: Original algorithm for searching instantaneous surface points. 

Because of short input trajectory time step (0.4 fs) molecules do not have enough time for 

movement to significantly change the instantaneous surface of water bulk from one step to 

another. Therefore, instantaneous surface does not need to be evaluated in each time step 

(program switch -nskip parameter was present to skip parameter of timesteps to 

evaluate next instantaneous surface). The instantaneous surfaces were then saved in an ASCII 

file called “interface.xyz”, which had typical .xyz file format storing every interface point 

found (if the -nskip parameter switch was set, the same interface was then copied 

parameter times since the further processing code required to read the stored interface for 

each molecular frame read). 

2.2.1 Improvement 

To speed up the process of finding instantaneous surface I have updated the algorithm. 

Instead of calculating the coarse-grained density over the whole height range, |ρ − 0.016| is 

evaluated from bottom of the simulation box until occurrence of positive non-zero derivative 

(Fig. 5), then the evaluation begins from the top of the simulation box (that way the input 
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trajectory does not need to be translated in Z axis to have 0 at approximately half of the height 

of the water slab) 

 

Figure 5:  Improved algorithm for searching instantaneous surface points. 

  

 ile “interface.xyz” is now generated only if the user wants it, for further needs the file is 

replaced by a file “interfacebin.xyz”, which stores only one copy of each instantaneous 

surface in binary format ([8-byte integer] - number of points, number of points×3 [8-byte 

real] - x, y, z coordinate of each instantaneous surface point). Parameter $NSKIP was added 

to the “BOXDATA” file. 

2.3 Calculation of density function 

To further assign water molecules into interfacial layers [7] we need to calculate density 

profile as a function of the minimal distance of water oxygen atom from the interface (see 

Fig. 6) r = |rmin|. The case when a molecule occurs under the interface (considering we are 

looking at the bottom interface, molecule containing oxygen O1 is considered to be under 

the interface) is distinguished by assigning a negative value r = -|rmin|. 
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Figure 6: Schematic picture of the searching for the closest distance of a water molecule from the interface. 

The density function is then calculated according to [13] as:  

 ρ(𝑟) =
𝑁bin

𝑉bin ⋅  𝑛step  ⋅ 0.035
 (22) 

Where Nbin is the number of molecules belonging to a bin centered at r (r ranges from -4 Å 

to  5 Å with a step 0.  Å), with width 2ε (from r-ε to r+ε) counted through all time steps 

(nstep) of the input trajectory file, ε = 0.7 Å. Vbin is the volume of the bin (box area in X-Y 

plane ×  ε), 0.035 is approximately bulk density of water (Å-3). The density profiles (from 

bottom interface, upper interface, and average from both interfaces) were stored in 2 column 

ASCII files called “down_density_vs_r”, “up_density_vs_r” and “density_vs_r”. 

2.3.1 Improvement 

The function of original program [13] was to read the “interface.xyz” file generated by (2.2) 

and evaluate the density function over the whole input trajectory file. I have included 

interface r 
min

O 

  
  

r 
min

O1

 1
 1
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calculation of density function into the program calculating the instantaneous surfaces; extra 

reading of the “interface.xyz” file was therefore eliminated. 

2.4 Calculation of SFG response function 

The original program [13] applies the calculations presented in chapter 1.3. To begin the 

program calculates all the D matrices for all the O-H bonds in each time step of the trajectory 

file. After that, velocities vz are evaluated for each O-H bond in each time step. Then the �̇�𝑥𝑥 

and �̇�𝑧 is evaluated for each molecule in each time step of the simulation. Finally, the SFG 

response function 𝑅𝑥𝑥𝑧
(2)

(𝑡) = ⟨�̇�𝑥𝑥(𝑡)�̇�𝑧(0)⟩ is evaluated according to equation (up to the 

total simulation time 𝑡 = 𝑡𝑠𝑖𝑚), normalized by factor 

𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑙𝑎𝑦𝑒𝑟

𝑋 − 𝑌 𝑎𝑟𝑒𝑎 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑏𝑜𝑥 ⋅ 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛𝑠(𝑡)
 

so, the result is independent of the sample box size and saved to the file to be processed in 

the next step. Binder file is taken into calculation selecting only molecules M = Mbinder 

(equation 13), that fulfills condition of being present at least part of the total trajectory time 

(BOXDATA file parameter $TARGETL0 – for the layer 0, and $TARGET – for all the other 

layers 
time to be present in layer

total trajectory time
) in the selected layer. 
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2.4.1 Construction of D matrices and evaluation of vz 

D matrices are direction cosine matrices projecting O-H bond frames (Z axis is in direction 

of O-H bond, X axis is in the plane of water molecule, facing away of the second O-H bond 

and Y axis is perpendicular to the molecular plane) into laboratory frame (Fig.7). 

 

Figure 7: Comparison between laboratory frame and O-H bond frame. 

 The direction cosine matrix has form of: 

 𝐃 = (

𝑎11 𝑎12 𝑎13

𝑎21 𝑎22 𝑎23

𝑎31 𝑎32 𝑎33

) (23) 

where the vectors  a*1, a*2, and a*3 correspond to the laboratory coordinates of the O-H bond 

frame unit axes x, y, z, shifted to the origin, respectively. 

Let the rO, rH1 and rH2 vectors be position vectors of atoms in water molecule in the laboratory 

frame and consider calculation of D matrix projecting (O-H1) frame into the laboratory frame. 

The a*3 vector in matrix D is a unit vector in the (0,0,0) point in the laboratory frame given 

by 
𝐫H1−𝐫O

|𝐫H1−𝐫O|
. 

laboratory frame

x

y

z

O

 1

  
z (O  1)

x (O  1)

y (O  1)

z (O   )

x (O   )

y (O   )

O   bond frames
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To calculate a*1 vector we assume u = a*3, v = rH2 – rO. Since the vector u is a unit vector, 

we can get projection of vector v on the vector u multiplying u(u⸱v) = u⸱|u|⸱|v|⸱cos(φ) = 

u⸱|v|⸱cos(φ). If we construct vector w = u(u⸱v) – v, it will be perpendicular to the vector u in 

the molecular plane (see Fig. 8). Finally, vector w must be normalized and assigned to 𝐚∗1 =

𝐰

|𝐰|
. 

Vector a*2 is then cross product of unit vectors a*3 and a*1. Since both a*3 and a*1 are unit 

vectors and they are perpendicular to each other 𝐚∗𝟐 = 𝐚∗𝟑 × 𝐚∗1 will be by default a unit 

vector. 

 

Figure 8: Geometric idea behind the D matrix calculation. 

Properties of the D matrix (DT = D-1) allows us to easily transform vectors from O-H frame 

to the laboratory frame and vice versa. Projection of velocity on the O-H bond axis is simply 

obtained by vz = D*3⸱(vH-vO), where vH and vO are velocities of H and O atoms in the 

laboratory frame. 

2.4.2 Improvement 

D matrices were calculated in advance for each O-H bond at each frame to later calculate �̇�𝑥𝑥 

and �̇�𝑧, which led to unnecessarily large memory consumption (that proved to be a problem 

for larger systems and longer input trajectories). Now D matrices are calculated on the fly 

while calculating �̇�𝑥𝑥 and �̇�𝑧.  

Since the original program [13] was created to process much shorter trajectories, the original 

idea of binder file had to be revisited. Longer trajectories led to the serious omission of many 

u
v

 

u u v 
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molecule’s contributions since the target layer occupation time (of some molecules) did not 

meet the requirements due to molecules being able to diffuse to multiple interfacial layers. 

New binder file stores layer affiliation of each molecule in each time step. Such a file in the 

previous binder file format would consume a lot of memory. Considering we sort molecules 

into four layers from each interface, each molecule can be labeled with 4-bit number (0-7) 

and its correspondence to the interfacial layer (L0-L3 either from the bottom or top interface) 

stored in binary file one label after each other since the number of oxygens (water molecules) 

in the system is known (user input to the BOXDATA file). In case of odd number of water 

molecules, the last nibble of each frame is redundant. In this way the new binder file stores 

one frame after each other. The length of the evaluated SFG response function has impact on 

the time requirements of its calculation. The original code evaluated the SFG response 

function up to 𝑡 = 𝑡𝑠𝑖𝑚, therefore a new parameter in BOXDATA file called $CORRLEN 

(in ps) was added to set calculation limit. As shown below, only limited length of the 

correlation function needs to be evaluated due to its decay, augmented by an applied filter to 

reduce the longer-time noise, producing undesired undulations of the resulting spectra. 
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2.4.3 Inclusion of intermolecular terms 

Summation (14) from Khatib [6] can be rewritten as: 

 �̇�𝑅(𝑡) = ∑ ∑ �̇�𝑚′𝑛′,𝑅(𝑡)

𝑁
𝑚′

𝑛′

𝑀

𝑚′

 (24) 

The �̇�𝑃𝑄�̇�𝑅 product from the equation (10) can be then expanded: 

 

�̇�𝑃𝑄(𝑡)�̇�𝑅(0) =  { ∑ ∑ �̇�𝑚𝑛,𝑃𝑄(𝑡)

𝑁𝑚

𝑛=1

𝑀

𝑚=1

} { ∑ ∑ �̇�𝑚′𝑛′,𝑅(0)

𝑁
𝑚′

𝑛′=1

𝑀

𝑚′=1

}

= { ∑ [∑ �̇�𝑚𝑛,𝑃𝑄(𝑡)

𝑁𝑚

𝑛=1

]

𝑀

𝑚=1

} { ∑ [ ∑ �̇�𝑚′𝑛′,𝑅(0)

𝑁
𝑚′

𝑛′=1

]

𝑀

𝑚′=1

}

= ∑ ∑ �̇�𝑚,𝑃𝑄(𝑡)�̇�𝑚′,𝑅(0)

𝑀

𝑚′=1

𝑀

𝑚=1

= ∑ �̇�𝑚,𝑃𝑄(𝑡)�̇�𝑚′,𝑅(0)

𝑀

𝑚=1

+  ∑ ∑ �̇�𝑚,𝑃𝑄(𝑡)�̇�𝑚′,𝑅(0)

𝑀

𝑚′=1
𝑚′≠𝑚

rmin≤𝑟𝑐𝑢𝑡

= 𝑇𝑠𝑒𝑙𝑓 + 𝑇𝑐𝑟𝑜𝑠𝑠

𝑀

𝑚=1

 

(25) 

where  �̇�𝑚,𝑃𝑄 and  �̇�𝑚′,𝑅 represents the sum of the contributions (the square brackets above) 

over both bonds of a water molecule, yielding the contribution from a single molecule to the 

overall summation over all molecules. 𝑇_𝑠𝑒𝑙𝑓 stands for self-correlation terms and 𝑇𝑐𝑟𝑜𝑠𝑠 

stands for cross-correlation terms. 

The original programs [13] did not include calculation of SFG response function using these 

cross-correlation terms. The new program implements calculation of these cross-correlation 

terms. 

Inclusion of the intermolecular cross-correlation terms is memory (program loads all the 

oxygen atom positions in each timestep of the trajectory into memory) and time inefficient 

(compared to the correlation function, one more loop through all the molecules is 
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implemented, evaluation of the truncating function also plays role in the time consumption, 

since the distances between the oxygen atoms needs to be calculated). 

2.4.4 Application with the surface hydroxyls 

The described approach focuses on calculation and interpretation of O-H vibrations, allowing 

evaluations of orientations O-H bonds and strengths of hydrogen bonds among molecules 

and/or hydrogen bonds with surfaces. The spectral interval of interest is approximately 3000–

3800 cm-1. While contributions from water molecules dominates this region, other O-H 

bonds, if present, can also contribute to the spectrum. If the surface becomes hydroxylated 

in contact with aqueous solution, the surface hydroxyls contribute to the total SFG spectrum. 

This is the case of e.g., SiO2 terminated by surface hydroxyls called silanols (SiOH), similarly 

for TiO2 (TiOH) or Al2O3 (AlOH). 

The code “ssp_solid” for calculating SFG spectra of the surface hydroxyl groups was also 

included in the original programs [13]. Both “ssp_solid” and “ssp_sfg_selfcorr” implemented 

the same calculations [6] from section 1.3, “ssp_solid” program had different 
𝑑μ𝑖

𝑑𝑟𝑧
 and 

𝑑α𝑖𝑗

𝑑𝑟𝑧
 

parameters (see Table 1) and different approach to reading the input files. The hydroxyl 

groups were searched in the trajectory by finding closest metal atom to the oxygen and closest 

hydrogen to that oxygen (since ab initio MD simulations do not preserve bonds between 

atoms, the connectivity cannot be reliably stored in a topology file). The rest of the program 

calculated the S G response function the same way same as “ssp_sfg_selfcorr” program, 

implementing equations from [6]. The binder file is irrelevant in this case because the surface 

hydroxyls are by nature contributing to the layer 0. Since in the CMD simulations atom bonds 

are specified, it is easy to reorganize the input file such way that the hydroxyl position and 

velocities can be read into water-like structures (metal-O-H instead of H-O-H), which is now 

implemented in the frame_reader. 
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 𝑑μ𝑥

𝑑𝑟𝑧
 

𝑑μ𝑦

𝑑𝑟𝑧
 

𝑑μ𝑧

𝑑𝑟𝑧
 

𝑑α𝑥𝑥

𝑑𝑟𝑧
 

𝑑α𝑦𝑦

𝑑𝑟𝑧
 

𝑑α𝑧𝑧

𝑑𝑟𝑧
 

𝑑α𝑥𝑦

𝑑𝑟𝑧
 

𝑑α𝑥𝑧

𝑑𝑟𝑧
 

𝑑α𝑦𝑧

𝑑𝑟𝑧
 

“ssp_sfg_selfcorr” 

parameters 

according to [6] 

0.005 -0.047 1.028 1.168 -0.247 -1.331 0.319 0.281 3.444 

“ssp_solid” 

according to 

Pezzotti code [13] 

-0.62 0.4 3.9 0.4 0.24 2.1 -0.07 0.07 0.19 

Table 1 Parameters used by "ssp__sfg_selfcorr" and "ssp_solid" programs. 

2.5 Analysis of the SFG response function 

The original code [13] implemented equation (12) in a modified version: 

where SFG response function is multiplied by filter function 𝑓(𝑡; 𝑡𝑠𝑖𝑚). 

S. Pezzotti in his work never described the filter function and its parameters. He only 

described that he processed SFG spectra from 15-100 ps long trajectories [14] [1]. In the 

picture below, we can see influence of filter (assuming 𝑡𝑠𝑖𝑚 = 15 ps) on a SFG response 

function of fluorite/water interface BIL (simulation with 118 water molecules) and the shape 

of the filter function. 

Approximating the prefactor 100/2 by 49, the filter can be expressed as 

and Fig. 9 indeed shows that at times around t = 1 ps the filter damps the function by a factor 

1/e. 

 χ𝑃𝑄𝑅
(2),𝑅 =

𝑖

𝑘𝐵𝑇𝜔
∫ 𝑓(𝑡; 𝑡𝑠𝑖𝑚)𝑒𝑖ω𝑡⟨�̇�𝑃𝑄(𝑡)�̇�𝑅(0)⟩𝑑𝑡

+∞

0

  (26) 

 𝑓(𝑡; 𝑡𝑠𝑖𝑚) = exp (−
100

2
(

𝑡

𝑡𝑠𝑖𝑚/2
)

2

) (27) 

 𝑓(𝑡; 𝑡𝑠𝑖𝑚) = exp (− (
𝑡

𝑡𝑠𝑖𝑚/14
)

2

) (28) 
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Figure 9: Influence of the filter on the SFG response function. 

2.5.1 Improvement 

The filter function has impact on the final SFG spectra (will be discussed later); therefore, 

the filter function was slightly modified:  

the user has an option to set the strength of the filter function by setting the parameter p. 

2.6 Program features 

2.6.1 General improvements 

Frequently repeated parts of the original code were encapsulated in subroutines (for example 

frame_density_function – calculating frame’s contribution to the density function), all the 

calculations with vectors are now made on the level of vector variables (the original programs 

[13] made all the vector calculations by vector components).  

 𝑓(𝑡; 𝑡𝑠𝑖𝑚) = exp (−
100

2
(

𝑡

𝑝
)

2

) (29) 
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Input and output files of the programs have been revisited, necessary files for the calculation 

were optimized in size, generation of unnecessary files (that took up a lot of disk space) for 

the calculation is now optional. As demonstrated in Table 2 for the system of Fluorite-water-

vacuum (with 118 water molecules and 50 000 frames in the trajectory), the necessary disk 

space for this task has been reduced 17 times, which becomes essential particularly for even 

bigger systems. 

Original programs New programs 

input files size [kb] input files size [kb] 

pos_rebuilt.xyz 884236 .xyz files 1612902 

vel_mol_rebuilt.xyz 728666 .gro file 1196547 

BOXDATA 1 .trr + 1frame.gro file 420736 
  BOXDATA 1 

output files size [kb] output files size [kb] 

interface.xyz 4550928 interfacebin.xyz 145586 

grid_interface 1 grid_interface 1 

density_vs_r file 7 density_vs_r file 7 

16 × binder file 48 newbinder 2881 

layers population 1 OH_REF (optional) 3117090 

OH_REF 3117090 tot_dAXX_dt 3 

tot_dAXX_dt 3 tot_dMZ_dt 3 

tot_dMZ_dt 3 z_vel_values (optional) 420606 

z_vel_values 420606 selfcorr file 2295 

selfcorr file 2295 fft.dat 286 

fft.dat 286 spectrum file 286 

spectrum file 286 squarespectrum file 72 

squarespectrum file 72   

total 9704529 minimum total 572157 
Table 2: Comparison of files and their sizes used by the programs (original and new). 

The CPU time needed for the whole set of programs to calculate the SFG spectra has been 

reduced roughly 2 times see Table 3 (the test runs were performed on the same machine, 

using trajectories of the same system described earlier in this section)  
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 𝑡𝑠𝑖𝑚 200ps 20ps   200ps 20ps 

original programs t [h:mm:ss] t [h:mm:ss] new programs t [h:mm:ss] 
t 

[h:mm:ss] 

interface 1:12:06 0:08:30 interface 0:54:26 0:05:28 

density_vs_r 0:04:30 0:00:30      

create_binder 0:04:31 0:00:30 binder 0:09:18 0:00:52 

ssp_sfg_selfcorr 3:36:54 0:02:31 SSP_CORR 2:23:38 0:01:30 

vsfg_signal_morita 0:00:12 0:00:02 SFG_SIGNAL 0:00:13 0:00:02 

total 4:58:13 0:12:03   3:27:35 0:07:52 
Table 3 Comparison of CPU time used by the programs (original and new) 

Programs (especially the SSP_CORR) implement the options to tweak the calculation 

parameters by the user using command line switches. 

2.6.2 Program options 

In this section all the program command line switches will be introduced. 

Interface 

• -i arg1 (optional)arg2 

Takes up to two arguments. Pay attention to the order of input files 

in case of .xyz files: position file + velocity file  

in case of .gro file: just .gro file containing whole trajectory 

in case of .trr file: .trr file + .gro file containing at least one frame of the trajectory 

• (optional) -vmdout 

Program will also create interface.xyz file described in section 2.2 

Binder 

• -i arg1 (optional)arg2 

Takes up to two arguments. Pay attention to the order of input files 

in case of .xyz files: position file + velocity file  

in case of .gro file: just .gro file containing whole trajectory 

in case of .trr file: .trr file + .gro file containing at least one frame of the trajectory 
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SSP_CORR 

• -i arg1 (optional)arg2 

Takes up to two arguments. Pay attention to the order of input files 

in case of .xyz files: position file + velocity file  

in case of .gro file: just .gro file containing whole trajectory 

in case of .trr file: .trr file + .gro file containing at least one frame of the trajectory 

• (optional) -o arg 

Takes output file name, default output name is set to selfcorr.xyz 

• -L arg1 arg2 

Selection of layers to be analyzed according to the following Table 4 

layer arg 

upper layer 0 0 

upper layer 1 1 

upper layer 2 2 

upper layer 3 3 

bottom layer 0 4 

bottom layer 1 5 

bottom layer 2 6 

bottom layer 3 7 
Table 4: Meaning of new binder file layer labels. 

for example, we want to analyze only upper layer 1: -L 1 1  

yet another example, we want to analyze bottom layer 0 through bottom layer 2:  

-L 4 6 

• (optional) -refout 

OH_ref file will be created, storing all the D matrices in ASCII format 

• (optional) -zvel 

z_vel_values file will be created, storing all the vz O-H bond velocities in ASCII 

format 

• (optional) -cross arg 

Program will also calculate SFG response function including the cross-correlation 

terms with truncating radius arg (in Å) 
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• (optional) -deriv arg 

Takes name of file where  
𝑑μ𝑖

𝑑𝑟𝑧
 and 

𝑑α𝑖𝑗

𝑑𝑟𝑧
 parameters are stored in ASCII file 

𝑑μ𝑥

𝑑𝑟𝑧
, 

𝑑μ𝑦

𝑑𝑟𝑧
, 

𝑑μ𝑧

𝑑𝑟𝑧
,  

𝑑α𝑥𝑥

𝑑𝑟𝑧
, 

𝑑α𝑦𝑦

𝑑𝑟𝑧
, 

𝑑α𝑧𝑧

𝑑𝑟𝑧
, 

𝑑α𝑥𝑦

𝑑𝑟𝑧
, 

𝑑α𝑥𝑧

𝑑𝑟𝑧
 and 

𝑑α𝑦𝑧

𝑑𝑟𝑧
 in respective order, one line per 

parameter. If not selected, the parameters will be by default set to water 

molecule parameters according to [6]. 

SFG_SIGNAL 

• -i arg 

Takes the correlation function file name 

• (optional) -filter arg 

Sets the filter parameter to arg (in number of steps), by default the parameter is set 

to 𝑝 =  
$𝐶𝑂𝑅𝑅𝐿𝐸𝑁

2⋅𝑡𝑖𝑚𝑒𝑠𝑡𝑒𝑝
 

• (optional) -o arg 

Takes output file name, default output name is set to spektrum.xyz 

2.6.3 Execution 

 

Figure 10: Workflow of the updated programs by author. 
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The sequence of execution the codes is now as follows (Fig. 10): 

1) Calculation of the instantaneous surfaces 

./interface.x -i trajectory.trr frame.gro 

2) Assignment of water molecules to interfacial layers based on the user-defined 

boundaries 

./binder.x -i trajectory.trr frame.gro 

3) Calculation of correlation function 

./SSP_CORR.x -i trajectory.trr frame.gro -L X X 

4) Fourier transform yielding the spectra 

./SFG_SIGNAL.x -i selfcorr.xyz 
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3 Results and discussion 

3.1 Reconstruction of previous experiments 

I have verified proper implementation and modification of the original code by calculating 

SFG spectra of the water molecules on fluorite(111)/water interface. Initial configuration of 

the system system was provided by Ondřej Kroutil. Results based on analysis of this 

particular system simulated by classical molecular dynamics (CMD) were reported in Ondřej 

Kroutil’s work [15] together with experimental data and ab initio molecular dynamics 

(AIMD) based data published by Khatib et al. [6]. Simulated system is composed of the slab 

of fluorite(111) with dimensions 11.58 x 13.38 Å with thickness around 15.1 Å (5 layers), 

118 water molecules placed above the surface leaving around 38 Å of vacuum above the 

surface of water (Fig. 14A). Positive surface corresponding to low pH conditions was 

prepared by moving one fluorine ion from the surface to approximately to the middle of the 

water slab. Trajectories used in this thesis were generated using Gromacs software [17] and 

running the Kroutil’s initial configurations in NVE ensemble with 0.4 fs time step. This short 

time step is necessary to capture the O-H vibrations. To allow postprocessing of the trajectory 

to calculate the polarization tensor/dipole moment correlation function, the positions and 

velocities of water molecules were saved in each time step. NVE ensemble is routinely used 

in these kinds of simulations not to perturb velocities by the thermostat. I have made 

comparison between results of the original programs [13] and the new modified programs 

presented in this thesis. 
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Figure 11: Comparison of the imaginary parts of the fluorite(111)/water SFG spectra computed with the original 

code and the modified one.  

 

The Fig. 11 proves that the modifications made have no major impact on the final calculated 

spectra (a slight difference is expected due to the modified binder, which now assigns 

molecules to interfacial layer dynamically based on their positions at a given time). Note that 

parameters $CORRLEN and filter parameter (described in section 2.5.1) were set 

accordingly to the original program [13]. On the 200ps trajectory we can see more noise 

modulated on the signal, this can be eliminated by proper setting of $CORRLEN and proper 

filter parameter, as will be discussed later in the Results and Discussion section. Using the 

new binder, each molecule at each time step contributes to the calculations. The original code 

considered contributions only from molecules residing in the interfacial layer of interest for 

at least 70% of the simulation time. 

3.2 Influence of simulation parameters 

In the following section, I describe how different parameters of the simulations or the 

modified SFG code can affect the overall shape of the spectra. All the spectra in this section 

are calculated from the same trajectories as described in section 3.1. 
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3.2.1 Length of simulation 

Ondřej Kroutil [15] presented influence of the length of the simulation on the final spectra 

(Fig. 12) using the original programs [13]. I have reconstructed his experiments using the 

modified programs. In the Fig. 12 – Kroutil, the lines are vertically offset by 3 and gray lines 

are obtained using running averages with the length of 25 samples. Spectra calculated by the 

modified program were obtained with $CORRLEN = 20 ps, and filter parameter 25000. 

Similarly, to the Kroutil’s results, even in my results (see Fig. 13) the amplitude of the 

fluctuations in the spectrum decreases with the increasing simulation time, spectrum is less 

noisy with increasing analyzed length and the shape of the spectrum converge to the shape 

of the experimental curve. 

 

Figure 12: Impact of input simulation length on the final spectra using S. Pezzotti's programs. Taken from [15]. 
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Figure 13: Impact of input simulation length on the final spectra using modified programs.  

 

3.2.2 Size of the system 

The major advantage of the CMD simulations over AIMD ones is accessibility of much larger 

systems (tens of nanometers) and much longer trajectories (hundreds of nanoseconds). For 

this reason, I have tested the new modified programs on the fluorite(111)/water system twice 

bigger in all directions (see Fig. 14B). Dimensions of this system were 23.16  26.76 Å and 

the number of water molecules was 471. For this bigger system, I have tested two values of 

the cut-off on electrostatics and van der Waals interactions: the first value 0.56 nm is the 

same as in the smaller system, and value 1.0 nm is the value usually used in simulations with 

standard force fields. 
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Figure 14: Fluorite 111 / ater s ste  setup. A  ori inal s ste  used in Kroutil’s article; B  S ste  t ice bi  er in 

all directions.   

As can be seen from Fig. 15 the shapes of both spectra are very close to the one obtained in 

the smaller system, i.e., one negative peak that is experimentally observed around 3300 

cm−1. In the case of smaller system, the peak is located at ~3200 cm-1 while in the bigger 

system this peak is shifted to ~3400 cm-1. One can notice small positive peak around 3100 

cm-1 in the spectra generated from simulations of the bigger system. I have noticed that 2 out 

of 4 free fluorine atoms in the solution were incorporated back into the surface during the 

simulation time, thus decreasing surface charge from +4 to +2 and bringing it closer to the 

neutral pH form of the fluorite(111). As was shown in Khatib [6], imaginary part of the SFG 

spectrum of the neutral surface shows slightly positive and broad peak around 3000-3100 
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cm-1. Thus, this peak could arise due to lower surface charge density and slightly different 

orientation of the water on the interface. While I confirmed that the processing of systems of 

different size produces similar spectra and the magnitude of the signal is properly normalized, 

the shift between the spectra determined for the small vs. system requires further inspections 

for other systems to determine if the shift is a size-dependent effect or artifact resulting from 

the change of the location of displaced fluor atoms during the simulation. 

It can be also seen that different cut-off radius on electrostatic and van der Waals interactions 

does not influence the shape of the spectra, the positions of the peaks or the intensity of the 

signal.  

 

Figure 15: Influence of the system size and cut-off radius on electrostatic and van der Waals interactions.    

 

3.2.3 Thermostat 

As was stated elsewhere [15] [14] , velocities of water molecules or hydroxyl groups are 

crucial for the calculations of the SFG spectra in OH stretch region using eq. (12), and for 

this reason the NVE ensemble is routinely employed in the production runs. In general, 

thermostats act by modifying the velocities based on the difference of the instantaneous 
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kinetic temperature Tkin from the desired temperature T. While structural and thermodynamic 

properties are in general not sensitive to the choice of a thermostat and its parameters, it is 

known that thermostats can affect dynamic properties of the simulated systems. This is 

particularly relevant for the time correlation functions, as represented by eqs. (11) and (12). 

Note that the information on relative velocities of O and H atoms forming an intramolecular 

OH bond directly enter the eqs. (17-19). One must therefore suppose that thermostat can 

potentially change shape of the spectrum by perturbing velocities. To test this hypothesis, 

fluorite(111)/water system as described in section 3.1 was simulated in NVT ensemble with 

Nosé-Hoover thermostat [18] and different relaxation time constants for coupling, namely 1, 

5, 10, 20 and 40 ps. Results are depicted on Fig. 16. Surprisingly, the overall shape of all 

NVT spectra follows the shape of the reference spectrum computed in NVE ensemble. Even 

the system with the shortest coupling constant does not shows any non-standard behavior. 

Although this topic should be examined more in depth (for example including other popular 

thermostats like v-rescale or Berendsen), these results suggest that running production runs 

in NVT ensemble with (at least) Nosé-Hoover thermostat should not influence final SFG 

spectra. This is a very positive message for the application of classical molecular dynamics 

to calculation of spectra. The ab initio molecular dynamics simulations (AIMD) typically 

last dozens of picoseconds due to the extreme time requirements of this technique. During 

such a short time the total energy is well conserved, and significant drift of the system 

temperature should not be observed. On the other hand, in classical MD (CMD) simulations 

lasting hundreds of picoseconds to dozens of nanoseconds, the temperature drift to numerical 

errors can be significant. There are however two positive pieces of information (i) the 

temperature calculated from CMD is less prone to deviations due to averaging over larger 

number of molecules compared to AIMD, and (ii) we are using time reversible Verlet-based 

integrator (Gromacs implements it via the leap-frog algorithm [17] [19]) which promotes 

energy conservation. 
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Figure 16: Comparison of the 𝐈𝐦(𝝌(𝟐)) for systems simulated in NVE and NVT ensembles, respectively. Different 

relaxation times are used in NVT simulations. 

3.3 Influence of the length of the SFG response function and 

filter 

All the spectra calculated in this section were calculated from 20 ps (if not stated other) 

trajectory file using the modified programs. The effect of $CORRLEN and filter parameters 

will be presented and discussed. 

Firstly, according to the filter (presented in section 2.5) present in the original code [13], the 

SFG response function is dampened by the filter quite drastically. Calculation parameter 

$CORRRLEN was added to the calculation, allowing us not to calculate the SFG response 

function up to 𝑡 = 𝑡𝑠𝑖𝑚, the main reason was to speed up the calculation since the SFG 

response function is dampened by the filter and long-time contributions become negligible – 

either due to the underlying physics or due to the filter designed to reduce the noise. Of 

course, reduction of the time over which the correlation function is calculated becomes more 

essential in processing long CMD trajectories, as opposed to relatively short AIMD 

trajectories. Figure 17 shows the effect of the $CORRLEN parameter fixing the filter 
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parameter to 18750 as assumed in section 2.5. Note that the spectra are shifted vertically by 

3. 

 

Figure 17: Effect of the $CORRLEN parameter on the final spectra assuming the same filter parameter. 

We can see that the restriction made by $CORRLEN parameter makes sense to speed up the 

calculation, because the filter effectively cuts off the SFG response function and the length 

of the SFG response function does not play crucial role in the form of the final spectra.  

Secondly, experiments with the filter itself were made with the $CORRLEN parameter fixed 

to the value 20ps; results are shown in Fig. 18 and Fig. 19. 
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Figure 18: Effect of the filter on the final spectra (extreme values for demonstration). 

In Fig. 18 demonstration of filter with extreme parameters is shown in comparison with the 

filter set accordingly to the parameters used in the original code [13] (-filter 25000). We can 

see that the filter with parameter 1000 (the smaller the value, the more severe damping, see 

eq. (29)) impacts the amplitude of the spectrum and smooths out the potential features of 

interest of the spectrum, on the other hand filter with parameter 100000 introduces too much 

noise to the spectrum, making it difficult to recognize the key characteristics of the spectrum. 
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Figure 19: Effect of the filter on the final spectra (more precise value adjustments). 

In Fig. 19 more gentle adjustment of the filter parameter is demonstrated. Filter with value 

9375 simulation steps, i.e., 9375*0.4 fs = 3750 fs (equivalent of filter that would be used by 

the original program [13] processing 7.5 ps trajectory), returns the best results, the potential 

features of interest are conserved (an experienced user needs to distinguish the significant 

features from the noise artifacts), and the amplitude of the signal is not decreased 

dramatically. We can see that the filter parameter plays significant role on the calculated 

spectra. To discuss the filter values and get a rule of thumb on the essential time range to be 

evaluated on the correlation function, we must understand that the SFG response function 

reflects the vibrations of the O-H bond stretch region of the spectra centered at around 3200 

cm-1. This wavenumber corresponds to frequency of roughly 96 THz, and reciprocal value 

of that results in a period of vibrations roughly 10 fs (note that it corresponds to only 25 

simulation steps of 0.4 fs). Due to the historical prefactor 100/2 in the filter (see eq. (22)), 

the filter parameter is made about 7 times more aggressive in damping, i.e., the preferred 

parameter about 9375 simulation steps, i.e. 3750 fs, effectively reduces any function to 1/e 

of its value within about 535 fs, which corresponds to about 50 vibrational cycles. We see 

that with this parameter significant number of vibrations are captured, while at the same time 

allowing to reduce the time span over which the correlation function is evaluated. 
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3.4 Effect of including contributions from surface hydroxyls 

I have verified proper implementation and modification of the original code by calculating 

SFG spectra of the hydroxyls on quartz(0001) surface. Almost 40ps long ab-initio MD 

trajectory of the mentioned surface cut had been provided to us by Marie-Pierre Gaigeot’s 

group. Results based on analysis of this particular trajectory are summarized in the article by 

Pezzotti et al. [14] System is composed of the slab of quartz(0001) with dimensions 9.820  

8.504 Å and is surrounded by 64 water molecules  (Fig. 20A).  

 

Figure 20: Quartz(0001)/water AIMD system setup. A) Whole system; B) Geminal silanols on upper surface 

highlighted. 
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Each face contains four geminal silanol groups (see Fig. 20B). I have analyzed O-H stretch 

of four upper silanols. SFG spectra calculated with Pezzotti's code and my modification using 

-deriv parameters according to Cyran [20] (Table 5): 

𝑑μ𝑥

𝑑𝑟𝑧
 

𝑑μ𝑦

𝑑𝑟𝑧
 

𝑑μ𝑧

𝑑𝑟𝑧
 

𝑑α𝑥𝑥

𝑑𝑟𝑧
 

𝑑α𝑦𝑦

𝑑𝑟𝑧
 

𝑑α𝑧𝑧

𝑑𝑟𝑧
 

𝑑α𝑥𝑦

𝑑𝑟𝑧
 

𝑑α𝑥𝑧

𝑑𝑟𝑧
 

𝑑α𝑦𝑧

𝑑𝑟𝑧
 

0.005 -0.047 1.028 1.168 -0.247 -1.331 0.319 0.281 3.444 

Table 5: Dipole  o ent  D.Å−1  and polarizabilit   Å2) derivative of the O-H bond in silanol groups. The results 

are given within the bond frame. 

are shown on Fig. 21. During analysis, I have realized inconsistency between results I get 

from my code and Pezzotti's code (purple vs. green line). Careful analysis revealed that this 

inconsistency arises from translational movement of the surface slab in the simulation box. 

Compared to classical MD simulations, ab initio MD simulations are usually done without 

any restrains on movement of any atom and system as whole slowly translates in the 

simulation box. And this translational movement was not eliminated from the analyzed 

trajectory. After centering trajectory using command: 

gmx trjconv -s trj.tpr -f trj.gro -o trj-centered.gro -n index-OH.ndx -pbc whole -center 

and computing SFG spectra of the O-H groups again, I get exactly the same results using my 

code (purple line) and very similar one using Pezzotti's code (blue line). This shows that bug 

in Pezzotti's code was eliminated in my implementation. For comparison, I have included 

digitalized SFG spectrum of the OH stretch from Pezzotti et al. article [14]. It shows good 

agreement between currently computed and published data, although current data were not 

smoothed and just one surface was included in analyses (i.e., worse statistics). 
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Figure 21: SFG spectra of the geminal hydroxyl groups on quartz(0001) surface. System simulated with AIMD. 

3.5 Effect of including intermolecular terms 

I have calculated SFG spectra from 20 ps long trajectories of fluorite(111)/water system 

(section 3.1) with newly implemented cross-correlation terms in the SFG response function 

that were not available in the original code. The truncating radii 𝑟𝑐𝑢𝑡 (as described in section 

2.4.3)  were set to 2, 3 and 4 Å. Note that  𝑟𝑐𝑢𝑡 > 4 Å has no meaning due to the size of the 

simulation box and possible inclusion of all the intermolecular interactions along the X-Y 

plane. On the other hand, calculations with parameter 𝑟𝑐𝑢𝑡 < 2 Å are not performed because 

of the O-O radial distribution of water [21]. For the 𝑟𝑐𝑢𝑡 below this value no water pairs are 

present.  Effect of an inclusion of cross-correlation terms is depicted in Fig. 22. More detailed 

investigation of inclusion of the cross-correlation terms should be subject of further research 

and is beyond the scope of this theses. 
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Figure 22: SFG spectra calculated from the cross-correlated SFG response function. 
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4 Conclusions 

The goals set in the Assignment of master thesis form were: 

Refine and document the program developed by S. Pezzoti to calculate Sum Frequency 

Generation (SFG) spectra generated at aqueous solution interfaces (in contact with solid 

or gas phases) and evaluate the effect of added extensions on the resulting spectra. 

Specifically: 

1) Optimizing the storage of working files in terms of data size and computational time. 

2) Incorporating the contribution of surface hydroxyls into the determined spectra 

3) Direct inclusion of the mutual polarizability of water molecules 

All the goals were reached and representative results showing the functionality of the 

modified programs were obtained and presented. Significant part of the documentation is 

contained directly in the source codes, which moreover became much more legible and 

concise due to the use of objective FORTRAN features, structure datatypes and use of 

subroutines. 

The scientific discussion of the resulting spectra was not subject of this thesis – moreover 

that discussion is present in the publication by Kroutil at al. [15], whose data I have 

reproduced. 

I present however the discussion of the new features added to the program and their 

performance. 

All the input and output files of the programs have been revisited, necessary files for the 

calculation were optimized in size and generation of unnecessary files is now optional. It was 

shown on particular fluorite(111)/water system that the necessary disk space for this task has 

been reduced 17 times, The CPU time needed to calculate the final spectra was reduced 2 

times, which becomes essential especially for even bigger systems. 

My new modification of the original “ssp_solid” code that is used to compute contributions 

of the surface hydroxyls to SFG spectra removed bug in the original code, included reading 

of Gromacs .trr trajectories and fairly reproduced published spectra.    
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The resulting code will be shared with the group of Prof. Marie-Pierre Gaigeot, where the 

classical molecular simulations are used now for systems unreachable by ab initio molecular 

dynamics (in addition to continuation of using the latter for smaller systems). 

Finally (if not first of all) the performed modifications already fulfilled a partial goal of the 

Czech Science Foundation project 22-0 97 S “Computer modeling of nonlinear optics 

signals at interfaces”, principle investigator Milan Předota, which promised to study 

systematically the roles of surface hydroxyls and intermolecular cross-correlations for a 

range of systems – a goal made now feasible with the help of the results of this thesis. 
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6 Appendix 

Fortran source codes: 

• interface.f90 

• Binder.f90 

• SSP_CORR.f90 

• SFG_SIGNAL.f90 

• bdata.f90 

• SFG_TYPES.f90 

• SFG_FRAMES.f90 

Sample input files for the calculations: 

• Fluorite-water.trr 

• Fluorite-water.gro 

• BOXDATA 

File containing commands to compile all the programs provided: 

• compile_all 

 


