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“Success consists of going from failure to failure without loss of enthusiasm.”
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Abstract

Computational chemistry is increasingly becoming a needful part of basic
research that has in relatively short period already achieved several suc-
cesses in diverse areas of interest, including nanomaterial science. The
strength of these methods lies especially in the atomic resolution that en-
ables to study processes and interactions at their most fundamental level.
This thesis focuses on the theoretical description of various small molecules
that are in contact with carbon nanostructures and whose mutual interac-
tions are essential in myriad technological processes and applications. Spe-
cial attention is paid to the liquid-phase exfoliation of graphene, graphene
interfaces and the intrinsic reactivity of graphene derivatives. Besides, an
overview of computational methods for graphene modeling is provided.
Presented data are often result of combination of both experiment and the-
oretical calculations, whereby the main contribution of this work is in com-
plementing of available experimental data and in additional interpretation
of obtained results mainly by using molecular mechanics methods. These
techniques were successfully used for study of stabilization mechanism
of graphene dispersion in various solvents, where it was suggested that
exfoliated graphene may be stabilized in non polar media by addition of
lipids that form reverse micelles whose exposed tails prevent aggregation
by entropic repulsion. Additionally, it was demonstrated that inclusion of
higher electric multipoles of graphene partly influence the aggregation ki-
netics and thus may be necessary for proper description of non-periodic
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graphene sheets in classical molecular simulations. It was also revealed
that the variance of contact angle of gas bubbles assembled on graphene-
water interface is predominantly determined by nature of the gas, and its
mutual interaction. The last part of the dissertation focuses on the reac-
tivity of some graphene derivatives. In the case of graphene oxide ini-
tial phase of the oxidation reaction of graphene was studied. The reac-
tive molecular dynamics showed that graphene edges together with folded
areas exhibit preferential susceptibility for the oxidation. Finally, present
progress in fluorographene chemistry is reviewed.
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Motivation

The recent discovery of graphene has sparked enormous interest owing
to its unique electrical and optical properties, some of which have not yet
been observed. But not only graphene possesses unique character. New
class of two-dimensional materials based on graphene are supposed to
promote technological progress in both industrial and scientific fields. Un-
fortunately, despite a great effort, only limited number of graphene-based
products have been commercialized to date.

One of the major bottlenecks impeding their further success is certainly
the poor production. Generally, there is a need for finding a method, that
would be able to provide these materials in large-scales at an affordable
price and quality. Several works demonstrated that liquid-phase exfolia-
tion could be a suitable preparation technique that may meet given require-
ments. This relatively simple and undemanding technique allows to obtain
a colloidal dispersion of various lamellar materials purely by solvent treat-
ment. Since the resulting exfoliation efficacy is highly sensitive on the sol-
vent used, proper selection of a suitable exfoliation media is mostly crucial.
Nevertheless, the molecular nature of the process of exfoliation and/or ag-
gregation is not known in detail. The first part of this thesis is thus focused
on the theoretical description of the mechanism of liquid-phase exfoliation
in various solvents using molecular dynamics simulation. In particular, the
effect of solvent additives on the total yield is studied. Additionally, the im-
portance of overlooked quadrupolar moments on empirical simulations of
graphene and related nanostructures is discussed.
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Graphene and its interfacial interactions are of vital importance also
in numerous technological processes involving sensing and other electro-
chemical utilizations. In the second part the gas–graphene interactions are
investigated by means of classical molecular dynamics.

Although computational chemistry often offers a powerful tool pro-
viding valuable information on the level of individual atoms, knowledge
gained through theoretical approaches have to be interpreted wisely with
respect to their limitations and restrictions. The following part will target
available methods and models currently used for graphene calculations
and simulations focusing on their strengths and weaknesses. Moreover,
a summary of recent trends in the graphene research from a viewpoint of
theoretical chemistry is provided.

The last part of this PhD thesis deals mostly with graphene deriva-
tives, namely with the graphene oxide and fluorographene. Despite their
structural similarity, both covalent modifications display fundamentally
different behavior, especially in reactivity. Its understanding would be
a milestone on the way to controlled synthesis with tailored functionali-
ties. The oxidation mechanism of the former is studied using reactive po-
tential, since the classical approaches in molecular modeling do not allow
rearrangement of the chemical bonds. Finally, properties, preparation and
existing reactions involving fluorographene are summarized.
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1 Graphene

1.1 Graphene and its properties

Without doubt the past decade, at least in chemistry and material sciences,
could be described as a graphene era. Everything began in 2004. The group
around Andre Geim and Konstantin Novoselov published work where
they succeed with isolation of several 2D crystals together with single-
layer graphene[1] using the micromechanical cleavage method, despite the
predictions from the 1940s that free 2D crystals are generally thermody-
namically unstable.[2, 3] Until this achievement graphene was considered
mainly as a structural unit of lamellar graphite used for better understand-
ing of this bulk 3D material. Nevertheless, it turned out that in contrast to
graphite graphene exhibits dramatically different characteristics that fas-
cinated scientists even long before the finding.[4] Moreover, the essential
features are changing profoundly with the number of layers; single, double
and few layer graphene exhibit completely different behavior. Currently,
also due to unusual properties, graphene holds promise for many oncom-
ing applications (Figure 1).[5]
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Figure 1: Schematics representing the broad range of graphene utilization ranging
from sensing to new nanocomposites.

Graphene[1], an one atom thick carbon allotrope with hexagonal ho-
neycomb-like lattice spreading only into two dimensions (2D), caused lit-
erally a revolution in nanoresearch and attracted enormous amount of hu-
man and financial resources worldwide primarily because of its remark-
able physicochemical properties.[6] Undoped pristine graphene is consid-
ered as a semimetal with a zero band gap[6] and from very beginning
the unusual electrical properties destined graphene for eventual utiliza-
tion in future electronics.[5] Nature of this exotic behavior can be found
in its structure of connected network of covalently bound sp2-hybridized
carbon atoms enclosed with π-electron clouds from both the top and bot-
tom. The delocalized π-electrons behave like they have no rest mass and
the value of intrinsic mobility in high quality crystals could reach up to
100,000 cm2 V−1 s−1.[6] But it was shown that graphene’s support signif-
icantly affect the resulting value and early measurements of suspended
graphene on SiO2 showed ~40,000 cm2 V−1 s−1.[7] However, theoretical
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limit gives even 200,000 cm2 V−1 s−1.[6] It is worth mentioning that most
of the electrical properties are generally sensitive to the relative stacking
arrangement.[8]

The structure is also tightly bound to the mechanical strength and dura-
bility of graphene. Despite the atomic thickness, lightweight (multiplying
by mass of carbon one get the value of 0.77 mg m−2) and structural sim-
plicity, the defect-free crystal lattice exhibits exceptionally high in-plane
stiffness and Young modulus about 1 TPa.[9] Additionally, it was demon-
strated that the elastic modulus is relatively conserved (~14 % decrease in
value) even at a high density of sp3-hybridized defects.[10] Pioneer mea-
surements of mechanical properties of pristine graphene were performed
on graphene monolayer suspended on perforated substrate, where the sheet
was subsequently loaded by an AFM (atomic force microscopy) probe. Ob-
tained intrinsic breaking strength of 130± 10 GPa was the highest value
ever measured for known material.[9] Moreover, acquired experimental
data were in good agreement with former theoretical calculations.[11]

Important feature in many technologies is the ability to conduct heat.
Especially in integrated circuits the thermal dissipation may be essential
for its proper function. Thermal conductivity of free standing graphene
was experimentally measured to be ~5,000 W m−1 K−1 at room tempera-
ture,[12] which is significantly greater than single walled nanotube (SWNT)
and graphite—other members of the broad carbon allotrope family—with
nearly 3,500 W m−1 K−1[13] and 2,000 W m−1 K−1,[14] respectively, and also
typical semiconductors under the same conditions (e.g., 46 W m−1 K−1 for
GeAs and 141 W m−1 K−1 for Si).[15] And even though the thermal con-
ductivity will drop when the graphene sheet is suspended on a substrate,
compared to most other materials, it will remain still high. With this in
mind it was recently shown, that graphene coating can enhance thermal
conductivity in otherwise poor heat conductors as common plastic mate-
rials by two orders of magnitude,[16] which might have many practical
implications.



6 Chapter 1. Graphene

Another prospect for graphene may be in the area of photonics and
optoelectronics. Defect free monolayer graphene sheet shows high optical
transmittance and absorbs only 2.3 % of incident white light, whereby the
reflectance is nearly zero (< 0.1 %). Additionally, this value is practically
independent of frequency in the visible range[17] and since the opacity
is sensitive to the number of layers, it can be used also for determining
the thickness of graphene layers.[18] Some of the successful utilization of
graphene’s optical properties was shown in recent photonic devices.[19]
Bae et al. suggested that graphene films could even outperform present
conductive transparent electrodes.[20] Main drawback is still a lack of the
robust efficient large-scale method of preparation and subsequent opera-
tions necessary for the production of high quality samples.

Similarly as other graphite-based composites, graphene is considered
as a valuable adsorbing agent for both small (e.g. gas and organic mole-
cules)[21, 22] and large (e.g. DNA, proteins)[23] molecules due to its large
surface area that was theoretically determined up to 2,630 m2 g−1.[24] Fur-
thermore, growing debate is held also about the hydrophobicity and re-
lated wettability of graphene that can dramatically influence its sorption
properties as well. It was found out that due to the adsorbed contami-
nants generally present in the air, graphene and other graphitic surfaces
might be even slightly hydrophilic.[25] Unclear is also graphene’s behav-
ior at the interface. It was suggested that graphene is to a certain extent
“transparent” to wetting and do not affect the substrate contact angle for
liquid above the monolayer when placed on top of the substrate. Thus
the van der Waals (vdW) interactions between graphene and adjacent flu-
ids are negligible.[26] However, the above-mentioned is not applicable for
superhydrophilic and superhydrophobic substrates.[27]



1.2. Graphene preparation 7

1.2 Graphene preparation

For the vast majority of novel materials there is always a need for develop-
ment of mass-production techniques that will produce high-quality sam-
ples for reasonable price for forthcoming industrial applications and suc-
cessful commercialization of graphene.

Generally, the fabrication of graphene may be categorized into two
traditional directions: top-down (TD) and bottom-up (BU) approaches.
The former exploits the structure of lamellar graphite consisting of many
graphene sheets that are held together by weak non-covalent interactions.
Subsequent disrupting of these weak interactions lead to individual graph-
ene sheets. Accordingly, first attempts were based on the mechanical re-
ducing of graphite layers using the AFM probe.[28] By taking this ap-
proach one was able to prepare quite rough samples of thinner graphite
still comprising of hundreds of layers. Therefore, the real graphene was
first prepared by the previously mentioned mechanical cleavage method
used by Nobel laureates, where the individual sheets of graphene was
gradually peeled of from highly oriented pyrolytic graphite (HOPG) by ad-
hesive tape. Although it is relatively straightforward procedure providing
high-quality 2D crystals, it suffers from low yield and limited size of sam-
ples reaching a maximum of tens of µm.[1] Price of a flake of given dimen-
sions cost more than $ 1,000 and if one rely solely on this approach graph-
ene would be one of the most expensive material per gram on Earth.[29]
Further proposed methods as intercalative expansion of graphite[30] or
chemical reduction of graphene oxide[31] did not provide either the re-
quired thickness or quality.

Another relatively large group of TD methods is liquid-phase exfoli-
ation of graphite employing deep knowledge already gained from nan-
otube preparation.[32] Graphite powder fragments are ultrasonicated in
a variety of organic solvents and dissipated into colloidal dispersion of
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high-quality (low defect ratio) graphene with a certain amount of monolay-
ers.[33–35] Despite the fact that resulting graphene flakes are only ~1 µm
in length, this technique benefits from its simplicity and rather cheap in-
strumentation allowing for its large-scale production. Suitable exfoliation
solvents, that are sufficient to overcome the interaction forces acting be-
tween individual graphene layers, are characterized by their surface en-
ergy approaching that of graphene, which is around 68 mJ m−2.[36] Ten-
tative solvent selection might be done also according to Hildebrand and
Hansen solubility parameters. Stable dispersions were prepared using N-
methyl-pyrrolidone (NMP), γ-butyrolactone (GBL), N,N-dimethylacetam-
ide (DMA)[35], perfluorinated aromatic molecules[33] as hexafluoroben-
zene (C6F6), octafluorotoulene (C6F5CF3), and several low boiling points
solvents[37], etc. However, searching for additional solvents remains still
challenging. It is worth noting that colloids are inherently thermodynam-
ically unstable owing to their high interfacial free energy and exfoliated
graphene sheets tend to re-stack and thus need to be stabilized against ag-
gregation. Stabilization may be achieved by additives (for instance by spe-
cific surfactants or polymers) that prevent the agglomeration of graphene
dispersion through non-covalent interactions. Their role will be discussed
in more detail afterwards in Results section.

Industrial practice focused mainly on the BU procedures that include
more sophisticated chemical processes as epitaxy or deposition of thin films
commonly utilized in semiconductor industry. One of the most promising
direction for large-scale production might be the bottom-up growth of epi-
taxial graphene by high temperature annealing of SiC.[38, 39] Silicon atoms
starts to desorb from the surface of SiC wafer after exposure to high tem-
peratures creating a carbon-rich layer that will rearrange into few-layer
graphene. However, the mechanism of the growth mechanism requires
deeper understanding.[40] Another possibility of fabricating large-area of
relatively high-quality graphene is chemical vapor deposition (CVD) using



1.3. Graphene derivatives 9

hydrocarbon precursors.[41] Usually, methane is brought on heated cat-
alytic copper foil, causing a formation of small graphene islands and their
subsequent coalescence. Nevertheless, further processing requires harsh
chemicals to etch away the Cu foil and transport of the detached graphene
to a silica or polymer substrate. Although the prepared graphene sheets di-
mensions are reaching several dozen centimeters and approaches to appli-
cation requirements,[20] the presence of grain boundaries, planar defects
formed by combining of separate carbon grains, degrade the resulting me-
chanical and electronic properties.[42]

1.3 Graphene derivatives

The applicability of graphene is narrowing in particular cases owing to
a zero band gap and relatively low reactivity and dispersibility. Thus the
potential areas of graphene’s application (for instance the band gap mod-
ulation or increasing of the gas storage capacity) can be remarkably en-
hanced by non-covalent and covalent modification.[43] Especially chemi-
cally modified graphene derivatives such as graphane (CH), fluorograph-
ene (CF) or graphene oxide (GO), etc., are subject of vigorous research. The
two latter mentioned graphene analogues will be discussed in more detail
with respect to the presented thesis.

Graphene Oxide

GO is basically a graphene-like sheet randomly covered by oxygen con-
taining groups forming sp3-hybridized domains within the layers. How-
ever, this change of hybridization naturally bears disruption of the pla-
narity. The topology of GO is not clearly defined and strongly depends
(together with resulting properties) on oxidation degree and preparation
method, which can also incorporate additional impurities.[44, 45] More-
over, monitoring of the structural evolution during graphene oxidation
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process is highly challenging. Several models differing in presence of var-
ious oxygen containing groups have been proposed over the years.[46]
With respect to recent observation it is generally considered that epoxy
and hydroxyl groups are located on the basal plane, whereby carboxyl, ke-
tone, peroxide and quinone may occur at the edges.[47, 48] Introduction of
these oxygenated functional groups significantly increases the hydrophilic-
ity of GO. Hence, it can be readily dispersed in water and other organic
solvents to form stable colloids. This simple solution treatment facilitates
the further manipulation into various processes and technologies, when it
might be basically deposited on any substrate or mixed with certain poly-
mers to improve resulting properties.[49]

Interestingly, in contrast to pristine zero band gap graphene, GO is flu-
orescent over a broad range of wavelengths making it attractive for optical
applications.[50] Furthermore, because of the graphene reluctance to react
chemically, GO is often used as a substrate for further graphene derivati-
zation.[51] On the other hand GO is generally a poor electrical conductor.
Nevertheless, the hexagonal graphene lattice might be partly recovered to-
gether with the conductivity by chemical or thermal reduction of the GO.
This technique is also currently most common and simultaneously most
economic large-scale preparation method of graphene. Although reduc-
tion processes remove major part of the oxygen groups, particular meth-
ods differ in residual oxygen of reduced graphene oxide (rGO) resulting in
different properties.[52, 53]

GO is synthesized using several synthetic routes, when graphite is treat-
ed with strong oxidizing agents producing graphite oxide, which is sub-
sequently exfoliated. Graphite oxide was prepared already in 1859 by
B. C. Brodie, who dealt with chemistry of graphite.[54] Nevertheless, this
method was very time consuming and consisted of multiple steps, there-
fore it was gradually improved and simplified.[55, 56] A few decades later
in 1958, Hummers reported an alternative oxidation procedure providing
higher degree of oxidation.[57] Nowadays, Hummers method is widely
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used technique for GO fabrication, often with numerous modifications.[58]

Fluorographene

Fluorographene, also known as graphene fluoride, was first synthesized
independently on several places at the same time in 2010; individual orig-
inal studies were published in the same journal issue separated by only
a few pages.[59, 60] CF is a 2D graphene analog and similarly as its parental
material consists of hexagonal carbon rings forming a planar lattice. How-
ever, the main skeleton is locally warped due to covalently bonded fluorine
that is attached to each carbon atom (so its chemical formula is written as
(CF)n). Thus carbons in fluorographene are in sp3 hybridization, unlike
the sp2-configuration in graphene. Furthermore, it results in losing of free
π-electrons and more importantly in alteration of basic characteristics (Fig-
ure 2). In terms of electronic properties, CF is an insulator with a band
gap reaching value as high as 8.3 eV[61] according recent quantum chem-
ical calculations that explicitly include electron-electron correlation (at the
GW-HSE06 level). The Young modulus has been measured to be one third
of that for graphene.[59] By far the most interesting part is the reactivity of
this material.[62]

It was initially assumed that CF will be a chemically inert material
like other perfluorinated hydrocarbons and this hypothesis was further
supported by its high thermal stability.[59] It was shown that CF is ther-
mally stable up to 300 ◦C and decomposes into volatile low-molecular-
weight compounds at temperatures above 500 ◦C.[63, 64] However, cur-
rent studies have suggested that CF might be a subject of diverse substi-
tution reactions. It has been shown that by reaction with KI one is able to
convert CF back into graphene. The mechanism of the reaction involves
transitional formation of unstable C I bond, which proceeds in spon-
taneous graphene and I2 release.[60] Furthermore, CF reacts with variety
of reagents, for instance with NaSH, NaOH, CCl2, NaNH2, N2H4 even at
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Figure 2: Comparison of basic characteristics of graphene[5], graphene oxide[69,
70] and fluorographene[59].

room temperatures.[65–67] One reason for the increased reactivity could
be found in so called “semi-ionic” character of the C F bond in CF, that
is rather an intermediate between ionic and covalent bond owing to the
hyper-conjugation between C C and C F bonds.[68]

Fabrication of CF is commonly done using three leading methods. First
approach involves mechanical and chemical (liquid-phase) exfoliation of
fluorographite.[60, 71] Appropriate solvents for chemical etching of fluoro-
graphite are for instance sulfolane, tetrahydrofuran, NMP, etc. Basic prin-
ciples of these methods as well as its pros and cons have been described
in detail in the previous section. Fluorographene can be prepared also by
reaction of graphene with XeF2 or F2. The C/F ratio of resulting products
can be controlled by the choice of experimental conditions.[72] Moreover,
by exposing only one side of the sample (leaving CVD graphene on copper
foil) one is able to prepare single-side fluorinated graphene with dominant
stoichiometry of C4F.[64] The last popular method is fluorination of GO
using HF or F2.[73] Here one encounter on an ill-defined structure of the
precursor resulting rather in highly-fluorinated GO. However, there are
known experiments with well-defined composition.[74]
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2 Theory and Methods

2.1 Intermolecular interactions

As the name implies, intermolecular interactions are found between the
neighboring particles that are not linked by covalent bonds (therefore they
are also known as non-bonded or non-covalent interactions). Although the
particular interactions seem to be weak (compared to intramolecular inter-
actions that keep a whole molecule together), their collective contribution
is often significant and are of great importance in diverse research fields
such as protein folding, nanotechnology, sensing and many others. More-
over, they are governing basic physical properties of a material (viscosity,
surface tension, etc.). A lot of these interactions also indirectly affect the
way how the system reacts by determining relative position of reactants.

In general, non-bonded interactions can be attractive or repulsive and
are further classified into two main categories: long-range (LR) and short-
range (SR) interactions. The LR terms, which include mostly electrostatic,
induction and dispersion interaction, have often an inverse power depen-
dence on the distance, r−n, while the SR potential, typical for repulsion,
may be described by means of exponentially decaying potentials, e−αr.
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Electrostatic (Coulombic) energy

Electrostatic interactions originate from the electric charge distributions
of atoms and molecules and are governed by the Coulomb law. For in-
stance, the interaction between stationary point charges, Q1 andQ2, of two
molecules separated at the distance r is given by

Ucoul(r) =
Q1Q2

4πε0r
(1)

where ε0 is the vacuum permittivity (in a dielectric medium the vacuum
permittivity is replaced by relative permittivity, ε, lowering the final po-
tential experienced by molecules). This particular Coulombic interaction
is extremely long-ranged, decaying very slowly with the distance (see Ta-
ble 1). Generally, the distance-dependence ofm-pole and n-pole (assuming
non-rotating molecules) can be expressed as

Um+n(r) ∝ ± 1

r(m+n+1)
, (2)

where m and n are the multipole orders and r is the separation distance of
two multipoles.

For a given charge distribution one may describe the resulting electro-
static potential by means of a multipole expansion

Ucoul(r) =
1

4πε0

q
r

+
r · p
r3

+
1

2

∑
ij

Qij
xixj
r5

+ . . .

 . (3)

Here, xi,j are the Cartesian components of vector r, q is the monopole mo-
ment, p is the dipole moment, and Qij is the quadrupole moment. The
above-mentioned expression is only valid when the intermolecular dis-
tance is larger than the dimensions of the interacting molecules. Both the
electrostatic potential and electric field are then dominated by the first non-
vanishing term, whereby monopole is dominant term for ions, whereas
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Table 1: Main characteristics of intermolecular interactions.

Interaction Pair-
additive Sign Distance

dependence

Typical
magnitude

[kcal mol−1]

Covalent bond − 35–250
LR Electrostatics 3 ±

ion-ion r−1 < 100
ion-dipole r−2 10–100
dipole-dipole r−3 1–6
dipole-quadrupole r−4

quadrupole-quadrupole r−5

induction 7 −
ion-induced dipole r−4 0.8–3.5
dipole-induced dipole r−6 0.5–2

dispersion approx. − r−6 0.01–10
SR repulsion approx. + e−r

charge trasnfer 7 −

for neutral molecules higher-order terms are gaining in importance. In
empirical force field methods the expansion is often truncated after the
monopole moment (and in many cases graphene is modeled even as un-
charged species). However, the quadrupole contribution may be very im-
portant in some cases including the nanostructures.

Electrostatics is also a dominant contribution of a special type of attrac-
tive dipole-dipole interaction that has a profound impact in diverse fields
is the hydrogen bond. The hydrogen bond may form between molecules
that have an H atom covalently bonded to a highly electronegative atom
with lone pair such as N, O, F or C. The partially positive hydrogen is then
attracted to the electronegative atom, which is charged partially negative.
In some cases systems with delocalized electrons can act as proton acceptor
as well.[75]
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Induction energy

Permanent multipoles can induce a dipole in neighboring polarizable mo-
lecules. These permanent multipole moments (electric monopole, dipole,
quadrupole, etc.) generate an electric field around that manages electronic
distribution of nearby molecule producing therein a small dipole moment.
This induced multipole is then attracted together with the adjacent perma-
nent multipole; thus induction energy is always stabilizing. The interac-
tion potential at an interatomic separation r, when an ion, Q1, can induce
a dipole in a non-polar molecule is

Uind(r) = − Q1
2α2

2r4(4πε0)2
, (4)

where α2 is the polarizability of the second molecule.
Charge transfer is also often considered as a component of the induc-

tion interaction (according to the SAPT, symmetry-adapted perturbation
theory[76]), nevertheless this effect is difficult to precisely differentiate from
the others.

It should be noted that induction term is not usually explicitly included
in classical empirical force fields. Moreover, this contribution is not pair ad-
ditive that makes it even more complicated. Neglecting of induction (po-
larization) effects is one of the most serious drawback of common pairwise
additive classical force fields when modeling graphene and its derivatives.

Dispersion energy

Dispersion interactions are dominating primarily in non-polar molecules
and closed shell atoms. However, they are present in polar molecules as
well, but it represents only a small part of the total interaction energy. This
ubiquitous attractive interaction (known also as London dispersion) arises
due to the continuous electron motion that leads to asymmetrical charge
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distribution of the particle forming time variable dipoles (and higher mul-
tipoles), which in turn induce another momentary multipole in neighbor-
ing atoms or molecules. These correlated instantaneous multipoles may
subsequently interact among themselves. The dispersion interaction po-
tential Udisp can be expressed as

Udisp(r) = −
{
C6

r6
+
C8

r8
+
C10

r10
+ . . .

}
, (5)

where Cn are dispersion coefficients and r is the interatomic or intermolec-
ular distance. Here, the first term in the expansion represents the instan-
taneous dipole-dipole interaction that is typically the leading one. Fol-
lowing coefficients account for higher order dispersion terms (namely for
dipole–quadrupole and quadrupole–quadrupole interaction). Neverthe-
less, these terms are often neglected in molecular simulations when calcu-
lating dispersion energies (since they do not contribute significantly to the
total dispersion energy). A simple approximation is then given by London
equation[77]

Udisp(r) = −C6

r6
= −3

2

I1I2

(I1 + I2)

(α1α2

r6

)
, (6)

where α1 and α2 are the dipole polarizabilities of interacting atoms or
molecules, I1 and I2 are ionization potentials of relevant particles. Consid-
ering that the polarizability of an atom is affected by its chemical environ-
ment, dispersion exhibits non-additive behavior. Most molecular models
are pairwise additive and do not explicitly cover these many-body effects,
whose contribution might be essential in some cases.[78, 79] However, they
are effectively included in two-body interactions.
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Repulsion energy

This repulsive term has purely quantum mechanical origin that results
from the Pauli’s exclusion principle and is dominant at very small inter-
atomic separation of neighboring closed-shell atoms. At such a distance
electron densities of interacting atoms begin to overlap, which leads to
deformation of wave functions. In other words, two electrons (or any
fermions in general) cannot acquire simultaneously the same state; can-
not occupy the same region of space, i.e. they have to differ in at least one
principal quantum number.

Although repulsion is usually modeled also due to time saving reasons
as inverse function of distance, 1/rn (where n is frequently equal to 12), as
stated before an exponential form, e−r, is more suitable for proper descrip-
tion of the repulsion potential.

2.2 Computational chemistry

While it is challenging to perform experimental studies on nanoscale sys-
tems at the atomistic level, the atomic scale is the “native” scale of com-
putational chemistry. Moreover, computational methods are increasingly
being used to complement experimental research in many areas of chem-
istry and nanotechnology. Modeling of graphene and its derivatives can
be achieved using either electronic structure methods based on quantum
mechanics, which explicitly account for the electronic structure of the stud-
ied molecular systems, or with molecular mechanics methods (also known
as empirical force fields) that simplify molecular systems by representing
them as collections of covalently bound van der Waals spheres.

2.2.1 Electronic structure methods

Quantum mechanical models and approaches allow study matter at its
most fundamental level. The electronic structure (and all properties of the
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studied chemical system) is determined by solving the Schrödinger equa-
tion that can be written in the form

ĤΨ = EΨ. (7)

The core of the equation is the wavefunction, Ψ, describing the quan-
tum state of a particle,E represents the system energy and Ĥ is an operator
of the total energy (the Hamiltonian operator). The later implies a sum of
five contributions to the total energy: the kinetic energy of electrons and
nuclei, and the potential energy of nucleus-nucleus, electron-nucleus and
electron-electron interaction:

Ĥ = T̂e + T̂n + V̂nn + V̂en + V̂ee. (8)

Exact solution to the Schrödinger equation can be found only for sys-
tems containing at most two interacting particles, i.e. hydrogen atom, He+,
etc. The vast majority of many-particle equations are not analytically solv-
able; thus the quantum chemistry deals exclusively with an approximate
solution to Schrödinger’s equation when are introducing variety of simpli-
fications. The basic approximation is the Born-Oppenheimer approxima-
tion that enables to separate the nuclear and electronic motion leading to
molecular wavefunction in terms of electron and nuclear position. Further
approximations are introduced depending on the level of theory.

Hartree-Fock

Common approach of wavefunction based methods is the Hartree-Fock
(HF) method, that is due to its low computational demands also used as
a starting point of more sophisticated methods, so called post-HF meth-
ods. The many-electron system and thus the molecular wavefunction is
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in this theory approximated as a product of one-electron functions (spin-
orbitals), where the particular one-electron orbitals are found by expand-
ing in a fixed basis set (usually a set of atom centered gaussians). The
interaction with the other electrons is accounted for only through an ef-
fective potential–average field generated by the other electrons. To satisfy
the Pauli exclusion principle and thus the postulate of antisymmetry, the
wavefunction must be written in the form of a Slater determinant. This no-
tation ensures also the requirement that the fermions are indistinguishable
from each other. The orbital energy for a given system can be obtained by
variational principle, which says that any tentative wavefunction will al-
ways provide a higher energy than the energy for the exact solution. In
a complete basis set (CBS) approximation this will give the upper limit of
the energy, the HF-limit energy.

Møller-Plesset perturbation theory

The most serious drawback of the HF theory is that it neglects the cor-
relation effects between electrons of opposite spin. Therefore, it is neces-
sary to use post-HF methods to correct the missing electronic correlation.
The Møller–Plesset perturbation theory (MPPT or simply MP) is a useful
method for treating the correlation effects.[80] Although the second-order
Møller–Plesset perturbation method (MP2) accounts for a large fraction
of the electronic correlation, it is considerably more computationally de-
manding than the classical HF method and especially tends to overesti-
mate the dispersion interactions of weakly bonded complexes.[81] How-
ever, several methods derived from MP2 offer better accuracy. For instance
the spin-component scaled MP2 methods (SCS-MP2[82] and SCS(MI)-MP2
[83]) are able to predict binding energies significantly more accurately than
MP2 without additional computational cost.
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Coupled cluster methods

The coupled cluster (CC) theory provides high accuracy computation tech-
nique for atomic and molecular electronic structure, based on the exponen-
tial expansion of the exact many-electron wavefunction (generating excited
Slater’s determinants). Unfortunately, due to its computational complexity
this method is only applicable for small systems. In practice, the full ex-
pansion of the cluster operator is inapplicable, therefore the expansion is
often truncated at some level of excitation to include the single (CCS), dou-
ble (CCSD), triple excitations (CCSDT), etc. Moreover, this method might
be further combined with the perturbation theory; for instance CCSD(T)
stands for full CC treatment of single and double excitations whereas triples
are handled perturbatively. Calculations performed at the CCSD(T)/CBS
level of theory provide benchmark results of interaction energies of non-
covalent complexes.[84, 85]

Density functional theory

Electronic energy and other characteristics of the system in the ground
state may be unambiguously determined also as a function of the elec-
tron density of the molecule. Generally, this group of methods offers re-
sults comparable (or better) to MP2 with similar (or less) computational
expenses as HF. Additionally, unlike the HF method, the density functional
theory (DFT) approach covers large fraction of the electronic correlation by
means of an exchange-correlation functional. However, exact form of the
exchange-correlation functional is not known and thus its assessment is the
most challenging step. Classical DFT methods based on the local density
approximation (LDA), the generalized gradient approximation (GGA) or
hybrid functionals do not account for non-local electron correlation effects,
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which are essential for the proper description of vdW forces[86–88]. Cur-
rently, several strategies have been developed to describe dispersion in-
teractions within the framework of DFT (DFT-D[89, 90], DFT-D2[91], DFT-
D3[79], DFT-TS[92], etc.). An alternative strategy resulted in the develop-
ment of non-local density functionals that account directly for dispersive
correlation effects.[93]

2.2.2 Empirical methods

Whereas advanced quantum chemical methods provide highly accurate
descriptions of systems comprising a few tens of atoms, molecular me-
chanics (MM) can be used to perform calculations on systems compris-
ing thousands of atoms such as nucleic acids, proteins and nanostructures.
Of course, this advantage is counterbalanced by many simplifications and
limitations (e.g. the inability to describe charge transport involved in many
of graphene’s intermolecular interactions, explicit polarization, and the
charge redistribution caused by wrinkling of a graphene surface) resulting
from the omission of the electronic degrees of freedom; molecular mechan-
ics only accounts for the motion of nuclei. In molecular mechanics, the
system is considered to be an ensemble of beads and springs that are held
together by simple harmonic forces. The core of the molecular mechanics
calculation is a force field (abbr. as FF; also known as an empirical poten-
tial) consisting of a set of equations and some associated parameters that
are used to describe the system’s energetics. The resulting energy Uff is cal-
culated as the sum of several terms, whose form and number is determined
by the method’s degree of simplification

Uff = Ubond + Uang + Utors + UvdW + Uelec + (Upol) + (Uother terms), (9)

here, Ubond, Uang and Utors represent the contributions to the total energy
from bonding terms (bond stretching, angle bending and torsion angle
twisting), while UvdW and Uelec represent the non-bonding van der Waals
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and electrostatic terms, respectively. Further optional terms for polariza-
tion,Upol, and other additional energy terms (for instance dispersive many-
body terms) are included in brackets. Non-covalent interactions are ac-
counted for using simple expressions for the electrostatic (Eqation 1) and
vdW forces (encompassing together repulsion and London dispersion);
one of the most widely used intermolecular potential in molecular sim-
ulations is the Lennard-Jones (LJ or 12-6) potential

UvdW = 4ε

[(σ
r

)12
−
(σ
r

)6
]

=
A

r12
− B

r6
. (10)

Here, ε and σ are the Lennard-Jones parameters, r is the interatomic
distance. The first listed LJ parameter, ε, specifies the well depth, which
determines how strongly two particles interact; σ represents the distance
at which the potential between the two particles is zero (for clarity see Fig-
ure 3). Despite its weaknesses (especially in the repulsion part as discussed
above), this crude approximation is sufficient for many applications. How-
ever, some alternative potentials (Buckingham, exp-6, Hill etc.) are trying
to eliminate this deficiency, but the computational demands will increase
up to 4 times compared to the original LJ function.[94]

As stated above, major part of FFs does not explicitly include the po-
larizability. Force fields are parameterized against experimental data and
thus include these many-body effects implicitly and should be more accu-
rately referred to as an effective potential. In some force fields this prob-
lem is partly solved by adding an explicit term for electronic polarization.
The contribution of polarization may be especially important in the case of
nanomaterials and it can be accounted for in several ways. A frequently
used and technically simple option is the classical Drude model[95] (the
so-called “charge on spring” model), where an additional particle is at-
tached to the atom. The particle has its own charge and, along with its
attached atom, generates an induced dipole moment that depends on the
external field. A similar way of including polarizability is the rigid rod
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Figure 3: The Lennard-Jones potential for argon dimer with two LJ parameters,
ε and σ.

model.[96] Like the Drude model, this approach involves attaching a vir-
tual interaction site to the atom, but the assigned charge is kept at a fixed
distance and is only permitted to rotate. For instance the GRAPPA force
field, which was specifically designed for simulations of water-graphitic
interfaces, uses the rigid rod model.[97] A third way of including polariza-
tion is to assign atomic polarizabilities to the atoms and then calculate the
resulting induced dipoles, whose orientation is determined by the external
field felt at each atomic site in the molecule.
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Current empirical force fields

Numerous force fields for various kinds of structures have been devel-
oped over the past few decades.[98–101] Force fields are often very spe-
cialized and designed to target quite narrow groups of molecules. The
greatest number of empirical calculations are performed on biological sys-
tems and thus efforts to develop and refine force fields have largely fo-
cused on proteins, nucleic acids and so on. While the transferability of
parameters from one molecule to another is one of the principal assump-
tions of molecular mechanics models, their validity is far from clear, when
transferring parameters from biomolecules to nanomaterials. Fortunately,
several modified force field parameters have been developed specifically
for simulating graphene. Nevertheless, their rigorous form is not known
so far. Likewise, the suitability of current parameters has not been thor-
oughly tested yet. Table 2 compares the non-bonded parameters for aro-
matic carbon atoms from the three most widely used bio-molecular force
fields to those from several modified potentials that were developed for
modeling carbon allotropes and which have been used by various groups.
Since in most cases the carbon atoms in graphene are treated as uncharged
Lennard-Jones spheres, the molecular mechanics descriptions of the inter-
actions between graphene and other molecules are governed exclusively
by these non-bonded vdW parameters. Clearly, the listed force fields dif-
fer quite significantly with respect to these parameters, so it is important
to choose a force field carefully if planning to use molecular mechanics to
study graphene or its derivatives.

Reactive potentials

Classical force fields do not allow bond cleavage and formation because
they model bonds with harmonic potentials. This is sufficient for the study
of various non-covalent modifications of graphene and other materials.
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Table 2: Non-bonded parameters for aromatic carbon atoms from different force
fields used in molecular dynamics simulations of graphene and graphene deriva-
tives.

Force field σ [Å] ε [kcal mol−1] Ref.

Parm 99 3.39967 0.0860 [101]
OPLS 3.55000 0.0700 [99]
CHARMM27 3.55005 0.0700 [98]
Ulbricht et al. 3.78108 0.0608 [102]
Girifalco et al. 3.41214 0.0551 [103]
Cheng and Steele 3.39967 0.0557 [104]
COMPASSa 3.48787 0.0680 [105]
a Uses 9-6 LJ potential.

However, a model capable of describing bond cleavage/formation is re-
quired for the study of any process involving chemical change such as
chemisorption or chemical reactions. In such cases it is necessary to use
methods that explicitly account for the system’s electronic structure. Un-
fortunately, such methods can only be applied to relatively small model
systems. Empirical reactive force fields such as AIREBO[106], REBO[107]
and ReaxFF[108] were developed to enable the study of large reacting mo-
lecular systems. These force fields use the standard force field approxi-
mations but also include terms for bond formation and dissociation (see
Equation 9).

The most commonly used reactive potential is ReaxFF, which is a bond-
order dependent potential (whereby bond-orders are updated in every iter-
ation) that was successfully used to describe the bond formation and bond
breaking in hydrocarbon systems[108, 109], high-energy materials[110],
as well as for combustion chemistry[111], fuel cells[112], hydrogen stor-
age[113], etc. (usually, individual potentials are solely parameterized for
particular chemical systems). Unlike the classical FF methods, in ReaxFF
is each element described only with one atom type, where the bond or-
der/bond length relation ensures the smooth transition from non-covalent
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to covalent (either single, double or triple bond) interactions, which reflect
the chemical environment. Polarization effects are accounted for through
an atomic charge EEM calculation scheme (electronegativity equalization
method)[114] that is geometry dependent. For comparison, the total en-
ergy is given by following expression

Uff = Ubond + Ulp + Uover + Uunder + Uang + Upen + Ucoa

+UC2 + Utors + Uconj + UH-bond + UvdW + Uelec.
(11)

The bonded terms accounting for bond stretching, angle bending and
torsion angle twisting are analogical to classical FF approach. In addition,
new terms are implemented for lone pair energy, Ulp, over-coordination
penalty, Uover, under-coordination term, Uunder, stabilizing under-coordin-
ated atoms; penalty for allene-type molecules, Upen, angle conjugation,
Ucoa, C C correction, UC2, torsion conjugation, Uconj, and finally hydro-
gen bond term, UH-bond. As is evident, the form is very complex and con-
tains dozens of parameters (93 parameters were included in the original FF
dealing with hydrocarbon systems)[108] of which only some have a phys-
ical meaning. Several parameters and therms have been added solely for
the purpose to reproduce quantum-mechanical (QM) data. The compli-
cated and unpredictable parameterization represents the main drawback
of this approach, as was encountered in study dealing with thermal decom-
position of fluorographene producing experimentally undetected products
(see above).[115] However, reactive mechanics, given appropriate param-
eterization, may become very powerful tool indeed in order to explain un-
usual chemical behavior of some graphene derivatives even at relatively
low computational cost.
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3 Lipid Enhanced Exfoliation for
Production of Graphene

Nanosheets1

Novel lecithin assisted exfoliation method of production of graphene nanosheets
was suggested. However, information was missing about the mechanism of graph-
ene stabilization in non-polar environment in the presence of lipids. Hence, we
used molecular dynamics (MD) simulations with a classical force field to study
the exfoliation process and the subsequent aggregation of graphene in lecithin-
chloroform solution. The theoretical calculations suggested that stability of the
obtained colloid may originate from the formation of lecithin reverse hemimicelles
and micelles, which prevent aggregation of the exfoliated graphene flakes by en-
tropic repulsion of the exposed lipid hydrophobic chains.

Liquid-phase exfoliation of graphite is a widely used technique that
allows preparation of high-quality graphene flakes in large-scales just by
solvent treatment, whereby the exfoliated pristine graphene can be used
in myriad of applications ranging from nanoelectronics to mechanical re-
inforcement of materials.[116, 117] Number of conventional solvents have

1Published as: Pykal M., Šafářová K., Machalová Šišková K., Jurečka P., Bourlinos A. B.,
Zbořil R., Otyepka M., J. Phys. Chem. C, 2013, 117 (22), p. 11800–11803.
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been suggested in the literature.[33–35] The overall yield of graphene sol-
ubilization is typically a few percents; the portion of monolayers in the
resulting colloid could be improved by post-processing up to 7–12 %.[35]
Searching for new suitable exfoliation media is thus a continuous task. Re-
cently, it has been shown, that relevant solvents should have surface en-
ergies matching the surface energy of graphene.[32, 36] However, not ev-
ery solvent with surface energy close to that of graphene is an efficient
exfoliant. Arguably, more relevant are the Hansen solubility parameters
derived from polar, non-polar and H-bonding cohesive interactions of or-
ganic materials.[36, 118] Here, the rule “like dissolves like” is applicable in
a similar manner.

Interestingly, solvent exfoliation may be further assisted by the pres-
ence of additives dissolved in the liquid-phase, such as certain surfactants
or polymers,[119, 120] which may increase the exfoliation yield and help
to split the thick graphite plates into the thinnest possible flakes (< 5 nm).
Typical examples of effective additives include long alkyl-chain surfactants
having a hydrophobic tail and a polar head group.[121, 122] Here, it was

~100 ns
polar
core

hydrophobic
corona

Figure 4: Representation of a reverse DOPC micelle formed in a chloroform solu-
tion (after about 100 ns); and its structure layout.
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shown that the exfoliation efficacy could be significantly enhanced by ad-
dition of lipids, namely lecithin. Nevertheless, the mechanism lying be-
hind the efficiency improvement was rather unclear. Lecithin is a natural
occurring phospholipid with two pending hydrophobic alkyl chains and
a polar head group in its structure. The choice of lecithin becomes even
more attractive when considering the fact that phospholipids are a major
component of all cell membranes. Thus, lecithin-graphene hybrids could
display good biocompatibility and low toxicity in (bio)applications.[123,
124]

In order to elucidate how the presence of lecithin can enhance the exfo-
liation process we carried out MD simulations on +0.5 µs time scale. The
MD represents a powerful computational method that is now frequently
used as an integral part of basic research apparatus. Natural lecithin is
a complex system mostly composed of phosphocholines, and therefore we
simplified lecithin in our simulations by DOPC (1,2-dioleoyl-sn-glycero-3-
phosphocholine) that is commonly used for membrane models. The MD
simulations of DOPC solutions in chloroform showed that DOPC forms
reverse micelles spontaneously on a 100 ns time scale (Figure 4), which
was in agreement with prior experimental observations for similar sol-
vents.[125] The core of reverse micelles contains polar DOPC heads and
the hydrophobic tails are exposed to chloroform. We further analyzed
the interaction of DOPC with graphene surface in chloroform. Two dif-
ferent starting geometries were built: one with hydrophobic tails oriented
toward the graphene (Figure 5A), and the other one with polar heads ori-
ented toward the graphene (Figure 5B). In both simulations, the reverse
micelles were formed on the graphene surface and remained attached to
the graphene sheet, leaving a large part of the hydrophobic tails exposed
to solvent and free to sample their conformational space. As we will dis-
cuss below, this may play an important role in stabilizing the graphene
flakes in the exfoliated state by preventing their aggregation.

Let one assume that some reverse micelles are present in solution and
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A)

B)

100 ns

100 ns

Figure 5: Simulations demonstrating formation of reverse DOPC (lecithin model)
micelle (A) and hemimicelle (B) on graphene surface in chloroform. Chloroform
molecules are omitted for clarity.

some are attached (and/or formed) on the surface of the freshly exfoliated
graphene nanosheets. When approaching each other, the micelles repel
due to the volume restriction effect (the system has tendency to increase its
entropy), which prevents their aggregation.[126] The volume restriction ef-
fect originates from the restriction of the conformational space of exposed
hydrophobic tails upon contact with other micelles. A similar effect should
also be expected between the micelles and the exfoliated graphene sheets,
as well as between the hemimicelles present on the graphene sheets and
other graphene sheets (Figure 6). According to kinetic theory of graphene
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aggregation, the resulting increase of the association barrier may signifi-
cantly stabilize the dispersion.[127] Thus, the presence of the lecithin re-
verse micelles in solution and on the graphene surface may prevent self-
aggregation of the exfoliated graphene by creating association barriers of

A)

B)

C)

Figure 6: Schematics of steric repulsion between individual micelles (A), between
the micelles and the exfoliated graphenes (B), and between attached hemimicelles
and the graphenes (C).
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entropic origin. It should be noted that lecithin might also play a role in the
exfoliation process itself, for instance by stabilizing the exfoliation inter-
mediates during ultrasound agitation, and thermodynamic stabilization of
the exfoliated flakes cannot be ruled out as well. Thus, the above-described
hypothesis may not be the only contribution to the lecithin effect on the ex-
foliation efficiency.

In this work we have proposed stabilization mechanism of the pre-
sented one-step method of graphene preparation by liquid-phase exfoli-
ation in the lecithin–chloroform solution. Molecular dynamics simulations
suggested that the higher stability of exfoliated graphene nanosheets un-
der the presence of lecithin may be due to the formation of reverse mi-
celles and their eventual attachment to graphene. The micelles repel each
other by volume restriction effects that prevent aggregation of colloidal
graphene.
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4 Electric Quadrupole Moment of
Graphene and its Effect on

Intermolecular Interactions2

By their very nature, some effects cannot be covered by classical empirical poten-
tials. It is mainly due to a number of simplifications implemented in the model
(general potential functions). In specific cases this omission may lead to seri-
ous errors. One such example is the neglect of electronic multipole moments. It
was shown, that the explicit quadrupole moment could affect the resulting barrier
heights and the associated kinetics of graphene aggregation and thus may partly
explain the experimentally observed exfoliation-efficiency difference between ben-
zene and hexafluorobenzene. Equally, the quadrupole should be generally consid-
ered when simulating warped graphene sheet.

Importance of the liquid-phase exfoliation as low-cost alternative for
mass-production of graphene was already pointed out in previous chap-
ters together with the theory employing the similarity rule based on sur-
face tension values and Hansen parameters of known convenient solvents.
[36] However, as mentioned, this practice is not applicable for all solvents.
From this perspective, benzene (C6H6) and hexafluorobenzene (C6F6) seem
to be an interesting pair of molecules. Despite the relatively similar Hansen
solubility parameters (see Table 3), the experimental data showed that while

2Published as: Kocman M., Pykal M., Jurečka P., Phys Chem. Chem. Phys., 2014, 16, p.
3144–3152.
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the first is a very poor exfoliation media, C6F6 displayed a reasonable
good efficacy.[33] One of the possible explanation may be in their differ-
ing quadrupole moment sign (but of similar magnitude). To test this hy-
pothesis we decided to carry out molecular dynamics simulations with and
without explicit quadrupole moments. Unfortunately, classical empirical
potentials are not able to cover higher-order multipole interactions by their
definition. Moreover, carbon atoms in simulations featuring graphene are
typically treated as uncharged LJ spheres, thus any electrostatics interac-
tions are not considered. It was shown that this simple approximation is
reasonable when using large or periodic graphene models, where the elec-
tric multipoles will sum to zero. However, it may gain particular impor-
tance on edges, near structural defects and in case of small or corrugated
graphene flakes. Here, the graphene’s quadrupole moment was employ-
ing using virtual sites placed above and below each carbon atom located in
the graphene lattice. The magnitude and distances were chosen to repro-
duce the experimentally observed value −3.03± 0.1× 10−40 C m2/carbon,
that was measured for graphite.[128]

To study the process of graphene exfoliation in benzene and hexafluo-
robenzene we used the potential of mean force (PMF) technique that may
provide a valuable insight into the thermodynamics of this process. It

Table 3: Comparison of Hansen solubility parameters, surface tension and molar
volume of benzene and hexafluorobenzene.

Benzene Hexafluorobenzene Graphene

Dispersion (δD) [MPa1/2] 18.4 16.9 18b

Polar (δP) [MPa1/2] 0.0 0.0 10b

H-bonding (δH) [MPa1/2] 2.0 0.0 7b

Surface tension [mJ m−2] 28.2a 21.6a 68b

Molar volume [ml mol−1] 89.4 115.4 –
a at 298.15 K; [125].
b [36].
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should be noted that the liquid-phase exfoliation mechanism is still not
fully understood. In addition, numerous exfoliation pathways could be
considered. To model the exfoliation in benzene and C6F6 we pulled vari-
ous graphene flakes from the periodic system by one of the peripheral car-
bons (as shown on Figure 7A), whereby the resulting PMF was obtained
from a series of umbrella sampling simulations.[129] In simulations with-
out explicit quadrupole moment the difference between those solvents was
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Figure 7: Schematics showing the peeling process with the considered exfoli-
ation pathway (A); the potential of mean force (PMF) calculated for graphene
pulled apart the periodic graphene system without quadrupole moment in ben-
zene and hexafluorobenzene (B); circumcoronene (with and without the explicit
quadrupole) (C) and C478 (again with and without the included quadrupole) in
hexafluorobenzene (D).
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nearly negligible (Figure 7B), which would result in similar exfoliation ef-
ficiency that was in contradiction with experiment. Apparently, the exfo-
liated state was predicted to be thermodynamically unstable to the given
aggregated state, which was in agreement with former MD simulations
of graphene in other organic solvents.[127] The energy required to detach
the graphene layer recalculated to a single carbon atom in C6F6 was about
0.61 kcal mol−1 for the circumcoronene (C54) and 0.69 kcal mol−1 for the
larger graphene containing 478 carbon atoms. When quadrupoles were in-
cluded in graphene structures, the energy dropped by 0.04 kcal mol−1 per
carbon atom (from 0.61 to 0.57 kcal mol−1) for circumcoronene (Figure 7C)
and by 0.01 kcal mol−1 per carbon atom (from 0.69 to 0.68 kcal mol−1) for
C478 (Figure 7D). From this follows that contribution of the quadrupole is
rather small and becomes less important with the increasing size of the
peeled graphene.

Further attention was drawn to the stability of graphene colloids. Inter-
actions among graphene-like molecules in benzene and C6F6 were stud-
ied by calculating PMF of two rigid parallel circumcoronene molecules.
One of the circumcoronenes was not carrying any additional virtual sites
to mimic the “endless planar” support, whereas the other was simulated
using explicit quadrupole moment (it represented the peeled/aggregating
flake, where it can be assumed that the quadrupole will be non-zero due
to the bended or corrugated graphene structure). Results were compared
hereafter with classical FF simulations (without any higher-order multi-
pole contributions). Obtained values of exfoliation energies were in agree-
ment with preceding simulations. Nevertheless, inclusion of quadrupole
moments altered markedly the barrier heights (and thereby the kinetics) of
resulting PMF curves (Figure 8). When omitting quadrupoles, the barriers
were very similar. However, when quadrupoles were included, the asso-
ciation barrier increased by 4.2 kcal mol−1 in C6F6, while in benzene it de-
creased by 2.7 kcal mol−1 (it gave the resulting value of almost 7 kcal mol−1).
The height of the association barrier is of particular importance for kinetic
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Figure 8: PMF of graphene separation modeled by circumcoronenes in given sol-
vents with and without the inclusion of quadrupoles.

theory of graphene aggregation; increase of this barrier may substantially
decrease the aggregation rate in C6F6 and stabilize the colloidal dispersion
of graphene, which could partly explain the experimental observations.

In conclusion, we investigated the effect of electronic quadrupole mo-
ment of graphene on intermolecular interactions. The inclusion of quadru-
poles was tested in MD simulations of graphene exfoliation/aggregation
in benzene and hexafluorobenzene, which reported contrasting exfoliation
efficacy despite their relative similarity. Although the thermodynamics of
these processes was not significantly affected considering quadrupoles, it
had substantial impact on the association barrier heights, which may ki-
netically stabilize exfoliated states in C6F6 compared to benzene and thus
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partially explain the better exfoliation capability of C6F6. It indicates that
the quadrupolar interactions should be taken into account in molecular
simulations concerning exfoliation/aggregation of graphene.
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5 Interaction of the Helium,
Hydrogen, Air, Argon, and

Nitrogen Bubbles with
Graphite Surface in Water3

The interaction of interfacial nanobubbles on solids immersed in water may be
crucial in numerous industrial processes. The gas-graphite (or optionally the gas-
graphene) interaction is in particular relevant for ink-jet printing, spray coating,
gas storage, fuel cells or sensing. Moreover, the formation of bubbles on the solid-
liquid interface may significantly impact the resulting wettability of the surface.
Here, the interaction of gasses (Ar, He, H2, N2 and air) with graphite immersed
in water media was studied both experimentally and theoretically using first prin-
ciples methods and molecular dynamics simulations. It was shown that there is
a relationship between contact angle and gas-graphite/gas-gas interaction ratio.

The interaction of gasses and liquids with carbon structures is impor-
tant in many application fields ranging from sensing and electrochemistry
to non-covalent functionalization of graphene.[43, 130–133] Air bubbles
may have also a serious impact on impinging processes on graphite.[134]
In addition, the super-hydrophobic character of the surfaces is in many
cases promoted by the interaction of gas bubbles with the substrate.[135,

3Submitted as: Bartali R., Micheli V., Gottardi G., Lazar P., Pykal M., Otyepka M.,
Ladani N., ACS Appl. Mater. Interfaces, 2016
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136] Considering the importance of the liquid-gas-solid interface, in this
work we explored the interaction of various gas bubbles (Ar, He, H2, N2

and air) with the freshly cleaved HOPG graphite surface in water. Firstly,
brief experimental overview will be provided, followed by the results from
molecular dynamics, that were used to complement the final experimental
findings.

The morphology and surface chemistry of cleaved HOPG were evalu-
ated using AFM and X-ray photoelectron spectroscopy (XPS) techniques.
Generally, a smooth surface with only small portion of contaminants was
observed. Subsequent experiments done in order to study the wetting
behavior and the work of adhesion of different liquids on the exfoliated
HOPG graphite showed a total surface tension of 52.8 mJ m−2. This value
was in agreement with prior measurements.[137] Furthermore, it was esti-
mated that the dispersive component is responsible for more as 95 % of the
surface energy (whereby the polar component encompass only small por-
tion of 4.2 % interactions mainly through the oxygen contaminants), which
explained the stronger interaction with non-polar liquids as diiodomethane
and paraffin oil and weaker interaction with water. It indicates that disper-
sion is dominant attractive interaction of graphite, which is consistent with
theoretical calculations for graphene.[22] Subsequently, the interaction of
gasses with graphite in the aqueous media was explored using the captive
bubble method. It was estimated that the surface tension with water for
all of measured gasses is ~72.8 mJ m−2 and the expected decrease of sur-
face tension caused by the internal pressure would be less than 0.4 %. The
contact angle measurements showed that HOPG graphite exhibits a gas-
philic (contact angle < 90 ◦) behavior for helium and hydrogen, while
a gasphobic (contact angle > 90 ◦) behavior for air, argon and nitrogen was
observed. Similarly, the dispersion is expected to be the governing inter-
action with gasses as well. The correlation between polarizability (that has
fundamental effect on dispersion interactions, see Equation 6) and contact
angle was demonstrated. Gasses with low polarizability showed attractive
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Figure 9: Contact angles of helium (A) and argon (B) calculated on the basis of
MD; resulting values were averaged over the production run.

interaction with graphite and conversely. In other words, the higher the
gas-gas interaction, the less gas adhesion on surface was shown. For more
details, please see Attachment.

Even if the HOPG surface was well-controlled the bubble contact an-
gle may be affected, for instance by small amount of airborne contami-
nants (when exposed to ambient conditions), as reported previously for
water[25] or by the roughness of the cleaved surface. Hence, to understand
better the interaction of the gas with a pristine surface we carried out MD
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simulations in order to estimate the average contact angle of the water-
gas-graphene system. Two extreme cases identified by experiments were
chosen, i.e. the argon and helium gasses (Figure 9). Graphene was repre-
sented by periodic model with dimensions of 92× 92 Å. The z-dimension
of the box was set to ~100 Å. Carbons in graphene were simulated as un-
charged LJ spheres with parameters proposed by Cheng and Steele.[104]
Argon and helium parameters were taken from literature Ref.[138], Ref.
[139], respectively. SPC/E water model was used for solvating the system.
The initial configurations consisted of 1,567 gas molecules, which were ran-
domly distributed within the simulating box. Obtained values of contact
angles 73.2 ◦, 80.0 ◦ for helium and argon, respectively, matched the or-
der obtained from experimental measurements. However, the estimations
from MD differed in absolute values of the contact angle. It may be ex-
plained in part by the: i) size of the studied bubbles (radii of the simulated
bubbles were typically around 40 nm); ii) by the different morphology of
the surface (a perfectly flat model without terraces); and iii) in part by the
fact that the classical force field methods neglect the polarization effects
that may be important in such cases involving graphene and it would re-
quire further analysis, which was beyond the scope of this work. Never-
theless, MD simulations have confirmed that the variation of the bubble
contact angles on graphite is governed by the nature of the gas and its in-
teractions.

In conclusion, it was observed that exfoliated HOPG graphite exhibits
an attractive interaction (gasphilic nature) with H2 and He and weaker in-
teraction (gasphobic nature) with Ar, N2 and air. Experimental measure-
ments in conjunction with molecular dynamics simulations showed the
relation between the gas contact angle and the ratio of gas-graphite and
gas–gas interactions.
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6 Modeling of Graphene
Functionalization4

Graphene has attracted great interest because of its remarkable properties and nu-
merous potential applications. A comprehensive understanding of its structural
and dynamic properties and those of its derivatives will be required to enable the
design and optimization of sophisticated new nanodevices. While it is challeng-
ing to perform experimental studies on nanoscale systems at the atomistic level,
this is the “native” scale of computational chemistry. Consequently, computa-
tional methods are increasingly being used to complement experimental research
in many areas of chemistry and nanotechnology, thus providing new insights into
the physical and chemical features of complex systems including graphene and
graphene derivatives. In the following review we discuss the suitability of various
computational methods in simulations regarding graphene as well as the latest
trends in the computational chemistry research.

Despite extensive research efforts triggered by numerous potential ap-
plications of graphene and its derivatives,[6] only a limited number of
graphene-based products have been successfully commercialized to date.

4Published as: Pykal M., Jurečka P., Karlický F., Otyepka M., Phys. Chem. Chem. Phys.,
2016, 18, p. 6351–6372.
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[140] Moreover, the graphene-based technology is still mainly in the re-
search and development stage.[141] Among other purposes, graphene and
its derivatives have diverse uses in sensing, ranging from the detection of
small molecules[133] to large biomacromolecules,[142, 143] including also
DNA translocation[144] and selective molecular sieving.[145] The poten-
tial range of applications for graphene can be enhanced enormously by
covalent and non-covalent modification (Figure 10).[43] To understand the
effects of these modifications, it is necessary to obtain an in-depth under-
standing of the nature and strength of the interactions between graphene
and guest molecules. Computational chemistry is a valuable source of in-
formation that can be used to develop such an understanding. Although it
provides a valuable insight into complicated scientific problems, one has to
choose wisely an appropriate level of theory according to the studied topic.
Always there should be chosen a compromise between accuracy and cor-
responding computational demands that are closely linked with the size of
the calculated systems. This can be achieved using either electronic struc-
ture methods based on quantum mechanics or with molecular mechanics
methods.

Graphene is often modeled as a finite polyaromatic hydrocarbon mo-
lecules (PAHs; benzene, coronene, etc.).[146] [22, 147–149] The carbon net-
works of these model molecules are capped with hydrogen atoms that sat-
urate the dangling bonds at their edges. This affects the distribution of
electronic density within the system because the electrons of the hydrogens
are drawn to the carbon skeleton, generating a positive electrostatic po-
tential on the hydrogen atoms and a negative electrostatic potential above
and below the carbon sheet where the π-electron cloud is located. Conse-
quently, PAHs have significant quadrupole moment that depend on their
size (its importance was discussed already in the previous study, or see
Appendix). This finite quadrupolar potential means that PAHs are imper-
fect models for the infinite flat periodic sheet of graphene, in which the
quadrupole completely vanishes. Moreover, real graphene is corrugated
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Figure 10: Schematics representing non-covalent and covalent functionalization
of graphene.

and the quadrupole moment may be nonzero near its surface. An impor-
tant advantage of using finite molecular models is that they can be stud-
ied using a wide portfolio of electronic structure methods developed for
molecular systems. The only limitations come from the size of the system
that can be treated in a reasonable timeframe with specific methods and
the available computational power. This is in contrast with the empirical
methods that allow the use of substantially larger models of freestanding
graphene flakes (up to tens of nanometers) and are therefore applicable
when studying nanoscale phenomena such as exfoliation and aggregation
processes in colloidal dispersions of graphene or the role of structural de-
fects on specific surface area of graphene.[127, 150, 151]

Ideal graphene is an infinite 2D sheet with a regular lattice structure.
This periodic graphene model can be studied using numerous methods
(using the periodic boundary conditions, usually abbreviated as PBC), most
of which are based on DFT and were developed by solid-state physicists to
model the physical features of crystals. However, the size of the replicating
cell should be large enough to avoid undesired interactions between repli-
cas. Spurious interactions could be particularly problematic if the supercell
contains polar molecules or ions, because of the slow decay of Coulombic
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forces. It should be noted that the attractive vdW forces in nanomaterials
act over longer distances than was originally assumed.[152] In empirical
methods the periodical/infinite model help to evade some artifacts that
can be caused by the presence of edges, as discussed above. Furthermore,
the infinite model may better describe the situations encountered in some
experiments, such as those involving measurements on spots of graphene
flakes that may be multiple micrometers in diameter. On the other hand,
PBC models may be less suitable for studying phenomena such as surface
corrugation because the box size limits the scale on which corrugation ef-
fects can be studied. In the following text I will focus mainly on the empir-
ical methods and their use and limitations in nanomaterial applications.

The advantage of the molecular mechanics approach over QM mod-
els is its simplicity and low computational cost (Figure 11). Unfortunately,
its approximations mean that many phenomena cannot be explicitly ac-
counted for by the FFs. The problem of the quadrupole moment and also
the other interactions that are challenging or even impossible to describe
with a classical force field have been already addressed in the preceding
parts of the thesis. As a reminder, these include the charge transport, ex-
plicit polarization, and the charge redistribution caused by corrugations of
a graphene surface.

The neglect of polarization interactions is perhaps the most serious de-
ficiency of common pairwise additive force fields when modeling graphene
and its derivatives. Conventional FFs treat electrostatic interactions using
effective partial charges that are constructed to match electrostatic poten-
tials obtained from QM calculations. Consequently, it is impossible for the
classical FF to react to changes in the molecular environment or to describe
the way different solvents affect various interactions. Ho et al.[153] stud-
ied the effect of graphene polarization on the structural properties of water
molecules at a graphene–water interface. Their results suggested that the
explicit inclusion of polarizability had no significant effects on the dynam-
ics of the graphene-water system, and that the effect became even smaller
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Figure 11: Comparison of several theoretical approaches with respect to the size
of the system that can be treated efficiently and the quality of the resulting de-
scription (adopted from [154]).

for charged graphene. However, larger effects might be expected for ions
and their arrangement near the graphene surface. Another drawback of
current force fields is the pairwise additive approximation of the vdW in-
teractions, where the resulting energy is calculated as a sum of contribu-
tions from individual pairs of atoms up to the cutoff distance. Many-body
terms involving three or more atoms are not explicitly included. Although,
as mentioned, force fields are parameterized against experimental data and
thus include many-body effects implicitly, in some cases it might be neces-
sary to include at least three-body effects explicitly.[78, 79]

Currently, it is considered that the widely used AMBER FF generally
tend to overestimate the base-stacking interactions in nucleic acids.[155,
156] It may be of crucial importance in empirical simulations involving
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vdW interactions of graphene and its derivatives as well. Especially when
these interactions are mostly the exclusive interactions which are taken into
account in graphene modeling (as mentioned earlier, carbons in classical FF
approach are treated as uncharged LJ particles). However, this fact has not
been thoroughly investigated yet, and there is a need for a deeper analysis
of its influence on the simulations concerning graphene.

Computational chemistry provides valuable atomistic insight into the
properties of systems that are relevant in bio-disciplines and nanoscience.
While computational methods are constantly evolving, they have already
succeeded in several tasks and are undoubtedly becoming an integral part
of the basic research toolkit. Because of the on-going increases in available
computing power, the sizes of the systems amenable to modeling and the
lengths of the simulation times that can be handled are both increasing,
meaning that computational methods will continue to get more powerful
and important.
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7
Direct Mapping of Chemical

Oxidation of Individual
Graphene Sheets through

Dynamic Force Measurements
at Nanoscale5

Graphene oxide is a greatly promising material for diverse application including
batteries, sensors, drug delivery and optoelectronics. Typically, graphene oxide
is prepared by oxidation of graphene. Nevertheless, the resulting structure of
graphene oxide is complex not well-characterized—surface chemistry is not known
so far and can vary considerably among the samples, which can dramatically af-
fect its applicability. Here, the oxidation process of graphene during the UV/ozone
treatment was studied using the in situ AFM-based dynamic force mapping and
computational techniques. It was shown that the graphene edges are most sensitive
to the chemical oxidation, from where it propagates further to the surface.

Despite the tremendous graphene’s application potential, some of its
characteristics make it unsuitable for certain specific uses, for instance in
electronics, drug delivery, etc. However, this handicap does not apply to
graphene oxide (GO). Due to the presence of oxygen containing groups,

5Submitted as: Froning J.P., Lazar P., Pykal M., Quiang L., Mingdong D., Zbořil R.,
Otyepka M., Nanoscale, 2016.
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graphene oxide can easily disperse in aqueous media[46] and exhibits flu-
orescence over broad range of wavelengths,[50] which opens also the door
to biological and medicinal utilization.[157–159] Besides that, GO shows
higher reactivity compared to graphene[48, 160] that may help broaden
new horizons through its functionalization.[161] Nevertheless, further pro-
gress is slowed down due to the complexity of the GO structure. A large
number of defects and various functional groups substantially complicate
addressing its electronic properties, morphology and reactivity. Moreover,
the oxidation mechanism of GO is not fully understood yet and remains
highly challenging. Recently, it has been shown by standard force mi-
croscopy, that there is a relation between the adhesion and degree of ox-
idation of graphene making AFM a valuable tool for exploring oxidation
processes.[162]

In this work, the morphological changes upon stepwise graphene oxi-
dation at ambient conditions were studied using the AFM-based dynamic
force mapping in combination with theoretical methods. XPS showed that
ozone primarily affects the carbon flake, whereby the C/O ratio was in-
creasing with each ozonization cycle until it saturates (whereas the Si/O

ratio of the silica substrate remained constant). The process of graphene
oxidation was then simulated using the ReaxFF reactive force field that has
been shown to successfully describe bond formation and bond breaking in
hydrocarbon-oxygen containing systems.[163] The force field parameters
for the MD simulations were chosen to match known parameters for the
structural evolution of GO during thermal annealing.[164] Here, we con-
sidered a non-periodic graphene sheet, either uncapped or capped with
hydrogen atoms that was immersed in rectangular simulation box with
atomic oxygen (Figure 12). Because the studied reactions were expected
to occur on a timescale larger than accessible with present computational
facilities, we ran our simulations at 473, 673 and 873 K, increasing the col-
lision frequency. In the case of hydrogen-capped graphene oxygen con-
taining groups replaced some of the hydrogens on the capped edges of the
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Figure 12: The oxidation of capped graphene by hydrogen atoms (A), and un-
capped graphene (B) by atomic oxygen (shown in red; unbound oxygen atoms
are omitted for clarity) was modeled by a 6 ns-long reactive MD simulation. The
inset shows detail of the edge and an epoxy group on the basal plane.

graphene flake. It was shown that the edges exhibit greatest susceptibility
for oxidation, similarly as it has been shown in experiments. The uncapped
edges, in the second set of simulations, were fully saturated with vari-
ous oxygen-containing functional groups in accordance with recent elec-
trochemical observations.[47] Further evolution in the oxidized structure
was not observed, only rare events occurred (two events in total per the
simulation set, when an epoxy group was formed near of oxidized edge).
It could be explained in part by the insufficient simulation timescale that
is not able to capture the process of graphene oxidation and in part by
the parameters used in these simulations that are not optimal parameter-
ized for this particular problematic, although they have been successfully
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used in simulations of the hyperthermal oxygen impact on graphene or
HOPG.[165, 166]

In addition, the oxidation of graphene was monitored using the AFM-
based techniques. DFT calculations showed that the AFM tip–surface in-
teraction is governed chiefly by non-covalent interactions for both graphene
and GO, thus any significant transformation caused by oxidation was not
expected. Subsequent dynamic force mapping measurement revealed a dif-
ferent degree of graphene oxidation on the edges and on the basal plane
after the first oxidation cycle. It was found that folds and step edges are
oxidized preferentially, which was in agreement with reactive MD simula-
tions. Further oxidation led to the gradual leveling of the adhesion contrast
between the center of the flake and its edges without significant changes
in the graphene topography. After the last treatment cycle the contrast in
adhesion of the flake and the substrate was inverted, and several defects in
the structure were detected.

In conclusion, we studied the mechanism of graphene oxidation dur-
ing the UV/ozone treatment. In particular, changes in the topography and
chemical composition were examined. The process of oxidation was grad-
ually monitored using the AFM-based dynamic force mapping method
under ambient conditions. It was shown by combination of theory and
experiment that edges and bended graphenes exhibit higher susceptibility
to oxidation than the rest of the flake.



55

8 Fluorographene—The Youngest
Member of Graphene Family6

Discovery of two-dimensional materials caused a revolution in nanomaterial sci-
ence. Nowadays the 2D materials constitute an integral part of material chemistry
but they are still in the process of dramatic development. In 2010, fluorographene
(graphene fluoride) extended the family of 2D materials and is now considered as
the thinnest known insulator with a band gap as large as 8 eV. For a long time, flu-
orographene was considered as an non-reactive 2D counterpart of teflonr. How-
ever, recent studies show that fluorographene can react with numerous reagents
yielding interesting new graphene derivatives. Intensive experimental and the-
oretical effort aim to understanding of properties and reactivity of this chemical
structure. If we succeed in controlling the chemical behavior of this material, fluo-
rographene may become a rising star of future material research. In this review we
summarize current knowledge and recent advances in fluorographene research.

Shortly after the first isolation,[1] it was demonstrated that graphene
possesses anomalous character.[6] However, some specific features of graph-
ene (i.e., zero band gap, hydrophobicity, relative chemical inertness) are not
suitable for certain applications. They may be further adjusted by covalent

6Published as: Pykal M., Zbořil R., Otyepka M., Chemické listy, 2016, 110, p. 335–343.
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or non-covalent functionalization.[43, 167] Especially, the covalent mod-
ification may completely change the basic characteristics of the material.
Fluorographene, a stoichiometric fluoro-derivate of graphene, represents
a remarkable example of this covalent alteration.[59, 60] Binding of fluo-
rine to each carbon atom of graphene change the original semiconductor
to the thinnest isolator in the world, making it particularly promising for
nano-electronics.[168]

The covalently bound fluorine causes the change in hybridization of
the carbon atoms from sp2 to sp3, resulting in loss of aromaticity and warp-
ing of the structure. In comparison with the unit cell of graphene, the lat-
tice constant of CF is stretched by approximately 1 % and the C C bond
length increases to 1.58 Å (from original 1.42 Å). It was predicted that CF
is most stable in the chair conformation, whereby the individual layers in
fluorographene are in the AB arrangement (half of the carbon atoms lie
above the centers of hexagons). Additional mutual structures were pro-
posed, based on the X-ray diffraction (XRD) and nuclear magnetic reso-
nance (NMR) spectroscopy. First calculations, however, indicated that the
energy difference between studied forms is rather small and effect of dif-
ferent layering pattern is almost negligible.[169] (Another geometrical fea-
tures are summarized on Figure 13.) Young’s modulus of CF was measured
to be 110 ± 30 N m−1, which is one third of graphene.[59] However, theo-
retical values are almost half as large.[170] Interestingly, the strength of the
C F bond is changing with the fluorine content in the structure. It was
found that the dissociation energy of C F in partially fluorinated systems
is around 50 kcal mol−1, whereas for fully fluorinated structures it reaches
up to 112.3 kcal mol−1 (which is comparable with the energy of C F bond
in common organic compounds).[62, 171] Individual layers are then held
together exclusively by non-covalent vdW interactions, whose value has
been calculated equal to 0.19 J m−2.[72]



8. Results 57

AA

A)

C)

AB

B)

1
.3

6
–

1
.3

8
č

 
Å

7.8–9.0č  Å1.57–1.58č  Å

Figure 13: Representation of the hexagonal lattice of fluorographene (fluorine
atoms are in green, carbons in black) and its unit cell (indicated by the red line)
(A); basic geometrical parameters of CF (B); and AA and AB stacking order of
fluorographene layers (C).

The electrical band gap of CF was estimated experimentally from opti-
cal absorption spectra or near edge X-ray absorption fine structure (NEX-
AFS) spectroscopy measurements and is assumed to be higher than 3.0 eV
and 3.8 eV, respectively.[59, 60] Moreover, it was shown that band gap
rapidly increases with even small amount of fluorines in the structure.[64]
Computational methods generally agree on the shape of the electronic band
structure showing that CF has the smallest energy gap between valence
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and conduction band at the Γ point. However, they differ substantially
in estimates of the bang gap. The lowest value, 3.0 eV, was obtained using
DFT at the LDA and GGA level.[172] But it is known that these approaches
systematically underestimate the band gap[173] and the apparent agree-
ment with experimental values is only coincidental. On the contrary, HF
methods tend to overestimate this value.[174] Thus the use of hybrid func-
tionals offers a promising route in this context. Moreover, it was proven
that hybrid functionals accurately predict the band gaps of some solid-state
and carbon-based materials. In the case of CF, recent HSE06 calculations
give a band gap value of 5.1 eV.[61] In addition, using a more demanding
GW (Green’s function with screened Coulomb interaction) approximation,
one gets the even higher value 8.3 eV (on the level GW@HSE06).[61] Never-
theless, thus calculated values cannot be directly compared with the optical
absorption spectra measurements, which involve formation of an exciton.
This fundamental difference between the very accurate calculations and
experiments undoubtedly requires further analysis.

Recently, it turned out that the most interesting is the chemistry of flu-
orographene. It was thought that similarly as teflonr and other perflu-
orinated hydrocarbons, CF will be a relatively chemically inter material.
It was further supported with high thermal stability.[59] However, latest
studies suggested that fluorographene may act as precursor in many sub-
stitution reactions[65–67], resulting in a variety of novel graphene derivates
(see Figure 14).[62] The first reported was the mentioned reaction with KI

at relatively mild conditions (150 ◦C), when the CF was converted back to
graphene (while releasing I2 from the transient unstable iodographene).
Subsequent theoretical calculations regarding other halogen derivates of
graphene suggested that only chlorographene and certain mixed halogen-
graphenes (besides CF) may exist under low temperatures.[60, 175] Fur-
thermore, the reaction with NaSH yielded a novel modification of CF—
thiofluorographene.[66] Elemental mapping revealed that fluorine and sul-
fur atoms are homogeneously distributed across the surface. Following
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Figure 14: Schematics representing products of reactions of fluorographene with
various chemicals; (adopted from [176]).

DFT calculations suggested an adequate structural model. It was shown
that fluorine stabilizes otherwise spontaneously desorbing thiol groups;
the most stable mutual arrangement of F and SH groups was iden-
tified the ortho (1,2-) configuration. Estimated band gap ranged between
1 and 2 eV that would meet today’s technological requirements of the semi-
conductor industry. An interesting chemistry is also behind the reaction of
CF with dichlorocarbene.[65] The CCl2 groups were again distributed
uniformly over the entire CF sheet. In addition, the mechanism of cycload-
dition on CF and partially fluorinated graphene was studied through DFT
calculations. Because the dichlorocarbene adds on unsaturated bonds, it is
belived that reaction occurs in two steps. The physisorbed dichlorocarbene
causes defluorination of the precursor, while another molecule is added on
the unsaturated bond. However, one cannot exclude the possibility that
the elimination of fluorine atoms (generating unsaturated spots) is due to
the alkaline conditions that are required for the formation of dichlorocar-
bene.[62]

Graphene, its derivates and other 2D structures are remarkable nano-
materials that offer great promise for future applications. Quite recently,
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the family of 2D materials was extended by fluorographene. This excep-
tionally interesting chemical was identified that reacts under mild condi-
tions with wide variety of reagents such as NaSH, NaOH, CCl2, NaNH2

and N2H4 yielding interesting new derivatives. However, the reactivity is
not yet well understood and controlled preparation (and thus the chemical
behavior) remains still a long-term wish. If one succeeds, fluorographene
may cause a similar excitement as that of graphene.
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Summary

This thesis focused mainly on the study of interactions of small molecules
with carbon-based 2D materials using the combination of various compu-
tational chemistry methods. In particular, attention was paid to the liquid-
phase exfoliation of graphene, gas–graphene interactions on the interfaces
and the intrinsic reactivity of certain graphene derivatives.

In a combined effort of theory and experiment it was shown that ex-
foliation process may be significantly enhanced by addition of surfactants
into the exfoliation bath. Molecular dynamics simulations suggested that
the reason of the increased colloid stability and thus the better exfoliation
efficacy in chloroform/lecithin solution may arise from the formation of
reverse micelles. These reverse micelles, whether attached on graphene
surfaces or freely dispersed in solution, are mutually repealing due to the
entropic repulsion acting between the exposed hydrophobic lipid tails and
stabilizing the exfoliated graphene sheets.

A completely different stabilization mechanism was proposed for two
seemingly similar solvents—benzene and hexafluorobenzene. In addition,
the significance of electric quadrupole moment on molecular simulations
of graphene exfoliation/aggregation was evaluated. The inclusion of elec-
tric multipole moments markedly affected the energetic barrier to associa-
tion (whereas the thermodynamics remained unaltered) which may kineti-
cally stabilize the exfoliated state and prevent the aggregation in C6F6 and
other solvents.
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Subsequently, molecular dynamics simulations were used in order to
complement the experiment investigating the gas–HOPG interaction in
water medium. From the technological point of view, the gas–graphene
interaction is equally important as the liquid–graphene interaction. It was
shown that the variance of the gas contact angle is predominantly deter-
mined by the gas nature and its interactions. It was observed that helium
and hydrogen exhibited an attractive interaction with the graphitic surface,
whereas argon, nitrogen and air were attracted by a weaker interaction.
The resulting value of the gas contact angle was then given by the ratio of
gas-graphite/gas-gas interactions.

In these applications, computational chemistry proved to provide a new
valuable insight into diverse systems and processes on the atomic scale.
However, orientation among the number of available methods and their
applicability may be complicated. An appropriate method must always
be selected with regard to the desired requirements and accuracy. Thus,
a comprehensive description of various computational methods and con-
ventional models used in simulations of graphene functionalization was
provided in our review article. Special emphasis was put on their benefits,
limitations and practical applications.

Nevertheless, classical molecular dynamics is occasionally unable to
encompass some effects due to its serious approximations. Therefore, the
reactivity of graphene oxide was studied using reactive ReaxFF force field.
It was shown, again by combining the theoretical calculations and avail-
able experimental measurements, that the graphene oxidation is initiated
on the edges from where it spreads over the entire surface. It is believed
that these advances are likely to contribute to the highly desirable tar-
geted preparation of precisely defined graphene derivatives with the corre-
sponding properties. Recent works showed that the use of fluorographene
may be even more advantageous for this purpose, whereby the current
progress in fluorographene research was reviewed in the last part of this
thesis.
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In general, the great potential of computational chemistry was demon-
strated, where the main contribution of this work was in providing insight
complementary to that obtained by experiment in order to enhance knowl-
edge of particular topics that led to the final interpretation of the collected
results.
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Shrnutí

Předkládaná práce byla zaměřena převážně na studium interakcí malých
molekul s uhlíkovými 2D materiály s využitím různých metod výpočetní
chemie. Zejména se věnuje exfoliaci grafenu v kapalné fázi, vzájemnými
interakcemi grafenu s molekulami plynu na jeho rozhraních a reaktivitou
některých grafenových derivátů.

Společným úsilím experimentálních a teoretických technik bylo ukázá-
no, že exfoliace grafenu může být podstatně vylepšena přídavkem povr-
chově aktivních látek do exfoliační lázně. Pomocí molekulových simu-
lací byl navržen mechanismus, který stál za zvýšenou stabilitou koloidu,
a tím i za lepší exfoliační účinností, která byla pozorována v roztoku chlo-
roformu s přídavkem lecitinu. Bylo pozorováno, že lecitin v nepolárním
prostředí vytváří reverzní micely, at’ už na povrchu grafenu nebo volně
v roztoku. Ty se pak následně vzájemně odpuzují kvůli entropické re-
pulzi hydrofóbních lipidových řetězců, a tím brání agregaci dispergov-
aných grafenů.

Jiný stabilizační mechanismum byl pak navržen pro dvojici na první
pohled podobných rozpoustědel—benzenu a hexafluorobenzenu. Ve sku-
tečnosti však vykazují zcela rozdílné exfoliační výtěžky. Navíc byl také
studován význam vyšších elektrických multipólů na molekulové simu-
lace zabývající se agregací a exfoliací grafenu. Zahrnutí kvadrupólového
momentu výrazně ovlivnilo asociační energetickou bariéru hexafluoroben-
zenu, zatímco termodynamika tohoto procesu zůstala nezměněna. Tato
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skutečnost by vedla ke kinetické stabilizaci exfoliovaného stavu a bránila
tak agregaci grafenu v C6F6 a obdobných rozpouštědlech.

Následně byl použit aparát molekulové dynamiky k doplnění experi-
mentálních poznatků týkajících se interakce mezi různými plyny a HOPG
ve vodném prostředí. Z technologického pohledu je tato interakce stejně
důležitá jako častěji zmiňovaná interakce kapalina–grafen. Bylo ukázáno,
že hodnoty kontaktních úhlů jednotlivých plynů jsou převážně určeny po-
vahou plynů a jejich vzájemnými interakcemi. Helium společně s vodíkem
vykazovalo přitažlivou interakci s grafitickým povrchem, zatímco argon,
dusík a vzduch byly vázáni slaběji. Výsledné hodnoty kontaktních úhlů
pak byly dány poměrem interakcí plyn–grafit a plyn–plyn.

V daných aplikacích bylo ukázano, že výpočetní chemie je schopná
poskytnout nový cenný pohled do rozmanitých systémů a procesů, a to až
na úrovni jednotlivých atomů. Nicméně, orientace mezi velkým počtem
dostupných metod a jejich použitím se může zdát velmi složitá. Zvolená
metoda by měla být vždy volena s ohledem na požadavky a očekávanou
přesnost. Náš souhrný článek se snaží poskytnout popis jednotlivých me-
tod a modelů, které jsou často používany pro simulace grafenu a jeho mod-
ifikací. Zvláštní důraz byl kladen především na výhody, omezení a prak-
tické aplikace jednotlivých přístupů.

Někdy však klasická molekulová dynamika nedokáže obsáhout něk-
teré efekty a skutečnosti kvůli svým zjednodušením. Z tohoto důvodu
byla studována reaktivita grafen-oxidu pomocí reaktivního silového pole
ReaxFF. Opětovným spojením teoretických výpočetních metod a experi-
mentálního měření se ukázalo, že oxidace grafenu je iniciována na jeho
okrajích, odkud se pak dále šíří po povrchu. Předpokládá se, že tyto dílčí
poznatky by mohly významně přispět k tížené řízené přípravě grafen-
ových derivátů s odpovídajícími vlastnostmi. Nedávné studie ukázaly,
že vhodnějším kandidátem pro tyto účely může být fluorografen, přičemž
v poslední části práce je shrnut současný pokrok a směr výzkumu týkající
se fluorografenu.
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Obecně byl prokázán velký potenciál, který tkví ve výpočetní chemii.
Hlavní přínos této disertace spočíval v teoretických simulacích a doplnění
poznatků získaných ze souvisejících experimentálních měření za účelem
hlubšího porozumnění jednotlivým problematikám a lepší interpretaci zí-
skaných dat.
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ABSTRACT: Liquid-phase exfoliation of graphite is a widely used method to obtain
graphene nanosheets, and therefore the development of a simple and efficient exfoliation
procedure remains challenging. Here, we present a one-step method of graphene exfoliation
in lecithin/chloroform solution. The graphene nanosheets produced by the lecithin assisted
exfoliation method were analyzed by microscopy techniques, including statistical analysis of
atomic force microscopy (AFM) images and Raman spectroscopy, which both indicate the
presence of few-layer graphene nanosheets, including substantial content of three-layer sheets.
Molecular dynamics simulations on the time scale of 0.5+ μs suggested that stability of the
obtained colloid may originate from formation of lecithin reverse hemimicelles and micelles,
which prevents the aggregation of exfoliated graphene flakes by entropic repulsion of the lipid
hydrophobic chains.

■ INTRODUCTION
Defect-free graphene nanosheets have great potential in
nanoelectronics, solar cells, and mechanical reinforcement of
polymers.1,2 In particular, the AB-stacked bilayer and trilayer
graphene is believed to have great potential for future
nanoelectronic devices.3−6 The liquid-phase exfoliation of
graphite in a solvent under mild sonication presents a
widespread technique for the efficient production of solvent-
processable, high quality graphene nanosheets.7,8 Interestingly,
solvent extraction may be further assisted by the presence of
exfoliants dissolved in the liquid-phase and having strong
affinity to the graphene surface through noncovalent
interactions, like certain surfactant or polymer additives.9,10

Generally, these additives improve the exfoliation yield and
help to split the thick graphite plates into the thinnest possible
flakes (<5 nm). Typical examples of effective exfoliants include
long alkyl-chain surfactants having a hydrophobic tail and a
polar headgroup.11,12 To the best of our knowledge, no report
in the literature refers to lecithin as an efficient exfoliant of
graphene. Lecithin is a natural occurring phospholipid with two
pending hydrophobic alkyl chains and a polar headgroup in its
structure. The choice of lecithin becomes even more attractive
when considering the fact that phospholipids are a major
component of all cell membranes. Accordingly, lecithin−
graphene hybrids should display good biocompatibility and
low toxicity in (bio)applications.13,14

Here, we present efficient liquid-phase exfoliation of graphite
in chloroform−lecithin solutions leading to few-layer graphene
nanosheets. Chloroform is an excellent solvent for lecithin as
well as a good dispersion medium for graphene.15 Here,
through the combination of theoretical and experimental
approaches, we show that the exfoliation efficacy can be

significantly improved by addition of lipids, namely lecithin.
The theoretical calculations suggest that the enhanced
exfoliation efficiency may stem from the formation of lecithin
reverse micelles and hemimicelles in chloroform depending on
the concentration of lipids. The reverse micelles stick to the
exfoliated graphene nanosheets and simultaneously prevent
self-association by entropically based forces. The exfoliation
efficacy of graphene nanosheet preparation was quantified by
statistical analysis of AFM images.

■ METHODS
Graphene Preparation. In a typical preparation, 1 g

graphite powder (Aldrich) was suspended in 200 mL
chloroform containing a 2-g portion of dissolved lecithin
(Aldrich). The suspension was sonicated in an ultrasound bath
for 3 h (130 W) and then left for 1−2 days to settle out any
insoluble particles. The supernatant colloidal dispersion (0.03−
0.05 mg mL−1) was collected and evaporated until dry in a
hood at room temperature. The solid residue was treated with
25 mL chloroform to dissolve excess lecithin. Subsequently, the
insoluble fraction was separated from the freely soluble lecithin
by centrifugation. The obtained gray solid (namely graphene
nanosheets) was finally suspended in 5 mL chloroform by mild
sonication. The exfoliation yield with respect to graphite is ca.
0.5%. In a blank experiment, 1 g graphite was directly exfoliated
in 200 mL chloroform without lecithin under sonication, as
above. The suspension was left to settle for 1−2 days, and the
supernatant phase was collected for comparative analysis. In the
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absence of lecithin, the supernatant constitutes a suspension of
fine graphite particles in chloroform, clearly seen by the naked
eye. The suspended particles immediately separate by
centrifugation, leaving behind a colorless solvent.
Characterization. SEM micrographs were taken on a

Hitachi 6600 FEG microscope (resolution: SE−1.3 nm) with
an accelerating voltage of 15 kV. The distance between the
sample and detector was 7.5 mm. TEM was carried out on a
JEOL 2010 microscope operating at 160 kV with a point-to-
point resolution of 1.9 Å. AFM images were taken on an
NTEGRA (NT-MDT) microscope. All AFM experiments were
carried out in semicontact mode with standard NSG10 tips in
air at room temperature. Raman scattering spectra were
recorded on a DXR Raman microscope (Thermo Scientific),
equipped with a thermoelectrically cooled (down to −50 °C)
CCD camera, using a 633 nm (1.96 eV) excitation wavelength
of an He−Ne laser and a 10× objective. The laser power at the
sample was adjusted to 4.0 mW. Spectral acquisition was
repeated 100 times with 2 s accumulation time. Raman spectra
were collected by employing a triplet spectrograph with a full
range grating (spectral dispersion: average 2 cm−1 per CCD
pixel element) and using a 50 μm slit aperture. Spot size was
approximately 1 μm2. Software Omnic 8 for Dispersive Raman
was used for the spectra acquisition and their initial processing,
such as, e.g., baseline correction. Any smoothing of the spectra
was avoided. Final processing and peak fitting of Raman spectra
were performed in Origin 7.0.
Simulation Procedure. All MD simulations were carried

out using the Gromacs 4.5 software package16 using the
generalized AMBER force field (GAFF) parameters for 1,2-
dioleoyl-sn-glycero-3-phosphocholine (DOPC) and graphene
carbon atoms, which were treated as uncharged Lennard−Jones
spheres. OPLS rigid united atom parameters17 were used for
chloroform molecules. The equations of motion were
integrated every 2 fs under periodic boundary conditions with
PME electrostatics. The velocity rescaling Berendsen thermo-
stat was used to maintain a constant temperature in the system
and pressure was coupled to an anisotropic Berendsen barostat
(NpT ensemble, 300 K; 1 bar). The system was equilibrated for
10 ns after initial restrained minimization. The production runs
were 500+ ns long and snapshots were collected every 20 ps for
subsequent analysis.
Simulations of Micelle Formation in Chloroform. The

initial structure of the monolayer was prepared from the DOPC
bilayer proposed by Siu et al.18 available at the Lipidbook
server.19 One half of the original structure, i.e., 36 lipid
molecules, was solvated with 1737 chloroform molecules
(equilibrated box size 5 × 4.6 × 13 nm).
Simulations of DOPC on Graphene Surface. In the case

of DOPC attached to periodic graphene, 12 lipid molecules
were placed on the periodically repeated graphene sheet (4.9 ×
4.6 nm) and solvated by 1183 chloroform molecules
(equilibrated box size 4.9 × 4.7 × 8.2 nm).

■ RESULTS AND DISCUSSION
Missing information about the mechanism of graphene
stabilization in nonpolar environment and in the presence of
lipids prompted us to employ computer simulations to fill this
gap. We would like to note that previous simulations dealing
with interaction of graphene with surfactants were carried out
in water environment (see, for example, refs 20 and 21). We
carried out molecular dynamics (MD) simulations on 0.5 μs
time scale to investigate how the presence of lecithin can

enhance the exfoliation process. Natural lecithin is a complex
system mostly composed of phosphocholines, and therefore we
simplified lecithin by DOPC in our simulations. The molecular
dynamics simulations of DOPC solutions in chloroform show
that DOPC forms reverse micelles spontaneously on a 100-ns
time scale (Figure S1 of the Supporting Information, SI), which
is in agreement with experimental observations for similar
solvents.22 The core of reverse micelles contains polar DOPC
heads, and the hydrophobic tails are exposed to chloroform
(Figure S1 of the SI). We further analyzed the interaction of
DOPC with graphene surface in chloroform. Two different
starting geometries were built: one with hydrophobic tails
oriented toward the graphene (Figure 1A), and the other one

with polar heads oriented toward the graphene (Figure 1B). In
both simulations, the reverse micelles were formed on the
graphene surface and remained attached to the graphene sheet,
leaving a large part of the hydrophobic tails exposed to solvent
and free to sample their conformational space. As we will
discuss below, this may play an important role in stabilizing the
graphene flakes in the exfoliated state by preventing their
aggregation.
Let us assume that some reverse micelles are present in

solution and some are attached (and/or formed) on the surface
of the freshly exfoliated graphene nanosheets. When approach-
ing each other, the micelles repel due to the volume restriction
effect, which prevents their aggregation.23 The volume
restriction effect originates from the restriction of the
conformational space of exposed hydrophobic tails upon
contact with other micelles. A similar effect should also be
expected between the micelles and the exfoliated graphene
sheets, as well as between the hemimicelles present on the
graphene sheets and other graphene sheets. According to
kinetic theory of graphene aggregation, the resulting increase of
the association barrier may significantly stabilize the dis-
persion.24 Thus, the presence of the lecithin reverse micelles in
solution and on the graphene surface may prevent self-
aggregation of the exfoliated graphene by creating association
barriers of entropic origin.
It should be noted that lecithin might also play a role in the

exfoliation process itself, for instance by stabilizing the
exfoliation intermediates during ultrasound agitation, and

Figure 1. Simulations demonstrating formation of reverse DOPC
(lecithin model) micelle (A) and hemimicelle (B) on graphene surface
in chloroform. The simulations starting with DOPC molecules
oriented with its nonpolar tails or with the polar heads toward the
graphene are shown. Chloroform molecules are omitted for clarity.

The Journal of Physical Chemistry C Article

dx.doi.org/10.1021/jp401277g | J. Phys. Chem. C 2013, 117, 11800−1180311801



thermodynamic stabilization of the exfoliated flakes cannot be
ruled out as well. Thus, the above-described hypothesis may
not be the only contribution to the lecithin effect on the
exfoliation efficiency.
Motivated by the results from the simulations, we exfoliated

graphene in chloroform with and without the presence of
lecithin. As a first remark, the short-range exfoliation of graphite
in chloroform (without lecithin) results in a fine yet stable
suspension of thick plates (hazy suspension), and AFM images
of the dried sample showed mostly thick particles (see Figure
S2 of the SI). On the contrary, exfoliation in the presence of
lecithin affords a clear, optically transparent colloid with a
concentration of 0.03−0.05 mg mL−1. Such concentrations
compare well with those obtained from other liquid-phase
exfoliation processes.25 Albeit the rather low exfoliation yield in
presence of lecithin (0.5%), the method is size-selective, leading
to graphene nanosheets with narrow plate thickness (see AFM
below). The exfoliated samples were further analyzed by
scanning electron microscopy (SEM), transmission electron
microscopy (TEM), atomic-force microscopy (AFM), and
Raman spectroscopy. All of these techniques unequivocally
show that if lecithin is present during the exfoliation process,
high quality graphene, few-layer nanosheets are gained (Figures
2 and 3). The statistical analysis of 350 AFM images documents

that the produced graphene nanosheets are few-layer graphene
flakes with a mean height value of 3.3 ± 1.1 nm (Figure 3),
which approximately corresponds to 7−8 layers.
Raman spectroscopic measurements confirmed the presence

of three- and few-layer graphene sheets in the sample26 and also
indentified spectral features of lecithin (Figure 4). On 3 out of
21 analyzed spots, the minimum number of peaks necessary to
correctly fit G′ peak was six, indicating three-layer graphene
(Figure S3 of the SI).27 The remaining places contained few-
layer graphene or a mixture of various heights. Thus, both AFM
distributions and Raman spectroscopy confirm a certain portion
of the three-layer graphene flakes.

■ CONCLUSIONS
We present a one-step method of graphene preparation by
liquid-phase exfoliation in the low boiling point solvent
chloroform under the presence of lecithin. Molecular dynamics

simulations suggest that the higher stability of exfoliated
graphene nanosheets under the presence of lecithin may be due
to the formation of reverse micelles and their attachment to
graphene. The micelles repel each other by volume restriction
effect and prevent aggregation of graphene sheets. The
microscopic techniques together with Raman measurement
show that few-layer (up to 3.9 nm) graphene nanosheets are
produced with a notable content of three-layer graphene. The
liquid-phase production of graphene sheets has good efficacy
and may benefit from a potentically good biocompatibility of

Figure 2. TEM (left) and SEM (right) images of graphitic flakes
exfoliated in pure chloroform (A, B), and few-layer graphene
nanosheets exfoliated under the presence of lecithin (C, D). The
scale bar represents 500 nm.

Figure 3. AFM image (A) showing a graphene nanoflake and statistical
analysis of AFM measurements (B) showing a histogram of the flake
height of graphene sheets prepared by lecithin-assisted exfoliation of
graphite in chloroform.

Figure 4. Raman spectrum of few-layer graphene exfoliated by lecithin
solution in chloroform showing characteristic lecithin features. Inset:
The region of 1500−2800 cm−1, where G and G′ bands of graphene
appears (labeled by asterisks) is magnified.
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arising lecithin−graphene composites, because lecithin is
naturally occurring in animals.
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Electric quadrupole moment of graphene and its
effect on intermolecular interactions

Mikuláš Kocman, Martin Pykal and Petr Jurečka*

Carbon atoms in aromatic compounds exhibit a permanent electric quadrupole moment due to the

aromatic p electron distribution. In the case of small aromatic hydrocarbons, this quadrupole contributes

significantly to their intermolecular interactions, but when the honeycomb lattice is expanded to infinity,

the quadrupolar field sums to zero and its significance vanishes. Therefore, electrostatic interactions

with graphene are often omitted in force field molecular modeling. However, for a finite sheet, the

electrostatic field decays only slowly with increasing size and is always non-negligible near edges.

In addition, in a corrugated graphene sheet, the electrostatic field near the surface does not vanish

completely and remains sizeable. In the present study, we investigated the magnitude of the graphene

quadrupolar field as a function of model size and graphene corrugation, and estimated the error

resulting from its neglect in molecular dynamics simulations. Exfoliation energies in benzene and

hexafluorobenzene were calculated using the potential of mean force method with and without explicit

quadrupoles. The effect on exfoliation energies was found to be quite small. However, the quadrupole

moment may be important for graphene sheet association (aggregation) as it affects barrier heights, and

consequently kinetics of association. Our results indicate that quadrupolar interactions may need to be

considered in molecular modeling when graphene is corrugated or bent.

1. Introduction
Recent progress in graphene-related nanotechnologies has
fuelled interest in theoretical modeling of graphene-based
materials. Different levels of theory can provide important
information about various material properties, its behavior
and chemistry.1 Electronic, mechanical, optical and other
properties related to electronic structure are usually obtained
from quantum chemical calculations. Detailed atomistic infor-
mation about dynamical processes occurring on longer time
scales, such as interactions with biomolecules or the surrounding
environment, is typically modeled using molecular mechanics
and force fields. The chosen level of theory determines the
computational cost and also accuracy of the resulting description
of individual properties and features.

The feature of graphene that is of interest in this article is its
electric quadrupole moment. Whereas quantum mechanical
treatments are in general capable of providing an accurate descrip-
tion of the graphene quadrupolar field, in empirical force fields,
it is usually ignored. Typically, carbon atoms in force field calcula-
tions are treated as van der Waals spheres and are not assigned
any charge or multipole moment. As we will discuss below,

ignoring the quadrupole moment is in most applications a
reasonable approximation. However, in some cases, this neglect
may result in error, the importance of which is difficult to
prejudge. Here, we focus on modeling the quadrupole moment
of graphene using empirical potentials and molecular dynamics
(MD) simulations and discuss its influence on intermolecular
interactions with finite and corrugated graphene sheets. Note
that there are other important sources of errors in force field
calculations which we do not consider here, such as lack of
explicit polarization in pairwise additive potentials. Although the
effect of missing polarization is expected to be important, it is
beyond the scope of this work, which aims to estimate errors that
result solely from neglecting the quadrupolar interaction in force
field calculations. Another problem is that not only quadrupolar,
but also dipolar electric field may arise in real graphene upon its
deformation. This effect, however, cannot be modeled by a
classical force field, therefore we also do not consider it here.

Let us first examine the origin of graphene’s quadrupole
moment in more detail. Molecules of aromatic hydrocarbons
have strong molecular electric quadrupole moments arising from
two different sources. First, carbon atoms in aromatic rings
exhibit a permanent quadrupole moment due to the aromatic
p electron distribution. High electron densities above and
below the graphene layer generate a quadrupolar field charac-
terized by a negative Qzz component of the quadrupolar tensor
perpendicular to the aromatic ring (z direction in Fig. 1a).
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Henceforth, we will refer to this contribution as the ‘‘atomic
quadrupole’’. The remaining elements of the quadrupolar
tensor are much smaller and vanish on the inner carbon atoms
for larger molecules (see also ref. 2). Second, in aromatic hydro-
carbons, a molecular quadrupole may arise due to the polarity of
C–H bonds. For instance, in benzene, the Qzz molecular compo-
nent due to partial charges on hydrogen and carbon atoms is of
the same sign as the atomic quadrupole (Fig. 1b). We will refer to
this component as the ‘‘CH polarity quadrupole’’. Note that a
quadrupole of the latter type may also arise due to other substi-
tutions. For instance, hexafluorobenzene exhibits a CF polarity
quadrupole, with a Qzz sign opposite to that of the CH polarity
quadrupole. In smaller polyaromatic molecules the atomic and
CH polarity quadrupoles are comparable in magnitude.2

In an infinite and perfectly planar graphene sheet, the quad-
rupolar contributions arising from individual carbon atoms add
up in such a way that the overall electrostatic potential (ESP)
near the surface vanishes completely. However, here we are
interested in finite and possibly corrugated graphene leaves. In
a small polyaromatic molecule, the atomic quadrupolar contri-
butions sum to create a molecular electrostatic potential similar
to the one depicted in Fig. 2. The ESP of larger graphene flakes
has similar features. We will now consider the long-range and

short-range parts of the ESP of finite graphene flakes separately
and discuss how they change with model size.

In the long range limit, i.e., at distances that are large
compared to the size of the graphene flake itself, ESP decays
as R!3. Here, the electrostatic field in the z direction (see Fig. 2)
is characterized by a macroscopic quadrupole, QMacro

zz , which is
simply the sum of the individual carbon atomic quadrupoles,
Qzz (QMacro

zz = NQzz). It should be noted that the R!3 decay in the
z direction can only be observed very far from the graphene
surface, for instance at tens of mm for mm-sized flakes, i.e., far
from the vdW contact region. Although the macroscopic quadru-
pole has not been reported for a single graphene flake, a value of
Qzz = (!3.03 " 0.10) # 10!40 Cm2 per carbon atom has been
calculated from macroscopic quadrupole measured by Whitehouse
and Buckingham for graphite particles.3 We assumed that this
value also applied for the graphene atomic quadrupole.

When approaching the graphene flake surface, the distance
dependence of the electrostatic potential weakens (see also the
discussion below). The region corresponding to the weaker
distance dependence of the electrostatic potential is very wide,
ranging from the surface to about one fifth of the flake
diameter in the z direction. In this work, we focused mainly on
the contact vdW region about 3.4 Å above the surface (indicated
by a dashed line in Fig. 2). As the size of the graphene flake
increases, the electrostatic potential in this region asymptotically
approaches zero, as noted above. Thus, despite bearing a size-
able macroscopic quadrupole moment, the quadrupolar contri-
bution to intermolecular interactions at its surface almost
vanishes for large perfectly planar graphene flakes.

Closer to the graphene surface, at the distances typical for
vdW interactions, a periodically varying microscopic field arises
due to the atomic structure of the surface. The inset of Fig. 2
shows this periodic component as a mild undulation in the ESP
contours when passing from one carbon atom to another.
Albeit rather weak, the periodic quadrupolar component has
been shown to influence the adsorption of gases on a graphite
surface.4–6 According to Vernov and Steele,4 it has little effect
on the adsorption energies but substantially alters barriers to
the free translation and location of energy minima of N2 and
H2O molecules on graphite. Later, Do and Do5 considered the
polarization of an adsorbed fluid (argon) by the periodic quad-
rupolar field and showed that dipoles induced in the adsorbed
gas repel each other and reduce the stability of the adsorbed
layer (surface mediation effect). In this article, we do not
discuss the periodic component (although it is included in
our simulations) but rather focus on the strength of the
quadrupolar potential as a function of the finite flake size
and corrugation.

To investigate the importance of quadrupolar interactions of
graphene flakes with the surrounding medium, we chose to
model liquid phase exfoliation in two solvents that differ in
the sign of their Qzz quadrupole tensor components, namely
benzene and hexafluorobenzene (C6F6). Liquid phase exfolia-
tion is a process in which solubilized graphene mono- and
multi-layers are produced upon sonication of graphite in suitable
solvents. This process is an important potential method for the

Fig. 1 Two components of the quadrupole moment in a benzene
molecule. Similar components contribute to the quadrupole of finite
graphene flakes.

Fig. 2 Electrostatic potential around a small polyaromatic molecule
(coronene). The dotted line is plotted 3.4 Å above the graphene surface,
i.e., at a typical vdW distance.
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large scale and low cost production of medium sized graphene
flakes. The key to this technology is finding an efficient, cheap
and environment friendly solvent for solubilizing graphene to
concentrations above 1 mg ml!1, which is currently challenging.7

A number of solvents for graphene solubilization have been
studied experimentally8,9 and theoretically.10,11 It has been sug-
gested that the best solvents are those whose surface energies are
close to that of graphene itself (68 mJ m!2),12 thus minimizing
mixing enthalpy. Even better predictions are obtained by using
Hansen solubility parameters;13 approximate values of dD,G B
18 MPa1/2, dP,G B 10 MPa1/2 and dH,G B 7 MPa1/2 have been
suggested by Coleman’s group,14 leading to the discovery of a
number of new efficient solvents for graphene.12

Benzene and C6F6 represent a particularly interesting pair of
exfoliation solvents. They have reasonably similar Hansen
solubility parameters (benzene: dD,G B 18.0 MPa1/2, dP,G B
0.0 MPa1/2 and dH,G B 2.0 MPa1/2; C6F6: dD,G B 16.9 MPa1/2, dP,G B
0.0 MPa1/2 and dH,G B 0.0 MPa1/2),13 and therefore are expected to
exhibit similar exfoliation efficiencies. Nevertheless, experiments
have shown that whereas C6F6 is quite a good exfoliation solvent,
benzene is a rather poor one.9 Interestingly, benzene and C6F6

differ in their quadrupole moment, which is of similar magnitude
but has opposite sign. Therefore, we decided to test whether this
fact can explain the observed difference in exfoliation efficiencies
of these two solvents. In molecular mechanics, this could easily be
tested by comparing simulations with and without atomic quad-
rupoles placed on the graphene model.

Our paper is organized as follows. First, we analyze the
electrostatic potential at different locations near to graphene flakes
as a function of size and corrugation. Then, we estimate Gibbs
energy changes of graphene flake exfoliation with and without a
quadrupole moment by pulling a free graphene leaf from the
surface. After that, the influence of a quadrupole on the solvation
energy of graphene leaves of different sizes in different solvents is
estimated using alchemical transformation of the quadrupole in a
solvent. Finally we estimate exfoliation/association barrier heights
by pulling fixed coplanar sheets in different solvents.

2. Methods
Several different structures were chosen to represent graphene
flakes and supporting graphene in this study. Graphene flakes
were represented by circumcoronene (denoted as C54) or by a
larger 35 # 35 Å rectangular flake with 478 carbon atoms
(denoted as C478). The periodic supporting graphene was
modeled as a 50 # 50 Å rectangular graphene flake (C1008)
in simulations including circumcoronene and as a 70 # 70 Å
graphene flake (C2040) in simulations including C478. A single
graphene sheet was used to model the graphite support.
Exfoliation energies of graphite were shown to be somewhat
higher (by about 18%),15 but this should not affect our results
because we are interested in the relative effect of the electro-
static component rather than the exfoliation energy itself.

Molecular dynamics simulations were performed within the
Gromacs 4.5 software package.16 After equilibration in the NPT

ensemble (P = 1.0 bar, T = 298.15 K), production runs were
performed in the NVT ensemble (T = 298.15 K). All atom GAFF
force field parameters17 were used for carbon atoms in circum-
coronene and graphene flakes and the SPC/E model was
used for water.18 Parameters for C6F6 were taken from the
literature,19 and for benzene, GAFF parameters were used for
vdW spheres and RED20 parameters were used for charges. The
integration step for all simulations was 2 fs and the interval for
data collection was set to 0.5 ps. The cutoff distance for the
direct electrostatics and vdW potential was set to 10 Å. The
particle mesh Ewald method was used to calculate the indirect
electrostatic potential beyond the cutoff distance. Bonds to
hydrogen atoms were constrained during the MD simulations
using the non-iterative LINCS algorithm.

The quadrupole moment of the graphene surface was repre-
sented by a pair of virtual sites placed above and below each
carbon atom. The charges and distances of the virtual sites were
chosen to reproduce the experimental value of the graphite
quadrupole moment Qzz = (!3.03" 0.10)# 10!40 Cm2 measured
by Whitehouse and Buckingham.3 A positive charge (0.52e) was
placed at each carbon atom and two negative charges (!0.26e)
were placed 0.6 Å above and below the graphene plane. The
same values were used for all molecules in the present study.

2.1. Alchemical transformation

Alchemical transformation was used to estimate the effect of
the quadrupole moment on solvation energies of graphene
flakes in benzene, C6F6 and water. The method is based on
thermodynamic integration (TI) of derivatives of the Hamiltonian
with respect to a mixing parameter lambda, which was used to
interpolate the state with and without the quadrupole moment.
We used the 5-point Gaussian quadrature. Each simulation for a
given lambda was equilibrated for 2.5 ns and the sampling period
for data collection was 7.5 ns.

2.2. Graphene peeling

The potential of mean force (PMF) for peeling of the C54 and
C478 molecules from an infinite graphene support was calcu-
lated using restrained MD simulations in an explicit solvent. As
a reaction coordinate, we chose the z-coordinate of one of the
outer carbon atoms, which was slowly pulled in the normal
direction from the graphene surface. The reaction coordinate
was divided into 43 windows separated by 0.48 Å (C54) or
165 windows separated by 0.34 Å (C478). For each window,
16 ns (C54) or 6 ns (C478) MD simulations were carried out.
The umbrella integration method21 was used to reconstruct the
PMF of peeling.

2.3. Thermodynamic integration

The PMF of exfoliation of two carbon sheets (C54) constrained
to be coparallel was calculated using constrained MD simula-
tions in benzene and C6F6 explicit solvents. The 14 Å long
reaction coordinate was divided into 52 windows with unequal
spacing in order to improve sampling of the regions with
rapidly changing force. Each window was equilibrated for
2.5 ns and 7.5 ns was used for data collection. The total force
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acting on the center of mass of a C54 sheet was collected every
0.5 ps. The average force in each window was integrated using
the cubic spline method.

3. Results and discussion
3.1. Electrostatics of finite graphene sheets

A typical size of a graphene flake exfoliated by sonication is
about 1 mm2, which corresponds to about 40 million carbon atoms.
Flakes are usually irregularly shaped, with straight edges; a rectan-
gular flake would have less than 10 000 atoms along its edge (1 mm,
10 000 Å). Fig. 4 illustrates how the electrostatic potential above the
center of a graphene sheet decays as a function of the distance from
the surface, z. Results are shown for rectangular sheets with several
edge sizes, a, ranging from 10 to 10 000 Å. With increasing size of
the flake, the distance dependence of the potential near to the
surface weakens and its amplitude decreases. To estimate the
relative importance of this potential for intermolecular interactions,
we can compare it with the strength of typical vdW interactions,
which dominate binding in graphite: each carbon atom contributes
about 1.4 kcal mol!1 (or 61 meV per atom) to the cohesion energy
of graphite.22 Fig. 4 shows that for sheets smaller than 100# 100 Å,
the electrostatic interaction with a unit charge is more than
1 kcal mol!1, which is comparable to the dispersion interaction
with a carbon-like atom. On the other hand, for sheets larger
than 1000 # 1000 Å, the electrostatic interaction with a unit
charge is much weaker than 1 kcal mol!1 and for a 1 mm flake,
it becomes negligible. Interaction of this quadrupolar field with
uncharged molecules will usually be even weaker.

Next, we examined the potential near the graphene edge.
Fig. 5 shows a plot of the electrostatic potential as a function of
the distance from the flake edge. The electrostatic potential was
calculated 3.4 Å above the surface, corresponding to typical
vdW distances. Results for different sizes of flakes, a, are plotted

in different colors. These results show that for a very large flake,
the potential near the edge converges to a finite value of about
!3.6 kcal mol!1 and for smaller flakes, it is even larger. Thus,
electrostatic interactions with graphene edges may be impor-
tant even for relatively large planar sheets. This may result in
different adsorption properties of the edges as compared to the
rest of the surface.

3.2. Electrostatics of corrugated graphene

Unlike the ideal planar model described above, real graphene
exhibits out-of-plane undulations, often called corrugation.
The corrugation height has been estimated from experiment
as about 1 nm and the length of the ‘‘wave’’ roughly between
5 and 10 nm for free graphene in vacuo.23 As a result of this
corrugation, cancellation of the electrostatic quadrupole in real

Fig. 3 Peeling of graphene flakes (C54 and C478) from an infinite
graphene sheet.

Fig. 4 Electrostatic quadrupolar potential above the surface of a
graphene sheet as a function of the distance from the surface, and size
of the sheet.

Fig. 5 Electrostatic potential next to the surface (3.4 Å) of a graphene
sheet near to an edge as a function of the distance from the edge
(S-coordinate) and size of the sheet. The S-coordinate is negative above
graphene and positive when leaving the flake.
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graphene is expected to be imperfect. We attempted to estimate
the effect of the graphene undulation on the electrostatic
potential near to the surface (3.4 Å above the surface). We
chose to examine three distinct locations on the undulated
landscape, the ‘‘peak’’, the inflex point and the ‘‘valley’’ (see
Fig. 6). Corrugation was modeled as sinusoidal in both the
x and y directions with an undulation height of 1 nm and
8 nm period.

Fig. 7 shows ESP at these three locations as a function of
distance from a rectangular flake (1000 # 1000 Å). For com-
parison, we also show ESP of a perfectly planar flake of the
same size (blue line). As expected, the potential next to the
corrugated graphene was predicted to be substantially larger
than that above the planar sheet. The absolute value was largest
in the valley, somewhat smaller above the peak and very small

near the inflex. Interestingly, whereas ESP was always negative
above the planar carbon sheets, it was positive at the top of the
peak, then changed sign near the inflex and acquired a negative
value in the valley. It also decayed more rapidly with distance
than ESP of a planar sheet.

Fig. 8 shows ESP above a rectangular graphene flake as a
function of its size. The most important difference compared to
planar graphene is that the potential does not converge to zero
but to a finite value with increasing sheet size. For our simple
model, ESP converged to about 2 kcal mol!1 per unit charge
above the peak and about !4.5 kcal mol!1 per unit charge in
the valley. Note that this value is only a very rough estimate
because corrugation in real graphene is irregular and probably
highly environment-dependant. Nevertheless, it is fairly large
and may potentially make a sizeable contribution to the total
interaction energy when graphene interacts with polar or
charged molecules.

The quadrupolar electrostatic potential of corrugated graphene
can be compared with that of benzene and polyaromatic
molecules (Fig. 9). Among polyaromatic hydrocarbons, ESP
was found to be largest for coronene and only somewhat
smaller for benzene, circumcoronene (C-coronene) and dicircum-
coronene (DC-coronene) (3.4 Å above surface in the middle of
the molecule). The value for graphitic carbon is taken from
Whitehouse and Buckingham.3 In the case of corrugated
graphene, the value of ESP in the valley was comparable to
that of benzene, and the values above the peak and near the
edge were smaller in magnitude, but still significant. Because
benzene’s quadrupole is known to play a very important role in
its intermolecular interactions, it is likely that quadrupolar
electrostatic interactions are also important for molecular
interactions with corrugated graphene.

Electric field of graphene’s quadrupole may become sizeable
not only near edges or due to corrugation but every time the
graphene sheet is disturbed from planarity. This happens at
graphene folds or wrinkles but also in processes in which the

Fig. 6 The model of undulated graphene. Corrugation was represented
as an undulation of height h = 1 nm and length L = 8 nm. The electrostatic
potential was calculated 3.4 Å above the surface at three distinct locations,
i.e., the ‘‘valley’’, the ‘‘peak’’, and the inflex point.

Fig. 7 Electrostatic potential as a function of distance from a corrugated
graphene sheet (1000 # 1000 Å) above the peak (red), valley (green) and in
the inflex (violet) of a ripple compared with the potential above a perfectly
planar sheet of the same size.

Fig. 8 Electrostatic potential close to the surface (3.4 Å) of a corrugated
graphene sheet as a function of the sheet size. Potential above the peak
(red), valley (green) and in the inflex of a ripple (violet) is compared with the
potential above a perfectly planar sheet of the same size.
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graphene sheet is mechanically stressed, e.g., during sonication
induced exfoliation. In all these cases, quadrupolar interactions
may need to be considered. Here we should note that when
graphene is deformed, rearrangement of its electronic density
may also generate dipole moment and other multipoles, which
may significantly contribute to the total electric field. However,
because these effects cannot be estimated at the force field
level, we do not discuss them here. The magnitude of the
quadrupolar contribution described in this work may be easily
compared with other effects when their estimates become
available.

3.3. Role of the quadrupole in MD simulations

The quadrupole moment of carbon atoms in graphene is
usually neglected in MD simulations with classical force fields.
Therefore, it is important to determine what role it may play
and whether neglecting it is a safe approximation. In the
present work, we focused mainly on interactions with benzene
and C6F6, which differ in sign of their molecular quadrupole
(Qzz). In particular, we examined whether different exfoliation
capabilities of these two solvents may be explained by inter-
actions with the graphene quadrupole. We also attempted to
estimate the quadrupole contribution to solvation energies of
small graphene flakes by alchemical transformation and TI,
and the PMF of graphene exfoliation considering two different
exfoliation coordinates. Some calculations were also performed
in water.

3.3.1. Potential of mean force of graphene peeling. The
mechanism of liquid phase exfoliation is not yet fully under-
stood and many different pathways may be possible. One
idealized pathway is that the leaving sheet is gradually peeled
from the support. To model this process, we pulled two small
model molecules (circumcoronene and the rectangular flake
C478) from the support by one of the outer carbon atoms
(see Fig. 3 in Methods) and calculated PMF of this process by
the umbrella integration technique (Fig. 10).

The PMF of peeling in C6F6 exhibited a deep minimum at the
contact distance (about 3.4 Å) and then increased monotonically

and reached the exfoliated state without a barrier. The exfoli-
ated state was predicted to be thermodynamically unstable,
consistent with results of MD simulations for other organic
solvents.10 The stabilization energy per carbon atom was
about !0.61 kcal mol!1 for the circumcoronene model and
!0.69 kcal mol!1 for C478. When quadrupoles were included
on the peeled leaves, the exfoliated state was stabilized by
electrostatics and the stabilization energies changed by
0.04 kcal mol!1 (from !0.61 to !0.57 kcal mol!1) for C54
and by 0.01 kcal mol!1 (from !0.69 to !0.68 kcal mol!1) for the
C478 flake. Apparently, the quadrupolar contribution is rela-
tively small in C6F6 and tends to decrease with the size of the
simulated flake. Therefore, neglect of quadrupole moment is
probably a reasonable approximation in this case.

3.3.2. Quadrupole contribution to solvation. The contri-
bution of the quadrupolar moment to graphene’s solvation
energy was estimated by thermodynamic integration of alchemical
transformation. Here we gradually grew atomic quadrupoles
and integrated the accompanying change of Gibbs energy.
To obtain a deeper insight, we simulated growth of both the
natural graphene atomic quadrupoles (denoted as Q), and
quadrupoles of the same absolute value but of opposite sign

Fig. 9 Comparison of ESP near a graphene edge and of corrugated
graphene with ESPs of aromatic hydrocarbons (calculated 3.4 Å above
the surface, in the middle of the molecule).

Fig. 10 Calculated PMF of exfoliation of circumcoronene (top) and C478
(bottom) in C6F6. A distance of about 3.4 Å corresponds to a stacked
bilayer.
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(denoted as !Q). The graphene flake models were not con-
strained, and thus were free to form ripples. Table 1 shows
results for circumcoronene (C54) and the C478 flake, in water,
benzene and C6F6.

Comparison of the simulations with reversed quadrupoles
(Q and !Q) indicated competing electrostatic and polarization
contributions to solvation. The polarization contribution (here
only orientation solvent polarization) is always stabilizing.
On the other hand, electrostatic interactions can be either
stabilizing or destabilizing, depending on the orientation of
the solute and solvent quadrupoles (we assume prevailing
coplanar solvent orientation with the surface). Here, the
interaction is stabilizing for the natural quadrupole on C54
(Q) in C6F6 and the opposite quadrupole (!Q) in benzene.
The electrostatic and polarization contributions to solvation
were apparently of similar magnitude, which resulted in
almost complete cancellation in the cases where the electro-
static component was destabilizing (C54(Q) in benzene and
C54(!Q) in C6F6).

For benzene and C6F6, the quadrupolar contribution to
solvation was relatively small and decreased with the flake size
(contributions per C atom for C54 and C478 were !0.05 and
!0.02, respectively, see Table 1). We did not calculate the total
solvation energy directly, but a rough estimate can be obtained
from the above estimated exfoliation energy and interaction
energy (DGsolv E DGexf + Eint). This gives about !22 kcal mol!1

for C54. Thus, the quadrupolar contribution to solvation in
C6F6 was estimated to be only about 12% and is expected to be
much smaller for larger graphene flakes. Higher results for
water indicate that electrostatic interactions are more impor-
tant in polar solvents, as expected. Nevertheless, it appears that
neglecting quadrupolar interactions in force field calculations
introduces only a relatively minor error in solvation energies
and is probably a justified approximation.

3.3.3. Potential of mean force of coparallel flakes. The PMF
of graphene plates can provide important information relevant
to stability of graphene colloid in a given solvent.10 Here, the
graphene flakes were modeled using two circumcoronene
molecules, which were kept planar and coparallel. One of the
circumcoronenes bore atomic quadrupoles, whereas the other
did not. The circumcoronene without quadrupoles represented
a flat support, for which the electrostatic field cancels out due
to its planarity. The circumcoronene with atomic quadrupoles
mimicked the approaching (or leaving) graphene sheet, which
may be corrugated or bent, and thus exhibit a local quadrupolar
field. For comparison, we also calculated PMF for a model in

which both circumcoronene molecules were without quadru-
poles, as in the classical force field.

Fig. 11 shows PMF in two different solvents, benzene and
C6F6, calculated both with and without atomic quadrupoles on
the approaching molecule. The exfoliation energy in C6F6 was
very similar to that obtained in the peeling calculation
described above (Fig. 10), i.e., about 0.67 kcal mol!1 per carbon
atom. Interestingly, the exfoliation energies in benzene and
C6F6 were very similar. This means that the experimentally
observed difference between the exfoliation efficiencies in the
two solvents cannot be explained by thermodynamic stabili-
zation of the exfoliated state. Nevertheless, the good stability of
the graphene dispersion in C6F6 may be partly explained by
kinetic considerations, as discussed below.

Inclusion of quadrupoles had notable effects on several
characteristics of the PMF curves. Consistent with the results
shown above (using a different exfoliation trajectory, Fig. 10),
the exfoliation energy in C6F6 decreased only slightly (by about
3 kcal mol!1, or 5%) when quadrupoles were included. How-
ever, inclusion of quadrupoles had a more pronounced effect
on the barrier heights. Let us consider an association barrier at
around 6 Å, which separates the solvent separated minimum at
around 7 Å from the contact minimum at 3.4 Å. The height of
this barrier has been shown to play an important role in kinetic
theory of graphene colloid aggregation because it contributes to
colloid stability.10 When quadrupoles were neglected, benzene
provided a slightly larger barrier height than C6F6, which
suggests slower aggregation in benzene. Interestingly, when
quadrupoles were considered, the height of this barrier
increased by 4.2 kcal mol!1 (17%) in C6F6, whereas in benzene
it decreased by 2.7 kcal mol!1 (11%) (note that these are rough
estimates only as they are model-dependent). As a result, the
expected association rate would be slower in C6F6 than in
benzene when quadrupoles are included, as opposed to the
situation when quadrupoles are neglected.

Table 1 Change in Gibbs energy of solvation when quadrupoles are
introduced, DG, for C54 and C478 in different solvents

Circumcoronene
(54 C atoms) 35 # 35 Å (478 C atoms)

DG (kcal mol!1) 0 - Q 0 - !Q 0 - Q 0 - !Q

C6F6 !2.6 0.2 !8.6 0.4
C6H6 !0.1 !2.2
Water !4.9

Fig. 11 PMF of separation of two circumcoronene molecules calculated
in C6F6 with (red) and without quadrupoles (blue) and in benzene
with (brown) and without quadrupoles (green) on the approaching
circumcoronene.
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Because of the sensitivity of reaction rates to barrier heights,
the almost 7 kcal mol!1 change may lead to a significant decrease
of the aggregation rate in C6F6, resulting in better kinetic stability
of graphene colloid in this solvent. Thus, kinetic aspects may
partially explain the experimentally observed better exfoliation
capabilities of C6F6, which cannot be explained by thermo-
dynamic considerations, as discussed above.

4. Conclusions
In this study, we investigated the effect of graphene’s electric
quadrupole moment arising from its p electron distribution on
intermolecular interactions. The magnitude of the graphene
quadrupolar field was studied as a function of model size and
corrugation. For an infinite and perfectly planar graphene
sheet, the quadrupolar field near the surface vanishes
with increasing sheet size, and therefore does not contribute
to intermolecular interactions. However, in small graphene
sheets the electric quadrupolar field decreases with increasing
sheet size only slowly and may have a significant effect for
small flakes, nanoribbons or near the edges of flakes. In
corrugated graphene, the quadrupolar field does not vanish
even for infinite sheets, and in the valleys of the corrugation,
it reaches values comparable to those known for a benzene
molecule. Because cancellation of the quadrupolar field
near a graphene surface is disturbed by the curvature of the
surface, significant electrostatic contributions may be expected
near to graphene bends and folds. These results indicate that
quadrupolar interactions may need to be considered when
modeling intermolecular interactions with corrugated or bent
graphene.

The effect of neglecting quadrupoles was tested in MD
simulations of graphene exfoliation/aggregation in two similar
solvents, benzene and C6F6. Inclusion of explicit quadrupoles
made only a small contribution to the solvation energy of
exfoliated flakes, of the order of a few percent. Although the
electrostatic contribution thermodynamically favors solubiliza-
tion of graphene in C6F6 when compared to benzene, stabili-
zation is too small to explain the striking difference between
the observed exfoliation efficiencies of these two solvents.
However, considering quadrupoles had a marked effect on
the PMF of graphene aggregation. Without quadrupoles, ben-
zene exhibited a higher association barrier than C6F6, but when
quadrupoles were included, the barrier height in C6F6 became
substantially higher than that in benzene. Because the aggrega-
tion barrier height contributes to the kinetic stability of the
exfoliated state, quadrupolar interactions may need to be taken
into account when accurate modeling of graphene aggregation
is needed.

It should be noted that current pairwise additive empirical
potentials also neglect other effects which may play impor-
tant roles in molecular interactions with graphene, such
as polarization, charge redistribution in graphene upon corru-
gation, or charge transfer between interacting molecules. Some
of these effects may be sizeable and comparable in magnitude

with the quadrupolar contribution. The main purpose of
this work was to isolate the quadrupolar contribution and
estimate its magnitude separate from the above mentioned
effects.

In conclusion, corrugated or bent graphene exhibits an
electric quadrupole moment that may be important for inter-
molecular interactions. Our results will help to assess errors
due to omission of quadrupolar electrostatic interactions in
force field MD simulations and improve the general under-
standing of the importance of quadrupolar moments in mole-
cular interactions with graphene.
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Modelling of graphene functionalization

Martin Pykal, Petr Jurečka, František Karlický and Michal Otyepka*

Graphene has attracted great interest because of its remarkable properties and numerous potential

applications. A comprehensive understanding of its structural and dynamic properties and those of its

derivatives will be required to enable the design and optimization of sophisticated new nanodevices.

While it is challenging to perform experimental studies on nanoscale systems at the atomistic level, this

is the ‘native’ scale of computational chemistry. Consequently, computational methods are increasingly

being used to complement experimental research in many areas of chemistry and nanotechnology.

However, it is difficult for non-experts to get to grips with the plethora of computational tools that are

available and their areas of application. This perspective briefly describes the available theoretical

methods and models for simulating graphene functionalization based on quantum and classical

mechanics. The benefits and drawbacks of the individual methods are discussed, and we provide

numerous examples showing how computational methods have provided new insights into the physical

and chemical features of complex systems including graphene and graphene derivatives. We believe that

this overview will help non-expert readers to understand this field and its great potential.

1. Introduction
Graphene1 is a two dimensional material consisting of a hexa-
gonal (honeycomb) lattice of covalently bound sp2 carbon atoms
that are sandwiched between two p-electron clouds. Despite exten-
sive research efforts triggered by numerous potential applications

of graphene and its derivatives (Fig. 1),2 only a limited number of
graphene-based products have been successfully commercialized to
date. The graphene-based technology is still mainly in the research
and development stage (for a more detailed discussion, please see
the October 2014 issue of Nature Nanotechnology3). Among other
purposes, it has diverse uses in sensing, ranging from the detection
of small molecules4 to large biomacromolecules,5,6 including also
DNA translocation7 and selective molecular sieving.8 The potential
range of applications for graphene can be enhanced enormously by
covalent and non-covalent modification.9 Covalent modification
entails the formation of chemical bonds between graphene and
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some modifiers, which significantly change the structure and the
hybridization of its carbon atoms. Such changes have profound
effects on the material’s physicochemical properties.10 Conversely,
non-covalent modification entails the adsorption of a modifier onto
the graphene surface via weak non-covalent forces. Such adsorption
also changes the structure and properties, but to a lesser degree
than the covalent modification; the magnitude of the changes is
proportional to the modifier’s binding energy. It should however be
noted that the transition between covalent and non-covalent
modification is rather smooth. To understand the effects of these
modifications, and their behaviour in sensing applications, it is
necessary to obtain an in-depth understanding of the nature and

strength of the interactions between graphene and guest molecules.
Computational chemistry is a valuable source of information that
can be used to develop such an understanding.

Modelling of the interactions between graphene and guest
molecules or modifiers can provide important insights into the
effects of graphene modifications. This can be achieved using
either electronic structure methods based on quantum
mechanics, which explicitly account for the electronic structure
of the studied molecular systems, or with molecular mechanics
methods (also known as empirical force fields) that simplify
molecular systems by representing them as collections of
covalently bound van der Waals spheres. This perspective
provides an overview of electronic structure and empirical
methods (Sections 3 and 4) that can be used in computational
studies on graphene modifications, extended with basic simu-
lation methods for nuclear degrees of freedom (Section 5).
We also provide some guidance for non-experts to explain
which methods are applicable in particular contexts and how
suitable they are for predicting the behaviour and properties of
functionalized graphene and graphene derivatives. Finally we
present numerous illustrative examples of computational
studies that have enhanced our understanding of modified
graphene (Section 6).

2. Graphene models
2.1 Finite molecular models of graphene

Graphene is often modelled as a finite polyaromatic hydrocar-
bon (PAH)11–14 such as coronene (C24H12) or circumcoronene
(C54H18), both of which are shown in Fig. 2.15,16 The carbon
networks of these model molecules are capped with hydrogen
atoms that saturate the dangling bonds at their edges. This
affects the distribution of electronic density within the system
because the electrons of the hydrogens are drawn to the carbon
skeleton, generating a positive electrostatic potential on the

Fig. 1 Areas where graphene and its derivatives may have valuable
applications.
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hydrogen atoms and a negative electrostatic potential above
and below the carbon sheet where the p electron cloud is
located. Consequently, polyaromatic hydrocarbons have signif-
icant quadrupole moments that depend on their size (Fig. 3).17

This finite quadrupolar potential means that PAHs are imperfect
models for the infinite flat periodic sheet of graphene, in which
the quadrupolar potential completely vanishes. It should be
noted, however, that real graphene is corrugated and the quad-
rupolar potential may be nonzero near its surface (Fig. 3). An
important advantage of using finite molecular models is that
they can be studied using a wide portfolio of electronic structure

methods developed for molecular systems. The only limitations
come from the size of the system that can be treated in a
reasonable timeframe with specific methods, and the avail-
able computational power. A systematic study by Hobza and
coworkers showed that the interaction energies of tetracyano-
ethylene and tetracyanoquinodimethane with various PAHs
decreased convergently as the size of PAH increased.18

Empirical methods (Section 4) allow the use of substantially
larger models of graphene flakes (up to tens of nanometers),
and are therefore applicable when studying nanoscale phenomena
such as exfoliation and aggregation processes in colloidal disper-
sions of graphene.19 In such cases edge effects as well as the effects
of the system’s quadrupole moment may become important.17

Shih and coworkers20 studied the stability and mechanisms of
the aggregation process in exfoliated graphene solutions in
several frequently used polar solvents. Based on their simula-
tions and kinetic theory, they proposed a model of graphene
aggregation in which the dominant barrier to aggregation was
associated with the energetic cost of eliminating a single layer
of solvent molecules confined between two graphene sheets
oriented in parallel. Colloidal dispersions of graphene were
also investigated by Lin et al.,21 who examined the morphology
and kinetics of self-assembled structures of surfactants and
graphene sheets. Their findings suggest that the surfactant
molecules stabilized the colloidal graphene dispersion and
prevented the re-formation of new two- and three-layered
graphene aggregates. Freestanding graphene was also considered
in a study on wrinkles on the graphene surface and their effect on
the specific surface area.22 The results indicated that wrinkles
could only change the specific surface area by 2% at most,
regardless of their shape, the nature of the defects that were
present, or the strain acting on the area.

2.2 Periodic graphene

Ideal graphene is an infinite two-dimensional (2D) sheet with a
regular lattice structure. Such a material can be straight-
forwardly modelled using periodic boundary conditions
(Fig. 2) in which a unit cell including two carbon atoms is
replicated across space. This periodic graphene model can be
studied using numerous methods, most of which are based on
density functional theory (DFT) and were developed by solid-
state physicists to model the physical features of crystals. When
studying the adsorption of guest molecules (adsorbates) to
graphene, the size of a replicating cell, which is known as the
supercell, is dictated by the size and target concentration of the
adsorbate because it is important to avoid unwanted inter-
actions between replicas. Since the periodic boundary condi-
tions are typically implemented over the three-dimensional
(3D) space, graphene (which is generally assumed to lie in the
xy plane) and its complexes are modelled using 3D unit cells
with a large vertical length (B1.5 nm) to avoid spurious vertical
interactions between replicas. Spurious interactions could be
particularly problematic if the supercell contains polar mole-
cules or ions, because of the slow decay of Coulombic forces. It
should be noted that the attractive van der Waals (vdW) forces

Fig. 2 (A) Some aromatic hydrocarbons that are commonly used as non-
periodic models of graphene in quantum calculations (benzene, coronene
and circumcoronene), and a supercell of 32 carbon atoms from a periodic
graphene model, with a unit cell highlighted in red. (B) Simulation boxes for
empirical models containing a finite graphene flake (left) and a periodic
graphene sheet with a small adsorbed RNA molecule (right). In techniques
based on periodic boundary conditions, the supercell/simulation box is
replicated throughout the space.

Fig. 3 The electrostatic potentials of benzene, coronene, circumcoronene
and circumcircumcoronene (calculated in the middle of the molecule, 3.4 Å
above the surface), and the electrostatic potentials at specific positions
relative to a graphene sheet (adapted from ref. 17). The inset shows the ESP
around the benzene molecule; the red and blue contours represent positive
and negative potentials, respectively.
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in nanomaterials act over longer distances than was originally
assumed.23

Periodic models can also be used with empirical methods
(Section 4). One of their advantages is that they help to avoid
some artefacts that can be caused by the presence of edges. An
example is the quadrupole moment, which should be consid-
ered when working with finite graphene models such as those
discussed above. The electronic band structure of graphene and
its derivatives can only reasonably be studied using periodic
models because models that do not account the inherent
extended nature of graphene neglect correlation contributions
from the bands close to the Dirac point. Furthermore, the
infinite model may better describe the situations encountered
in some experiments, such as those involving measurements
on spots of graphene flakes that may be multiple micrometers
in diameter. In such cases, the presence of edge effects in a
simulated finite sheet could introduce undesirable bias. An
infinite periodic boundary condition (PBC) model was used to
study the mechanism by which graphene dispersions are
stabilized in the presence of lipids, revealing that the lipids
present a kinetic barrier to graphene aggregation by forming
reverse micelles on the graphene surface.24 On the other hand,
PBC models may be less suitable for studying phenomena such
as surface corrugation because the box size limits the scale on
which corrugation effects can be studied. Another potential
drawback of the periodic model that may be encountered with
certain simulation configurations relates to sandwiched struc-
tures in which two graphene sheets are separated by a fixed
distance; this can lead to unphysical conditions such as unrea-
sonable pressures. It should also be noted that not every soft-
ware package for performing empirical computations supports
periodic models.

As mentioned above, both finite and infinite (periodic)
graphene models can be described using either quantum chemical
(electronic structure) or molecular mechanical (empirical) methods.
The potential applications of each are delineated by the Born–
Oppenheimer approximation, which enables the separation of
electronic and nuclear motions inside a molecular system.
Phenomena involving changes in electronic states should be
modelled using electronic structure methods that explicitly
account for electronic motions. Molecular mechanics can be
used to model phenomena in which the electronic structure
does not change or changes only slightly, such as changes in
conformational states or physisorption.

3. Electronic structure methods
3.1 Methods for studying non-covalent complexes of
graphene

We have already mentioned that graphene can be modified
either covalently or non-covalently. However, the mode of
adsorbate binding may in reality lie somewhere between these
two extremes. To model such situations it is necessary to use
theoretical methods that accurately describe both covalent and
non-covalent forces. It should be stressed that the accurate

description of non-covalent forces is quite challenging for
current theoretical methods. To avoid lengthy descriptions of
the many electronic structure methods that could potentially be
used to describe the electronic and physical–chemical proper-
ties of graphene, we will focus here on methods that can be
used to predict its non-covalent interactions with reasonable
confidence. The fidelity of theoretical methods for chemical
modifications of graphene will be discussed only with reference
to specific cases. It is generally accepted that individual sheets
of graphene are bound by London dispersion forces in graphite.
London forces originate from non-local electron correlation
effects.25 Any electronic structure theory must therefore account
properly for these non-local correlation effects in order to
reliably predict the properties of non-covalent graphene com-
plexes such as their binding energies and geometries.

3.2 Wavefunction based methods

The Hartree–Fock (HF) method fails to describe electron corre-
lation effects because it neglects the correlation between elec-
trons of opposite spin. It is therefore necessary to use post-HF
methods to address this deficiency. The second-order Møller–
Plesset perturbation method (MP2) accounts for a large fraction
of the electron correlation effect, but it has some drawbacks.
First, it is significantly more computationally demanding than
the HF method and tends to overestimate the binding energies
of non-covalent complexes that are bound mostly by London
dispersive forces. Several methods that derive from MP2 but
offer greater accuracy have been developed. The spin-component
scaled MP2 (SCS-MP2)26 and SCS(MI)-MP227 methods are of
particular note because they predict binding energies signifi-
cantly more accurately than MP2 without any additional compu-
tational cost. The CCSD method itself is not suitable for the
accurate description of dispersion bonded complexes. How-
ever, its spin-component scaled variants SCS-CCSD28 and
SCS(MI)-CCSD, the latter of which is optimized for the study
of molecular interactions,29 provide remarkably accurate results
with a very good accuracy/computational cost ratio. The scaled
MP2/MP3 method including higher-order correlation effects
(e.g., MP2.5)30 can also be useful for obtaining very accurate
binding energies for non-covalent complexes at an affordable
computational cost. The current gold standard for predicting the
binding energies of non-covalent complexes is undoubtedly the
coupled cluster method including single, double and perturba-
tive triple excitations – CCSD(T). Unfortunately, CCSD(T) calcula-
tions are so computationally demanding that only small systems
of less than B35 atoms can be studied in this way (Table 1).
Significant speedups of CCSD and CCSD(T) calculations have
been achieved using the recently-introduced domain based
local pair-natural orbital (DLPNO) approximation, yielding the
modified DLPNO-CCSD31 and DLPNO-CCSD(T)32 methods. How-
ever, further testing of these methods may be required before
they can be considered suitable for routine use. More detailed
information on the performance of various methods for model-
ling non-covalent complexes can be found in a recent review.33

Wavefunction-based methods are always used in conjunc-
tion with a finite basis set. In the literature, combinations of a
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method and a basis set are typically denoted in the form of
a method/basis set – for example, SCS(MI)-MP2/cc-pVTZ, where
cc-pVTZ stands for the correlation consistent polarized valence
triple-zeta basis set developed by Dunning and coworkers.34 Many
different basis sets have been developed, and a detailed descrip-
tion of their construction and applicability would be beyond the
scope of this review; the interested reader can find more detailed
information elsewhere.35 However, it should be noted that the
chosen basis set can significantly affect the quality of the results
obtained in any quantum chemical calculation. It is generally
accepted that larger basis sets provide better results. This idea
resulted in the development of extrapolation schemes,36–38 which
estimate the results for an infinite basis set that is referred to as
the complete basis set (CBS). Calculations performed at the
CCSD(T)/CBS level of theory provide very accurate estimates for
quantities such as the interaction energies of non-covalent com-
plexes.33,39,40 When CBS extrapolation cannot be performed and
small or medium size basis sets are used, which is usually the
case, it is important to apply a correction for the basis set
superposition error (BSSE) (Fig. 4) such as the counterpoise (CP)
correction of Boys and Bernardi.41 The BSSE arises from the fact
that the basis sets used to describe non-covalent complexes are
necessarily larger than those used for their individual components
(in the simple case of a dimeric complex, the basis set for the
dimer will necessarily be twice the size of that for the separated
monomer). Failure to correct the BSSE inevitably leads to an
overestimation of binding energies. However, the CP correction
is imperfect and frequently overestimates the BSSE,42 so some
authors use either the fractional BSSE correction or combine the
CP with special extrapolation schemes.38,43

The post-HF methods were primarily developed for the study
of molecular systems and they are readily applied to molecules
and their assemblies. On the other hand, their applicability
under periodic boundary conditions is currently very limited.44

The MP2 method has been implemented in a way that is
compatible with the periodic boundary approach45–48 but
calculations using this implementation are impractical for
graphene because of its zero band gap. The CCSD method
has been implemented in the VASP code for periodic boundary
simulations49 but this update has not yet been released to
the public.

3.3 Density functional methods

Classical DFT methods based on the local density approxi-
mation (LDA), the generalized gradient approximation (GGA),
or hybrid functionals do not account for non-local electron
correlation effects, which are critical for the correct description
of London dispersion forces.50–52 In LDA the binding caused by
a too strong exchange contribution to the exchange–correlation
functional is very different from the dynamical correlation
effects promoting dispersion interactions. Several strategies
have been developed to describe London dispersion forces
within the framework of DFT. These include the empirically
corrected DFT methods (abbreviated as DFT-D). The first DFT-D
methods were based on summation over pair-wise cij/rij

6 terms
(where cij represents an empirical dispersion coefficient for the
electron pair ij at a distance of rij), which were multiplied by a
damping function (whose parameterization critically influences
the accuracy of DFT-D) to avoid double counting of dispersive
contributions,53,54 which is necessary because DFT natively
accounts for local electron–electron correlation. After the initial
success of the DFT-D method53,55 a series of more sophisticated
methods with better performance were introduced including
DFT-D2,56 DFT-D357 and DFT-TS.58 In addition, it was shown
that many-body dispersion methods that go beyond pair-wise
vdW interactions are required to improve the description of

Table 1 Overview of electronic structure methods (see the text for
abbreviations) that can be used to study complexes of graphene. Methods
applicable to finite and periodic models are indicated with an ‘‘!’’. For each
method, the size of the model (in terms of its number of atoms) that can be
treated, the computational cost, and the quality of the results obtained are
indicated by sets of asterisks, with one asterisk indicating small models/low
computational costs/good quality results, and four asterisks indicating
large systems/huge costs/best quality results

Method Finite PBC Size Cost Quality

WFT
MP2 ! ! ** ** *
SCS(MI)-MP2 ! ! ** ** **
MP2.5 ! — ** *** ***
CCSD(T) ! — * **** ****

DFT
M06-2X ! ! *** ** **
DFT-D2, DFT-D3a ! ! *** ** **
DFT-TSa ! ! *** ** **
vdW-DF, vdW-DF2 ! ! *** *** **
optB88-vdW ! ! *** *** **
RPA ! ! * **** ***

Other
QMC ! ! ** **** ****
PM6-DH, SCC-DFTB-D ! ! **** * *

a The real performance and cost of DFT-D2, -D3, and -TS methods are
determined by the underlying functional; hybrids are more expensive
than GGA functionals.

Fig. 4 (A) The interaction energy of two atoms or molecules is typically
calculated as the energy difference between the complex (A + B) and its
components (A and B). In the counterpoise correction, the energy of each
subsystem is calculated in the basis set of the whole complex, using
‘‘ghost’’ basis functions located at the original positions of the atomic
centres of the other subsystem without the associated charges and
electrons. (B) The convergence of energy with increasing basis set size
(i.e. going from the minimal single-zeta (SZ) basis set to the double-(DZ),
triple-(TZ) and quadruple zeta (QZ) sets) can be used to extrapolate the
energy at the complete basis set (CBS) limit.
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non-covalent interactions involving graphene.59,60 Dispersion
can also be accounted for by combining DFT and MP2 calcula-
tions, the latter of which naturally account for long-range
correlation.61 Such methods are called double hybrids because
they include some portion of HF exchange in addition to the
MP2 correlation. Double hybrid methods can be very accu-
rate.62,63 However, like MP2 calculations, they cannot be
applied to periodic graphene. Note also that double hybrids
somewhat underestimate long-range dispersion, although this
can be corrected for by introducing empirical dispersion
correction terms.64

An alternative strategy resulted in the development of
non-local density functionals that account directly for dispersive
correlation effects. Approaches of this type include the vdW-DF
method of Dion et al.,65 its improved successor vdW-DF2,66 the
reparameterized version optB88-vdW,67 and the VV10 method of
Vydrov et al.68 It should be noted that functionals which account
for electron–electron correlation effects can be systematically
improved by exploiting the adiabatic connection fluctuation–
dissipation theorem69 as clearly explained by Tkatchenko.70 Yet
another way of modelling mid-range intermolecular interactions
accurately with DFT is to use one of the highly parameterized
local, GGA or meta-GGA DFT functionals developed by Truhlar
and coworkers, which are called the Minnesota functionals
(e.g. M06-2X71). These functionals provide surprisingly good
results at affordable cost (The comparison with other methods
is shown in Table 1). The ability of some of these methods to
predict the energies of interaction between graphene-based
materials and molecular hydrogen has been investigated
by Kocman et al.72 London dispersive forces can also be
described using the random phase approximation (RPA)
method, which accounts for electron–electron correlation effects
from first principles. The RPA provides rather accurate predic-
tions of surface adsorption behavior73–75 and bulk material pro-
perties.76,77 However, it is very computationally demanding.
Finally, the GW approximation78 has been used for accurate
quasiparticle electronic band structure calculations. This many-
body method corrects DFT using a self-energy operator consisting
of Green’s function (G) and the screened Coulomb interaction
(W), and thereby inherently accounts for electron–electron corre-
lation effects.

The height of the activation barrier to a given chemical
modification of graphene can be related to the kinetics of the
corresponding process using the Eyring equation. To accurately
predict activation barriers, it is necessary to address the
problem of the electron self-interaction error (SIE) in DFT
exchange functionals.79 This can be achieved by admixing
HF or exact exchange in DFT functionals. DFT functionals
containing HF exchange are known as hybrid functionals. An
ideal DFT method capable of accurately describing thermo-
dynamics, kinetics and non-covalent interaction should thus
be free of SIE and account for non-local electron correlation
effects. This could potentially be achieved in various ways, for
example by combining RPA with exact exchange.80,81 However,
this would not be trivial to achieve, and careful testing of such
approaches would be essential.

3.4 Quantum Monte Carlo methods

Quantum Monte Carlo (QMC) represents another strategy for
solving the electronic Schrödinger equation from first principles.
QMC methods are explicit many-body approaches based on the
real-space random sampling of the electron configuration space.
Two QMC methods are in common use, variational Monte Carlo
(VMC) and diffusion Monte Carlo (DMC). The VMC method
relies on the variational principle and stochastic integration of a
quantum-mechanical total energy expectation value. Its main
advantage is the ability to sample complicated wave functions
including explicit correlation and to improve them variationally.
A more powerful alternative to VMC is the fixed-node DMC
method (FN-DMC), which relies on the projection (or enhance-
ment) of the ground-state component from a given input trial
electronic wave function in imaginary time. In combination with
real-space sampling (that is a complete basis set, i.e. electrons
can visit any point in the real space), FN-DMC provides exact
solutions within the boundaries imposed by the fixed-node
(CT = 0) condition of the input trial state CT. The fixed-node
approximation is the one of multiple possible strategies for
simulating Pauli exchange repulsion. FN-DMC thus efficiently
accounts for electron–electron correlation effects from first
principles. It should be noted that the QMC results are less
sensitive to the one-electron basis sets used to construct trial
wave functions since the electron correlations are simulated
explicitly rather than by using many-body expansions in terms
of one-particle states, as is the case in traditional wave function
theory. QMC results have associated error bars that only con-
verge slowly (p1/OK for calculations with K independent
sampling points), but the method’s computational cost typically
scales as a low-order polynomial (of order 3–4), which is signifi-
cantly better than the scaling of CCSD(T)/CBS (of order 7) and
thus enables studies of larger systems with comparable accuracy
(as demonstrated in ref. 82). Moreover, QMC methods can be
efficiently parallelized and implemented for both finite and
periodic boundary conditions (Table 1). Consequently, they have
great potential for use in electronic structure calculations on
graphene and related compounds. In recent years, QMC methods
have been used to study small conjugated hydrocarbons (benzene/
coronene) and their interactions with atoms/molecules72,82–86 and
for explicit modelling of periodic graphene/graphite.84,87,88 For
more details on QMC, we direct the reader to a pair of recent
reviews (and references included therein).89,90

3.5 Semiempirical methods

Since the advent of quantum chemistry, there has been a
continuous effort to develop fast electronic structure methods
capable of treating large systems containing hundreds of
atoms. One way of doing this is to introduce additional
approximations to the HF method (Section 3.2) in the form of
semiempirical parameters, which are derived by approximation
or fitting to experimental results or data from higher-level
calculations. Semiempirical methods such as AM1,91 PM392

and PM693 are very widely used in chemical research. In
physics, the tight-binding (TB) semiempirical method is a
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similar approximate approach for predicting the electronic
structure of periodic materials.94,95 In the TB approach, the wave
function of a complex system is constructed as a superposition
of the wave functions for isolated atoms located at the positions
of the corresponding nuclei within the system of interest. It has
been used successfully to describe graphene and its deriva-
tives,96 achieving accuracies that rival higher level methods while
enabling the simulation of systems comprising hundreds of
atoms. For instance, ballistic transport in transistors based on
the functionalized graphene97 were reported on the basis of the
energy band calculation by high-level methods for graphane and
graphone, subsequently fitted with a three-nearest neighbour
sp3 tight-binding Hamiltonian. More recently, the TB approxi-
mation was used to study the electronic structures and optical
properties of micrometer-scale partially and fully fluorinated
graphene systems comprising 2400 ! 2400 carbon atoms at
GW accuracy.98 The TB approximation has also been general-
ized, leading to the development of density functional-based
tight binding (DFTB).99 DFTB was subsequently improved by the
incorporation of self-consistent redistribution of Mulliken
charges (SCC-DFTB)100 to account for the Coulomb interaction
between charge fluctuations, and by the addition of an empirical
dispersion correction (SCC-DFTB-D).101 SCC-DFTB accounts for
long-range electrostatic forces and self-interaction contributions,
and has been used to investigate the correlation between the
hydrogen superlattice structure on graphene and the band gap
opening,102 and to explore the properties of graphene nanodots
inside fluorographene.103

The approximations made in the creation of current semi-
empirical methods mean that they cannot accurately describe
non-covalent interactions. This problem can be addressed by
introducing empirical dispersion corrections (D) in the same way
as was done for DFT in the creation of the DFT-D methods. In
keeping with the established nomenclature, the suffix -D is
appended to semiempirical methods corrected in this way, which
include AM1-D and PM3-D.104 The latter of these two methods was
successfully used to model the interactions of small molecules
with aromatic systems105 and graphite.106 Hobza and coworkers
developed the semiempirical method PM6-DH, which incorporates
an additional correction term to describe hydrogen-bonding107 as
a function of H-bond length, donor–H" " "acceptor angle and partial
charges on the H and acceptor atoms. Additional variants of
the DH correction, e.g., DH+108 and DH2,109 which avoid double
counting of the dispersion energy, are also available. These
methods were used to model the adsorption of various molecules
on graphene with quite good accuracy.110–112 A variant of the TB
method incorporating an a posteriori dispersion correction has
also been introduced, which performed well in the modelling of
hydrogen physisorption on PAH and graphene and in predicting
the bulk properties of graphite.113

4. Empirical methods
Whereas advanced quantum chemical methods provide highly
accurate descriptions of systems comprising a few tens of

atoms, molecular mechanics (MM) can be used to perform
calculations on systems comprising thousands of atoms (Fig. 5)
such as nucleic acids, proteins, and nanostructures. Of course,
this advantage is counterbalanced by many simplifications and
limitations resulting from the omission of the electronic
degrees of freedom: molecular mechanics only accounts for
the motions of nuclei. In molecular mechanics, the system is
considered to be an ensemble of beads and springs that are
held together by simple harmonic forces. The core of the
molecular mechanics calculation is a force field (also known
as an empirical potential) consisting of a set of equations and
some associated parameters that are used to describe the
system’s energetics. The resulting energy Eff is calculated as
the sum of several terms (eqn (1)) whose form and number is
determined by the method’s degree of simplification:

Eff = Ebonded + EvdW + Eelec + (Epol) + (Eother terms), (1)

here, Ebonded represents the contributions to the total energy
from bonding terms (bond stretching, angle bending, and
torsion angle twisting), while EvdW and Eelec represent the
non-bonding van der Waals and electrostatic terms, respec-
tively. Further optional terms for polarization, Epol, and other
additional energy terms (for instance dispersive many-body
terms) are included in brackets. Non-covalent interactions are
accounted for using simple expressions for the Coulombic
(electrostatic) and van der Waals forces:

EvdW ¼ 4eij
sij
rij

! "12

$ sij
rij

! "6
" #

; (2)

Eelec ¼
qiqj
erij

; (3)

Here, eij and sij are the Lennard-Jones (LJ) parameters, rij is the
interatomic distance, e is the relative permittivity and qi and qj

are the partial electric charges. The first listed LJ parameter, eij,
specifies the well depth, which determines how strongly two
particles interact; sij represents the distance at which the
potential between the two particles is zero. The calculations
can be performed with explicitly modelled solvent molecules,

Fig. 5 Comparison of several theoretical approaches with respect to the
size of the system that can be treated efficiently and the quality of the
resulting description.

PCCP Perspective

View Article Online



6358 | Phys. Chem. Chem. Phys., 2016, 18, 6351--6372 This journal is© the Owner Societies 2016

which are often essential when studying phenomena such
as molecular recognition, protein folding,114 or liquid-phase
exfoliation.115

4.1 Current empirical force fields

Numerous force fields for various kinds of structures have been
developed over the past few decades.116–119 Force fields are
often very specialized and designed to target quite narrow
groups of molecules. The greatest number of empirical calcula-
tions are performed on biological systems and so efforts to
develop and refine force fields have largely focused on proteins,
nucleic acids, and so on. While the transferability of para-
meters from one molecule to another is one of the principal
assumptions of molecular mechanics models, their validity is
far from clear when transferring parameters from biomolecules
to nanomaterials. Fortunately, several modified force field
parameters have been developed specifically for simulating
graphene. Table 2 compares the non-bonded parameters for
aromatic carbon atoms from the three most widely used bio-
molecular force fields to those from several modified potentials
that were developed for modelling carbon allotropes and which
have been used by various groups. Since in most cases the
carbon atoms in graphene are treated as uncharged Lennard-
Jones spheres, the molecular mechanics descriptions of the
interactions between graphene and other molecules are governed
exclusively by these non-bonded van der Waals parameters.
Clearly, the listed force fields differ quite significantly with respect
to these parameters, so it is important to choose a force field
carefully if planning to use molecular mechanics to study gra-
phene or its derivatives.

4.2 Approximations employed by empirical force fields

The advantage of the molecular mechanics approach over QM
models is its simplicity and low computational cost (Fig. 5).
Unfortunately, its approximations mean that many phenomena
cannot be explicitly accounted for by the FFs. The problem of
the quadrupole moment has already been mentioned, but there
are other interactions that would be challenging or impossible
to describe with a classical force field. These include the charge
transport involved in many of graphene’s intermolecular inter-
actions, explicit polarization, and the charge redistribution
caused by wrinkling of a graphene surface.

The neglect of polarization interactions is perhaps the most
serious deficiency of common pairwise additive force fields
when modelling graphene and its derivatives. Conventional FFs
treat electrostatic interactions using effective partial charges
that are constructed to match electrostatic potentials obtained
from QM calculations. The point charges are located on the
atomic centres and are constant (i.e. conformation- and time-
independent). Consequently, it is impossible for the FF to react
to changes in the molecular environment or to describe the way
different solvents affect various interactions. In some force
fields this problem is partly solved by adding an explicit term
for electronic polarization. The contribution of polarization
may be especially important in the case of nanomaterials,
and it can be accounted for in several ways. A frequently used
and technically simple option is the classical Drude model (the
so-called ‘‘charge on spring’’ model), where an additional
particle is attached to the atom. The particle has its own charge
and, along with its attached atom, generates an induced dipole
moment that depends on the external field. More detailed
descriptions of the Drude model and its implementation can
be found elsewhere.124 The Drude methodology was used by Ho
et al.,125 who studied the effect of graphene polarization on the
structural properties of water molecules at a graphene–water
interface. Their results suggested that the explicit inclusion of
polarizability had no significant effects on the dynamics of
the graphene–water system, and that the effect became even
smaller for charged graphene. However, larger effects might be
expected for ions and their arrangement near the graphene
surface. A similar way of including polarizability is the rigid rod
model.126 Like the Drude model, this approach involves attach-
ing a virtual interaction site to the atom, but the assigned
charge is kept at a fixed distance and is only permitted to rotate.
The GRAPPA force field, which was specifically designed for
simulations of water–graphitic interfaces, uses the rigid rod
model.127 A third way of including polarization is to assign
atomic polarizabilities to the atoms and then calculate the
resulting induced dipoles, whose orientation is determined by
the external field felt at each atomic site in the molecule. This
approach was used by Schyman et al.128 in a study on the
adsorption of water and ions on carbon surfaces including
graphene, where the results obtained from polarizable and
non-polarizable force fields were compared to quantum calcu-
lations. The authors suggested that the use of the polarizable
force field substantially improved the description of graphene-
like surfaces in the condensed phase.

Another drawback of current force fields is the pairwise additive
approximation of the van der Waals interactions, where the result-
ing energy is calculated as a sum of contributions from individual
pairs of atoms up to the cutoff distance. Many-body terms involving
three or more atoms are not explicitly included. Although force
fields are parameterized against experimental data and thus
include many-body effects implicitly, in some cases it might be
desirable to include at least three-body effects explicitly. In parti-
cular, many-body effects may be important for describing the
behaviour of colloidal dispersions of nanomaterials or the inter-
molecular interactions of graphene sheets and nanotubes.57,129

Table 2 Non-bonded parameters for aromatic carbon atoms from
different force fields used in molecular dynamics simulations of graphene
and graphene derivatives

Force field s [Å] e [kcal mol$1]

Parm 99116 3.39967 0.0860
OPLS117 3.55000 0.0700
CHARMM27118 3.55005 0.0700
Ulbricht et al.120 3.78108 0.0608
Girifalco et al.121 3.41214 0.0551
Cheng and Steele122 3.39967 0.0557
COMPASS123 a 3.48787 0.0680

a Uses 9-6 LJ potential.
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Classical force fields do not allow bond cleavage and for-
mation because they model bonds with harmonic potentials.
This is sufficient for the study of various non-covalent modifications
of graphene and other materials. However, a model capable of
describing bond cleavage/formation is required for the study of
any process involving chemical change such as chemisorption
or chemical reactions. In such cases it is necessary to use
methods that explicitly account for the system’s electronic
structure. Unfortunately, such methods can only be applied
to relatively small model systems (Fig. 5). Empirical reactive
force fields such as AIREBO,130 REBO,131 and ReaxFF132 were
developed to enable the study of large reacting molecular
systems. These force fields use the standard force field approxi-
mations but also include terms for bond formation and dis-
sociation. A more detailed description of individual reactive
force fields is beyond the scope of this review and can be found
in the specialized literature.133,134

5. Nuclear motion
As electronic structure is within Born–Oppenheimer approximation
solved separately and it was described in Sections 3 and 4, this
section discusses methods that account for nuclear motion and can
be used to estimate the associated physical–chemical quantities.
Thermodynamic quantities (internal energy, enthalpy, entropy, etc.)
for processes involving nuclear motion are typically obtained
from molecular dynamics (MD) and Monte Carlo (MC) simula-
tions that involve sampling configurational space. While the first
method average time sequence of the required quantity, the
latter collects values of the quantity corresponding to random
configuration walk.135 Simulation methods that describe the
studied system in terms of position and momentum vectors
can be naturally extended to quantum versions (quantum MC
and quantum MD) based on the nuclear wave function/density
matrix as a central point.

5.1 Molecular dynamics

Molecular dynamics (MD) simulations usually use the laws of
classical mechanics such as Newton’s equations of motion to
study the time evolution (dynamics) of a system:

F i ¼ mi
d2

dt2
riðtÞ; i ¼ 1; 2; . . . ; n: (4)

The force Fi acting on each atom i (which has a mass mi and
position ri) due to its interactions with other particles can be
determined at any time t during the simulation assuming that
each atom’s initial position and velocity is known. The force is
enumerated as the negative gradient of the potential energy
surface (PES)

Fi = $riE(r1, r2,. . .,rn). (5)

Classical molecular dynamics is a method, which uses PES
given as the predefined potential; either based on empirical
data (force field) or on independent electronic structure calcu-
lations. The term ab initio molecular dynamics (AIMD)136 is
used if the electronic energy is acquired during the MD run.

AIMD has also been referred to as first principles MD, quantum
chemical MD, on-the-fly MD, direct MD, potential-free MD and
quantum MD.

Once the resulting force is known, new positions and
velocities at time t + dt are obtained by numerical solution of
the equations. It is essential to select an appropriate time step
dt. If a large time step is chosen the system may become
unstable due to growing inaccuracies in the integration proce-
dure. Time steps of 1–2 fs are typically used in classical MD
simulations. This means that with current computer power it is
possible to study dynamics on time scales of up to several
microseconds. Perhaps the biggest benefit of this technique is
its unique ability to provide information on the studied system
at the atomistic level with femtosecond temporal resolutions.
Moreover, specific techniques (for instance thermodynamic
integration, potential of mean force, free energy perturbation,
Jarzynski equality, etc.)137 have been developed for use along-
side MD to estimate the thermodynamic properties of the
studied systems, making MD simulations potentially useful
for investigating the thermodynamic changes accompanying
the non-covalent functionalization of graphene.

Sometimes, it is not possible to neglect quantum effects
associated with movements of atoms and molecules (see
Section 6.8 for examples). In such cases it is necessary to work
with a nuclear wave function known as a wavepacket in vibra-
tional dynamics, which must be discretized and propagated.138

The system-bath approximation is typically used when simulat-
ing quantum objects on graphene. In this approximation, the
quantum system is represented by a wavepacket and the initial
classical surface is implemented in a way that accounts for
lattice dynamics and corrugation. A recent study on the physi-
sorption of atomic hydrogen on graphitic surfaces139 compared
four different quantum mechanical techniques: close coupling
wavepacket (CCWP) and reduced density matrix (RDM) propa-
gation methods as well as the perturbation (PT) and effective
Hamiltonian (EH) theories. All four methods’ descriptions of
hydrogen sticking were in reasonably good agreement. The
CCWP and RDM methods described desorption well, but only
the RDM method correctly captured the decay of the total
trapped population. On the other hand, the PT and EH methods
were around two orders of magnitude faster than CCWP and
RDM. In the case of chemisorption, which involves stronger
atom–surface coupling, perturbation methods cannot be accurate
and CCWP or RDM should be used;140 the latter may be prefer-
able because it can describe many phonon processes. An alter-
native approach to fully quantum problems based on Feynman’s
path integral from statistical quantum mechanics can also be
formulated. Path integral molecular dynamics (PIMD)141 has
been used successfully to study the adsorption of hydrogen on
graphene and coronene.142

5.2 Monte Carlo methods

Monte Carlo methods are based on stochastic sampling, i.e.
random walks (cf. Section 3.4). Monte Carlo methods can be
divided into methods which assume that classical mechanics is
applicable (and energy is a continuous variable) and those
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which are based on the idea of discrete quantum energy
levels.143 While the classical Monte Carlo (CMC) methods are
less widely used than classical molecular dynamics in the
modelling of graphene systems, quantum Monte Carlo (QMC)
methods are commonly used to model strongly quantum
interactions with graphene/graphite. The diffusion Monte
Carlo (DMC) method is typically used to compute the ground
vibrational state (T = 0 K) of quantum systems on graphene.
Thermodynamic properties at nonzero temperatures are com-
puted using path-integral Monte Carlo (PIMC) methods,144

which directly sample the density matrix using the path integral
approach and replace integrals with averages over samples, as
is also done in PIMD.

6. Selected applications
6.1 Interactions of graphenes

Accurate descriptions of interactions with graphene are essen-
tial for understanding the structure and dynamics of graphene-
like systems. The graphene–graphene interaction is of funda-
mental importance in many areas. Two graphene sheets can be
stacked in a number of ways that differ in terms of the relative
shifts of their basal planes. More attention is paid to the most
stable AB-stacked arrangement, where half of the carbon atoms
in the one layer sit directly above the centres of the hexagonal
rings of the second layer. Nevertheless, determining the inter-
layer binding (cohesive) energy of graphene/graphite remains a
significant challenge for theoreticians and experimentalists.145–149

Recently published benchmark data from thermal desorption
spectroscopy suggested a value of 61 meV per atom150 and
prompted further in-depth theoretical investigations into the
interlayer cohesive energy and vdW interactions in graphene-
like systems.151–155 AB-stacked graphene is also an attractive
object of study because it is potentially amenable to band gap
tuning.156

Methods for modulating the band gap of graphene and its
derivatives are highly desired because they make it possible to
tune the material’s electronic properties and could facilitate
the design of a new generation of electronic devices. There
are a number of ways in which the band gap of graphene
could potentially be modified. One is to apply strain to the
graphene.157,158 Alternatively, the adsorption of certain mole-
cules on graphene induces symmetry breaking and hence band
gap opening.159 It has been demonstrated that non-covalent
functionalization of graphene with Br2 opens a relatively large
band gap that can be further adjusted by using ultraviolet light
to decompose the adsorbed Br2 molecules.160 A third option is
the covalent modification of graphene. Fan et al. calculated that
the electronic properties of graphene can be tuned by doping
with either boron/nitrogen or joint BN domains.161 It was
however shown that the chemical nature of B/N dopants in
graphene significantly changes the final doping effect (Fig. 6).162

It has also been suggested that the reaction of graphene with
atomic hydrogen is able to reversibly (by annealing) convert this
highly conductive species completely into graphane, which is an

insulator.163 Moreover, Singh and co-workers164 interspaced
small saturated graphene islands in the graphane host and
showed that the energy gap of these islands is determined by
their size. Specifically, DFT calculations indicated that smaller
islands had larger energy gaps. Another way of engineering the
band gap of graphene is to use graphene nanoribbons of
different widths; the narrower the ribbon, the wider the
gap.165,166 This approach could be particularly useful in printing
processes. Graphene fluorination opens the band gap in a
similar way to hydrogenation,167,168 and it has been suggested
that the magnitude of the band gap could be tuned by adjusting
the degree of fluorination169,170 or by replacing fluorine with
heavier halogens.171

6.2 Interactions of graphene with small molecules

Graphene was quickly identified as a powerful adsorbent172

whose interactions with various molecules often induce specific
physicochemical responses that could be exploited in new types
of sensors.4,5,173 Moreover, non-covalent functionalization of
the graphene surface substantially increases its potential range
of applications.9 Therefore the interactions of graphene with
small molecules have been studied extensively, both experi-
mentally and computationally, in order to obtain information
on the strength and nature of such interactions (for some
examples see Fig. 7). Using DFT symmetry adapted perturba-
tion theory (DFT-SAPT),174 which enables the decomposition of
interaction energy into meaningful components, i.e., coulombic,
polarization, dispersion terms etc., Lazar and coworkers showed
that the adsorption of organic molecules was driven mostly by
London dispersive forces.12 The same conclusion had previously
been drawn in a study on the adsorption of water molecules to
graphene.175 The adsorbates, which bind to graphene weakly via
London dispersion forces, change its electronic structure only
slightly but reduce the mobility of its electrons,176 which can
be exploited in sensing applications.4 Recently, Zhou et al.177

studied the physisorption of benzene and benzene derivatives on
graphene, and suggested that the benzene derivatives adsorb

Fig. 6 The work functions (Wfs) calculated using the PBE0 functional of
B/N-doped graphenes vary with the chemical nature of doping.162 The Wf

value of pristine graphene 4.31 eV (shown in the middle) increases in
substitutionally B-doped graphene to 5.57 eV and decreases to 3.10 eV in
substitutionally N-doped graphene. On the other hand, the Wf values
increase in both graphenes with added –NH2 and –BH2 groups to 4.77 and
4.54 eV, respectively.
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more strongly than pure benzene regardless of their substituents’
electronic properties.

Molecules adsorbed on graphene may also affect its electronic
properties by donating (n-doping) or withdrawing (p-doping)
electrons and thereby shifting its Fermi level.178,179 The same
also applies for graphene supports. DFT calculations provide
clear information about electron fluxes and can directly deter-
mine which adsorbates/supports donate/withdraw electrons to/
from graphene. This feature was also exploited to design gra-
phene devices with a reasonably wide band gap, which can be
used in graphene-based transistors.180,181 Such devices can be
created from bilayer graphene sandwiched in between FeCl3 and
K (Fig. 8). Calculations using the vdW-DF functional identified

FeCl3 as an electron acceptor capable of providing p-doped
graphene and K as a donor providing n-doped graphene.182

Many studies have investigated the binding energies of
adsorbates to graphene using a very diverse portfolio of theo-
retical techniques. Unfortunately, the development of this field
has been hampered by a lack of reliable experimental data,
which makes it difficult to benchmark the performance of
individual methods. Adsorption enthalpies are particularly
suited for such comparisons because they correspond to well-
defined processes, which can be modelled in a straightforward
manner. Enthalpies are usually measured by temperature
programmed desorption on highly oriented pyrolitic graphite
(HOPG)183 or inverse gas chromatography on few-layered gra-
phene.12,184 Calculations suggest that adsorption energies on
single layer graphene are around B10% higher than those on
few-layered graphene.184 The adsorption enthalpies derived
from ab initio MD simulations using the vdW-DF (optB88-vdW)
functional were in good agreement with experimental data,
suggesting that this non-local functional describes the binding
energies of dispersion-bound molecules to graphene reasonably
well. It is worth noting that force field simulations (using the
OPLS-AA force field) also accurately predicted the relative bind-
ing enthalpies of the studied molecules, indicating that the same
force field could be used to obtain preliminary estimates for the
interaction energies of large molecules with graphene. If highly
accurate predictions of binding energies of biomacromolecules
to graphene are required, one should include contributions
stemming from many-body terms.129

Preferred binding sites on the surface and energy differences
between various binding sites can be estimated directly from
theoretical calculations. Such information is important for
understanding the friction on the graphene surface. Single
atom adsorbates can bind at three sites (Fig. 9) referred to as
on top (above the carbon atom perpendicular to the graphene
sheet), on bond (above the carbon–carbon bond) and on hollow
(above the centre of a ‘‘carbon hexagon’’). Large molecules may
have an even larger number of such high symmetry sites,
as shown for tetracyanoethylene.185 Calculations can predict

Fig. 7 Screenshots from molecular dynamics simulations of various processes
taking place on a graphene surface: graphene exfoliation (top left), nucleobase
adsorption (top right), graphene" " "carbon nanotube assembly (bottom left), and
the formation of a reverse lecithin micelle on a graphene surface.

Fig. 8 Band structure of single layer graphene showing p- and n-type
doping with respect to the Fermi level, and band gap opening in bilayer
graphene caused by doping. Fig. 9 On bond (B), top (T), and hollow (H) adsorption sites on graphene.
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adsorption energies to individual sites and using the Boltzmann
distribution law, the occupancy of individual sites can be
estimated. Characterizing the potential energy surface of adsor-
bates sliding over the graphene increases the scope for under-
standing the friction that is generated. For example, calculations
of this profile explained the contraintuitive increase in friction
observed in a Pt atomic force microscopy tip moving over a
graphene surface after fluorination.186

The strength of adsorption may depend not only on
the adsorbate but also on its concentration and topology
(the relative positions of individual adsorbates on the graphene
surface). This indicates that the adsorbates significantly change
the electronic structure of graphene and its binding involves
some degree of covalent binding (chemisorption). The binding
of fluorine or hydrogen atoms to graphene illustrates this
phenomenon well.10 The bond dissociation energy of fluorine
atoms at low concentration is only around 50 kcal mol$1

whereas in fully fluorinated graphene (fluorographene or gra-
phene fluoride) it is 112 kcal mol$1.187 The attachment of a
fluorine atom to a carbon atom changes its sp2 hybridization
state to sp3, inducing local structural buckling (cf. Fig. 10). The
degree of structural changes correlates with the strength of
binding, which is reflected in the high resolution XPS spectrum
of the corresponding atom. Consequently, high resolution XPS
spectra can be used to decipher information about the binding
of such atoms.188

The abovementioned information indicates that there is no
sharp distinction between physisorption (non-covalent function-
alization) and chemisorption (covalent functionalization) to
graphene. In general, the interaction curve of a given adsorbate
with graphene will feature two minima: one corresponding to
physisorption (also known as the precursor state) and the other
to chemisorption.140,142,189 These minima may be separated by
an activation barrier (Fig. 10).

Density functional theory and molecular dynamics were
successfully used together to explore the adsorption of the
amino acid leucine on graphene,190 revealing that under
certain conditions leucine molecules adsorb spontaneously
from solution. Moreover, it was suggested that the properties
of the graphene could be tuned by controlling the orientation
of the leucine molecules when they adsorbed. The adsorption
of a somewhat larger tripeptide on graphene was studied by
Camden et al.191 It was shown that the presence of water at the
interface strongly influenced the peptide’s binding and con-
formation, suggesting that the inclusion of explicit solvent
molecules may be essential for a proper description of the
properties of peptide systems on graphene. Furthermore, some
organic molecules could form highly ordered self-assembled
monolayers (SAM) and bilayers on the graphene surface.
O’Mahony and coworkers192 used MD techniques to study the
formation of alkylamine SAMs and the effect of different layer
terminations on the adsorption of proteins on these platforms.
It was suggested that alkylamine SAM assemblies could be used
for instance for protein immobilization and exploited in targeted
binding of specific molecules.

Molecular dynamics simulations appear to be useful for
studying the wetting properties of graphene (and are widely
used for this purpose), which are the subject of considerable
ongoing debate.193,194 The surface tension of graphene should
be measured on free standing graphene, which is still quite
challenging to achieve experimentally because graphene is
usually prepared on a support and may be contaminated by
adsorbates from the atmosphere.195 On the other hand, such
conditions are readily accessible in molecular simulations,
which can estimate the contact angle on pure and free standing
graphene.196 The hydrophobicity of graphene is crucial for
many of its potential applications (in nanomedicine, sensing,
filtration, surface coatings etc.) and depends on many variables
such as the purity195 of the graphene sheet and the presence of
defects197,198 as well as the nature of the underlying support,
whose wetting properties may affect (and be affected by) that of
the graphene; this phenomenon is referred to as the wetting
transparency of graphene.199,200 Li and coworkers201 suggested
that graphene and other graphitic surfaces may even be slightly
hydrophilic due to the adsorption of hydrocarbons commonly
present in the air. Detailed studies on this behaviour could lead
to the design of novel functional devices.202

6.3 Interactions of graphene with biomacromolecules

A molecular-level understanding of nucleic acids’ and proteins’
conformational behaviour near graphene-like supports may be
important in the design and optimization of new nanoscale
devices. Such interactions could be important in nanomedicine,
where graphene or its derivatives could act as enzymatic inhibi-
tors,203 or in sensing since a variety of graphene-based sensors
relying on different physicochemical principles have been
proposed (Fig. 11).204 One should bear in mind that molecules
proposed for sensing applications have to preserve their native
structure upon adsorption to graphene to maintain their func-
tion. It was shown that it is theoretically feasible to construct

Fig. 10 The potential energy surface (calculated using PBE-D2) for
hydrogen adsorption on graphene features two separate energy minima
corresponding to physisorbed (PS) and chemisorbed (CHS) complexes. zH
and zC denote the z-coordinates of the hydrogen nucleus and the closest
carbon atom, respectively.
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very sensitive graphene devices for ssDNA sequencing as a rapid
and cost-effective alternative to current techniques.205 Moreover,
MD simulations of nucleic acid bases in solution suggest that
graphene–base interactions are stronger than base–base stack-
ing.206 It has also been observed that DNA bases interact strongly
with graphene207–209 and that interactions with graphene can
induce short DNA duplexes to partially unfold, mainly from the
ends.207 Such behaviour has also been reported for double
stranded siRNA.210

6.4 Graphene and metals

The interactions of metals with graphene are very interesting,
and complex. Naturally, graphene interacts with solid metals211

in electrical circuits,212 in graphene coated metals213 and
during its synthesis by chemical vapour deposition.214–218 The
interactions of metal nanoparticles with graphene are also very
important because graphene provides a suitable platform on
which to anchor such nanoparticles for catalytic, photocatalytic
and sensor applications.219–223 Moreover, graphene is being
considered as a potential replacement for the widely used
graphite anodes of lithium (and more generally, alkali metal)
ion batteries, because it is suggested to offer a higher lithium
ion storage capacity and to reduce charging times.224,225

Numerous theoretical studies dealing with the adsorption
and diffusion of alkali metal ions on pristine and function-
alized graphene226–229 as well as the positive influence of
graphene defects on storage capacity225,230 can be found in
the literature. Current progress in the use of graphene in energy
applications and challenges for the field have been nicely
summarized in recent reviews.231,232 Both individual metal
atoms and small clusters may bond to graphene, altering its
electronic and magnetic properties.227,233,234 It was suggested that
graphene decorated with heavy adatoms could turn into a giant
topological insulator,235 which might be used in magnetic storage
devices.236,237 However, the correct description of magnetocrystal-
line anisotropy requires the usage of hybrid functionals238,239 and
the inclusion of spin–orbit coupling.233 The nature of the metal–
graphene interaction may be anywhere between non-covalent and
partially covalent,240–242 indicating that any computational method

used to study these interactions must reliably describe both London
dispersive forces and chemical bonding.243,244 For catalytic applica-
tions involving bond-breaking and bond formation, it is also
necessary to use methods that do not suffer from the electron
self-interaction error, which leads to an underestimation of reaction
barriers. Explicit relativistic effects245 should also be taken into
account, especially when considering the interactions of heavy
metals with graphene. Finally, when considering the interactions
between metal adatoms and graphene, it is important to account for
the spin-states of the metal and to be aware that these may change
on binding.85

6.5 Hybrid carbon systems

The combination of graphene with other carbon allotropes
such as nanotubes and fullerenes has opened up a new set of
nanomaterials with many potential applications in areas such
as printed electronics, conductive inks, reinforcement of poly-
mers, etc. Computational modelling is playing an increasingly
central role in studies on nanostructures because it enables the
straightforward study of precisely defined structural motifs
(joints) and because its atomistic resolution can help to eluci-
date unknown mechanisms and properties (Fig. 12). Inter-
actions with fullerenes (mostly C60) are of particular interest.
MD simulations have shown that fullerenes could potentially
be used to detect defects on graphene. He et al.246 used C60

molecules to induce controlled ripples on the graphene sheet
whose diffraction and interference can reveal cracks and
defects on the surface. Several simulations of the diffusion of
C60 molecules on graphene were performed at a constant
temperature and with a temperature gradient.247,248 Moreover,
Peng et al.249 suggested that C60/graphene composites could be
used for gas purification especially for some binary mixtures.
Numerous computational studies on graphene-hybrid systems
among other things are discussed in the recent review pub-
lished by Zhang et al., which focuses primarily on the computa-
tional characterization and simulation of graphene-based
materials.250 It was recently demonstrated that it may be
possible to combine graphene and carbon nanotubes in novel
composite materials in which the graphene spontaneously rolls
up around the nanotube or enters its interior.251–254 Graphene

Fig. 11 DNA passing through the graphene nanopore may induce
changes in the current, which could be used in DNA sequencing.

Fig. 12 Molecular modelling may provide unique molecular insight into
the structures of graphene hybrid materials, which in turn may help us to
design new functional nanosystems.
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can also interact with carbon nanotubes to form 3D pillared
structures where individual graphene sheets are separated by
perpendicularly oriented carbon nanotubes. MD techniques
were used to study the mechanical and thermal properties of
these nano-networks,255,256 and there is computational evi-
dence that such pillared graphene structures could be used in
gas separation257 or hydrogen storage.258 Finally, Georgakilas
et al.259 dispersed graphene sheets in aquatic media using
hydrophilic functionalized carbon nanotubes and produced
highly conductive graphene ink. MD simulations suggested
that the formation of aggregates from graphene and
hydroxyphenyl-functionalized carbon nanotubes was kineti-
cally controlled and led to a stable colloid dispersion.

6.6 Graphene derivatives

While the properties of pristine graphene have attracted great
interest, modified graphene derivatives may be even more inter-
esting, at least in certain applications. The derivative that has
attracted most attention is graphene oxide (GO). One obstacle to
the modelling of GO stems from its complex structure, which
contains epoxy, hydroxyl and carboxy groups. Even the composi-
tion of GO is quite uncertain and may depend on the conditions
applied in its preparation.260 Some models have been developed
for studying the structure of GO, the most well-known and widely
used of which is that of Lerf and Klinowski.261,262 This model
suggests that alcohol and epoxy groups are distributed randomly
on the basal plane while the carboxyl groups are located on the
edges. The interactions of nucleobases and several amino acids
with GO were studied computationally by Vovusha et al.263 It has
been shown that complexes with GO are mainly stabilized by
hydrogen bonding, in contrast with graphene complexes, which
are stabilized mainly through dispersion interactions. Recently,
Shih et al. used both experiments and molecular dynamics to
study GO in solution264 and to analyse its aggregation as a
function of the pH and the protonation of its functional groups.
They observed that at low pH values, GO became less hydrophilic
due to protonation and formed sandwich-like aggregates in
which individual sheets were separated by a confined water
layer. However, separate sheets were preferred at higher pH
values. Other articles have examined the electrical, structural
and chemical changes accompanying GO reduction,265,266 and
a few recent atomistic works have investigated the effect of
different reducing atmospheres on the reduction of GO, producing
the results that complemented experimental investigations.267,268

In addition, two molecular dynamics studies investigated this
material’s unusual mechanical properties.194,269 Another interest-
ing class of GO-based materials with diverse potential applications
are the graphene oxide framework (GOF) materials. GOF is a
porous material first synthesized in 2011 that consists of GO
sheets connected by linkers. Nicolaı̈ et al. developed molecular
mechanics parameters for this material and used them to inves-
tigate its dynamic properties.270 They suggested that the density of
linkers connecting the GO layers can be used to tune the diffusion
properties of GOF materials.

Other graphene derivatives such as graphane and fluorogra-
phene have also been studied extensively by computational means.

Graphane was predicted as a graphene derivative on the basis of
DFT calculations.271 Fluorographene and other graphene halides
have been studied in some detail:272 different investigations have
focused on their band gaps and optical transitions,273 the insulat-
ing properties of fluorographene167,274 and the broad UV/VIS
photoluminescence band observed experimentally (Fig. 13).275 It
should however be noted that despite the use of computational
methods that account for electron–electron and electron–hole
correlation effects276,277 as well as the potential role of defects,98

it has not been possible to achieve satisfactory agreement between
the computational results obtained to date and all of the available
experimental data for fluorographene. Graphene-based materials
have also been suggested for energy storage, fuel cells, and
photovoltaic applications. The current state of computational
chemistry methods for studying graphene-based energy materials
is summarized in a review by Hughes et al.231 Furthermore, there
is an intense effort led by the U.S. Department of Energy (DOE) to
design novel materials for molecular storage (mainly molecular
hydrogen) using graphene derivatives. Numerous computational
studies have investigated the molecular interactions of hydrogen
with pristine graphene and doped and substituted graphene
materials with the aim of enhancing the physisorption of mole-
cular hydrogen and increasing the adsorption capacity of these
materials.72,278–281

6.7 Reactivity of graphene and graphene derivatives

Computational studies can also provide unique insights into
the mechanisms underpinning the chemical modification, i.e.,
reactivity, of graphene and its derivatives. For example, a study
on cycloaddition reactions involving graphene predicted them

Fig. 13 Structure of fluorographene is shown together with its electronic
band structure (calculated using GW(PBE)) and BSE@GW(PBE) adsorption
spectra for light polarization parallel (yellow) and perpendicular (blue) to
the surface plane.276
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to be thermodynamically favoured at edges whereas the surface
was predicted to be unreactive.282,283 Very recently, fluoro-
graphene, which was once considered a nonreactive counter-
part of Teflon, has been identified as a reactive material187,284

and a potential source of new graphene derivatives.189,285

Analyses of its mechanisms of reaction suggested that fully
fluorinated graphene preferentially undergoes SN2-type sub-
stitutions.187 This finding poses new questions about the
nature of the C–F bonds in fluorographene and fluorinated
graphenes.188 DFT calculations suggested that two fluorine
atoms were inserted into graphene simultaneously during
its reaction with XeF2. It was also shown that fluorination on
one side facilitated the addition of another fluorine atom on
the opposite side.286 Computations can also help to clarify the
stability of graphene derivatives such as graphane,271 graphene
halides273 and graphene oxide.287 For example, although the
structures and distributions of oxidized and unoxidized regions
of GO are currently unclear, DFT studies conducted by Yang
et al.288 suggest that oxidation loci in GO are highly correlated,
which is inconsistent with some previously proposed models
that assume a random distribution of oxidized groups on GO.

6.8 Graphene and quantum systems

Finally, we comment on the delicate problems of very light
and strongly quantum systems interacting with graphene and
graphite. For such specific systems as H, H2, and He as well as
clusters, nanodroplets, films and layers of these substances, a
full quantum treatment of both electrons and nuclei is often
unavoidable. Tunnelling effects noticeably alter adsorption
and diffusion barriers289 while nuclear delocalization effects
change classical optimal geometrical structures and prohibit
traditional approaches to computing the quantum zero-point
energy.290,291

Most research efforts in this area have focused on the
adsorption of hydrogen on graphene and graphite. A full
quantum description of hydrogen and deuterium physisorption
on graphite using an MP2 potential energy surface yielded
sticking probabilities of the order of a few percent for collision
energies of 0–25 meV.139,292,293 Sticking increased for collision
energies close to those of the relevant diffraction resonances
and was also enhanced by raising the surface temperature.
Desorption time constants were in the range of 20–50 ps for a
surface temperature of 300 K. In contrast, graphene supported
on a silicone oxide substrate or suspended over a hole in the
substrate exhibited different physisorption properties.294 The
sticking probabilities of hydrogen on these stabilized mem-
branes at 10 K were high (B50%) at low collision energies
(r10 meV), i.e. significantly larger than those for graphite. This
was attributed to the different nature of the lattice vibrations in
the two cases. More recently, the adsorption of hydrogen on
graphene and graphite,140 and on graphene and coronene142

was studied by the wavepacket propagation method and path
integral molecular dynamics. As both physisorption and chemi-
sorption minima are present on the adsorption curve of hydrogen
on graphene (Fig. 10), the barrier height between both minima
contributes to the chemisorption probability. The barrier, which

includes van der Waals, zero-point energy, quantum tunnelling
and finite temperature effects, is approximately half or quarter
of the height of the barrier predicted by DFT-GGA methods
(B0.2 eV) for graphene. The overall chemisorption probability
was about 20%.

The adsorption of molecular hydrogen is often studied because
of graphene’s potential for hydrogen storage (cf. Section 6.6).
Kowalczyk et al.295 studied hydrogen in slit-like carbon nanopores
at 77 K by grand canonical classical and path-integral Monte Carlo
(PIMC) simulations. The volumetric density of stored energy in
optimal carbon nanopores exceeded the DOE target for 2010
(45 kg m$3). For the narrow pores (pore width H A [0.59–0.7] nm),
the reduction of the quantum isosteric enthalpy of adsorption at
zero coverage was around 50% in comparison to the classical one
and quantum confinement-inducing polymer shrinking was
observed. Isosteric heats of adsorption for H2, HD and D2 as
functions of coverage, and adsorption isotherms on graphite
were computed by Wang and Johnson296 using the grand
canonical classical PIMC method and shown to agree well with
experimental results. The properties of H2 molecules adsorbed
between graphite layers were also analysed by PIMD at tempera-
tures of 300 to 900 K.297 The storage capacities of carbon foams
calculated by Yakobson et al.298 met material-based DOE targets

Fig. 14 Helium density (in Å$2) on the x–y plane of the 2/7 phase of 4He
on fluorographene (a) and on graphane (b) compared with the geometry of
the substrate. Small red balls are centred on the position of fluorine/
hydrogen atoms and the small green ones on the carbon atoms. Thin
white lines enclose the unit cell of the commensurate 2/7 phase [reprinted
with permission from ref. 305. Copyright 2012 by the American Physical
Society].
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and are comparable to the capacities of a bundle of well-
separated open nanotubes of similar diameter. The authors also
found that quantum effects appreciably changed the foams’
adsorption properties and had to be taken into account.
Recently, quantum effects and anharmonicity in the H2–Li+–
benzene complex, a model for hydrogen storage materials, were
studied299 at zero temperature by DMC and rigid body DMC
simulations at DFT PES. H2 molecules were delocalized above
the Li+–benzene system and H2 binding enthalpy estimates were
between 12.4–16.5 kJ mol$1.

The importance of the substrate in understanding quantum
films became evident with the detailed exploration of the
phases of He and H2 on graphite, originating in the late
1960s (superfluidity, Bose–Einstein condensation, and idea-
lized 2D bosonic gas are examples of fundamental phenomena
of chemistry and physics). New phenomena occurring on the
new 2D substrates have been envisaged opening new funda-
mental questions to address. While the phase behaviour of 4He
and para-H2 films (predicted by the PIMC method) on one side
and both sides of graphene300,301 is expected to be similar to
that on graphite,302–304 the behaviour predicted on fluoro-
graphene and graphane is different, due to different symmetry
of the interaction potentials, doubled number of adsorption
sites and larger corrugation for the adatom.305–307 For instance,
the ground state of the He film on graphite is a 2D crystal
commensurate with the substrate (the O3 ! O3 R301 phase),
while 3He forms an anisotropic fluid and 4He superfluid on
fluorographene and graphane at the low coverage.305 At higher
coverage values both the incommensurate triangular solid and
the commensurate state at filling factor 2/7 are found (Fig. 14).
An interested reader may find more details on behaviour of
monolayer quantum gases on graphene, graphane and fluoro-
graphene in the recent review (and references therein) by
Reatto et al.308

7. Conclusions
Computational chemistry provides valuable atomistic insights
into the properties of systems that are relevant in biodisciplines
and nanoscience. While computational methods are constantly
evolving, they have already succeeded in several tasks and are
undoubtedly becoming an integral part of the basic research
toolkit. Because of the on-going increases in available comput-
ing power, the sizes of the systems amenable to modelling and
the lengths of the simulation times that can be handled are
both increasing, meaning that computational methods will
continue to get more powerful and important. We have pro-
vided several examples showing how computational methods
can be used to obtain insights into the physical and chemical
properties of complex molecular systems related to graphene.

8. Perspectives
Despite all the great progress that has been made in modelling
noncovalent interactions with graphene, many challenges

remain to be addressed. There is still a need for a nonempirical
theoretical method that reliably describes London dispersive
forces without suffering from the electron-self interaction error
and is also computationally affordable and easy to use. The
recent progress in methods applying the adiabatic connection
fluctuation–dissipation theorem is very promising in this
respect. Robust testing of currently available methods is also
highly desirable to assess their real performance. This task, is
however, partially hampered by the lack of reliable experi-
mental data addressing, e.g., the interaction energies between
graphene and adsorbates.

One of the key issues that need to be addressed in today’s
empirical force fields is the explicit inclusion of polarization.
This should be very important especially in describing adsorp-
tion processes involving graphene and its derivatives. Another
challenge is the correct description of the long-range (asymp-
totic) dispersive interactions by empirical potentials. Whereas
the classical 1/R6 London formula results in a 1/R4 distance
dependence of the interaction energy for a molecule interacting
with an infinite graphene sheet, the real distance dependence
may be significantly different.309,310 Because some empirically
corrected DFT methods (e.g. those based on the DFT-D
approach) use this simple dispersion model, they may also
describe the asymptotic interactions incorrectly. Unfortunately,
the impact of this error is not currently well understood.
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53 P. Jurečka, J. Černý, P. Hobza and D. R. Salahub, J. Comput.

Chem., 2007, 28, 555–569.
54 E. R. Johnson and A. D. Becke, J. Chem. Phys., 2005,

123, 024101.
55 S. Grimme, J. Comput. Chem., 2004, 25, 1463–1473.
56 S. Grimme, J. Comput. Chem., 2006, 27, 1787–1799.
57 S. Grimme, J. Antony, S. Ehrlich and H. Krieg, J. Chem.

Phys., 2010, 132, 154104.
58 A. Tkatchenko and M. Scheffler, Phys. Rev. Lett., 2009,

102, 073005.
59 A. Tkatchenko, R. A. Distasio, R. Car and M. Scheffler, Phys.

Rev. Lett., 2012, 108, 236402.
60 A. Tkatchenko, Adv. Funct. Mater., 2015, 25, 2054–2061.
61 S. Grimme, J. Chem. Phys., 2006, 124, 034108.
62 L. Goerigk and S. Grimme, J. Chem. Theory Comput., 2011,

7, 291–309.

PCCP Perspective

View Article Online



6368 | Phys. Chem. Chem. Phys., 2016, 18, 6351--6372 This journal is© the Owner Societies 2016

63 S. Kozuch, D. Gruzman and J. M. L. Martin, J. Phys. Chem.
C, 2010, 114, 20801–20808.

64 T. Schwabe and S. Grimme, Phys. Chem. Chem. Phys., 2007,
9, 3397–3406.

65 M. Dion, H. Rydberg, E. Schröder, D. C. Langreth and
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140 F. Karlický, B. Lepetit and D. Lemoine, J. Chem. Phys., 2014,
140, 124702.

141 M. E. Tuckerman, NIC Series: Quantum Simulations of
Complex Many-Body Systems: From Theory to Algorithms,
2002, vol. 10, pp. 269–298.

142 E. R. M. Davidson, J. Klimeš, D. Alfè and A. Michaelides,
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A. H. Loo, M. Pumera, F. Karlický, M. Otyepka and
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1. Úvod 

 
Grafen je uhlíkový alotrop1 rozprostírající se ve dvou 

dimenzích (2D), kde jednotlivé atomy uhlíku jsou uspořá-
dány v pravidelných šestiúhelnících připomínajících včelí 
plástve. Neobvyklé vlastnosti grafenu přitahovaly vědce 
již od 60. let 20. století2, tedy dávno předtím, než se ho 
podařilo úspěšně izolovat. 2D krystaly byly považovány za 
termodynamicky nestabilní3,4, a proto i grafen byl vnímán 
jen jako základní strukturní jednotka grafitu, která napo-
máhá osvětlení vlastností tohoto známého 3D materiálu. 
Nakonec byl v roce 2004 grafen izolován5, což způsobilo 
doslova revoluci v nanomateriálovém výzkumu6. Obzvláš-
tě některé fyzikální i chemické vlastnosti jako transparent-
nost (~97,4 %), mimořádná mechanická pevnost v tahu 
(~1100 GPa), chemická odolnost, vynikající tepelná 
(~5000 W m−1 K−1) a elektrická vodivost (až ~200 000 
cm2 V−1 s−1) dávaly a stále dávají velký příslib pro aplikace 
a technologické využití zahrnující například biosenzory, 
levné sekvenování DNA, povrchové úpravy materiálů, 
separační technologie a řadu dalších7–10. Díky svým uni-
kátním vlastnostem a obrovskému aplikačnímu potenciálu 
se grafen stal bezpochyby ikonickým materiálem poslední-
ho desetiletí. 

Nicméně určité vlastnosti grafenu nejsou výhodné pro 
všechny aplikace. Pokud bychom uměli řídit šířku zakáza-
ného pásu, mohli bychom připravit dvojrozměrné polovo-
diče a rozšířit aplikační možnosti grafenu v elektronice11. 
Také velká hydrofobicita grafenu omezuje jeho uplatnění 
např. v senzorických aplikacích ve vodném prostředí. Vne-
sení magnetického uspořádání do grafenu by zase otevřelo 
jeho cestu ke spintronice. Vlastnosti grafenu lze změnit 
jeho derivatizací12,13, tj. kovalentní funkcionalizací. Přímá 
funkcionalizace naráží na nízkou ochotu grafenu reagovat, 
a proto se pro funkcionalizace hojně využívá gra-
fen oxid14. Zde však narážíme na omezení pramenící 
z nejasně definované struktury grafen oxidu, která obsahu-
je řadu kyslíkových funkčních skupin a závisí na metodě 
přípravy15. Nalezení vhodného a strukturně dobře defino-
vaného prekurzoru pro přípravu grafenových derivátů by 
otevřelo nové cesty pro syntézu dalších derivátů s možnos-
tí řídit jejich chemické složení a fyzikálně-chemické vlast-
nosti. 

V roce 2010 byl připraven fluorografen (FG)16, také 
zavedený jako grafen fluorid17, který stejně jako jeho 
„starší sourozenec“ grafen vykazuje řadu zajímavých 
vlastností. Opět se jedná o 2D strukturu (jejíž sumární 
vzorec lze formálně zapsat jako (CF)n) hexagonálních 
uhlíkových kruhů s tím rozdílem, že na každý uhlík je 
kovalentně navázán atom fluoru. Tím se změní výsledná 
hybridizace grafenového uhlíku z sp2 na sp3, což má za 
následek zánik volných S-elektronů, lokální zprohýbání 
struktury a nakonec i změnu základních charakteristik 
materiálu (obr. 1). Z pohledu elektronických vlastností jde 
o izolant, který získal statut nejtenčího známého izolan-
tu16. Postupně se však ukazuje, že daleko nejzajímavější je 
chemie tohoto grafenového derivátu a s ní související pře-
kvapivá reaktivita. Původně se totiž předpokládalo, že 
podobně jako poly(tetrafluoroethylen) a další příbuzné 
perfluorované uhlovodíky bude i fluorografen poměrně 
inertní materiál, nepříliš ochotný k chemickým přemě-
nám16. Tuto domněnku navíc podpořil další společný rys 
perfluorovaných uhlovodíků, a to poměrně vysoká teplotní 
stabilita fluorografenu16. Poslední studie však naznačují18–20, 
že fluorografen může být prekurzorem v mnoha substituč-
ních reakcích a vést tak k celé škále nových grafenových 
derivátů21. 

 
 

2. Příprava fluorografenu 
 
Podobně jako u většiny nových materiálů také u flu-

orografenu je nalezení levného a jednoduchého způsobu 
přípravy výchozím bodem pro další výzkum. Do dnešní 
doby bylo úspěšně vyvinuto několik technik přípravy flu-
orografenu (obr. 2), jež těží také ze zkušeností získaných 
při přípravě grafenu. Nejběžněji se dnes fluorografen při-
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pravuje třemi hlavními způsoby. Zajímavé je, že jednotlivé 
stěžejní metody byly publikovány téměř ve stejnou dobu 
v roce 2010. Prvním přístupem, který zde zmíníme, je 
reakce grafenu s XeF2 nebo F2, kdy je pomocí různých 
experimentálních podmínek možné připravit jak fluorogra-
fen, tak také částečně fluorovaný grafen16,22–24. Jelikož je 
grafen v atmosféře F2 za pokojové teploty stabilní, je nutné 
jej vystavit buď vyšším teplotám, nebo reakci s atomárním 
fluorem, který se produkuje rozkladem XeF2 studenou 
plazmou. Reakce s XeF2 skýtá navíc výhodu v relativně 
jednoduché a nenáročné experimentální instrumentaci, 
neboť se provádí i při běžné laboratorní teplotě. Publiko-
vané fluorační postupy se liší v řadě nastavení, např. způ-
sobu přípravy grafenu pro následnou fluoraci, uchycení 
grafenu v komoře či době vystavení fluoračnímu médiu, 
které ovlivňují poměr F : C v konečných produktech16. 
Struktura některých čerstvě připravených částečně fluoro-
vaných grafenů není stabilní, neboť byla pozorována sa-
movolná defluorizace a pomalý pokles obsahu fluoru, než 
bylo dosaženo stabilní stechiometrie25. Nevýhodou zmiňo-
vaných postupů jsou vysoké ekonomické nároky, které 
jsou potřebné pro přípravu velkých objemů ve vysoké 
kvalitě.  

Další skupina syntetických přístupů k fluorografenu 
zahrnuje exfoliaci fluorografitu. Pod pojmem exfoliace se 
rozumí proces, kdy dochází k odlupování pokud možno 
jednotlivých monovrstev z mateřského vrstevnatého mate-
riálu, a to buď mechanickou26, anebo chemickou cestou17. 
I když je výsledkem většinou produkt s vysokou kvalitou, 
mechanická fyzikální cesta není vzhledem k náročnosti 
celého procesu a nízkým výtěžkům příliš vhodná pro ma-
sovou produkci. Chemická exfoliace v kapalné fázi 

s různými rozpouštědly, jako jsou sulfolan, dimethylfor-
mamid, tetrahydrofuran nebo N-methyl-2-pyrrolidon, se 
tak jeví jako schůdná cesta pro přípravu většího množství 

Obr. 1. Porovnání některých základních charakteristik fluorografenu (vlevo) a grafenu (vpravo) 

Obr. 2. Schéma možných metod přípravy fluorografenu (ve 
středu) z fluorografitu (nahoře) a grafenu (dole) 
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koloidů fluorografenu17,27,28. Jak ale ukázala nedávná stu-
die, dipolární rozpouštědla mohou přímo způsobovat změ-
ny ve struktuře fluorografenu29, což je třeba vzít v úvahu 
při přípravě stabilních koloidů fluorografenu. Fluorografen 
lze také exfoliovat v dalších běžných organických roz-
pouštědlech (např. acetonu, ethanolu či n-oktanu), avšak 
stabilita získaných koloidů je nízká28. Známy jsou také 
příklady exfoliace v iontových kapalinách30, nicméně od-
stranění reziduálních zbytků iontových kapalin je proble-
matické.  

Poslední z běžných metod využívaných k přípravě 
fluorografenu je fluorace grafen oxidu (GO) za pomocí HF 
nebo F2 (cit.31). Nevýhodou tohoto přístupu je, stejně jako 
u samotného prekurzoru GO, nepříliš dobře charakterizo-
vaná struktura vzniklého produktu, kdy mluvíme spíše o 
vysoce fluorovaném grafen oxidu. Nicméně nedávno se 
pomocí tohoto prekurzoru podařilo připravit fluorografan32 
i fluorografen s dobře definovaným složením33. Společ-
ným rysem exfoliačních technik jsou pak velikosti získa-
ných fluorografenových vloček, které se většinou pohybují 
v rozměrech od 200 nm do 2 Pm. 

 
 

3. Vlastnosti fluorografenu 
 
V dalším textu se budeme věnovat vlastnostem příslu-

šejícím stechiometrickému fluorografenu (C1F1)n, pokud 
nebude výslovně uvedeno jinak. 

 

3.1. Strukturní vlastnosti 
 
V porovnání s chemickou strukturou grafenu dochází 

u fluorografenu ke ztrátě aromaticity způsobenou změnou 
hybridizace uhlíkového atomu z sp2 na sp3. Přesto si tento 
derivát zachovává řadu zajímavých optických, elektronic-
kých a jiných vlastností. Z původně plochého grafenu 
s nulovým zakázaným pásem a delokalizovanými oblaky 
elektronů nad a pod rovinou vzniká lokálně zprohýbaný 
izolant bez volných elektronů. Nedávné kvantově chemic-
ké výpočty explicitně zahrnující elektron-elektronové ko-
relace z prvních principů (na úrovni GW@HSE06) udávají 
hodnotu zakázaného pásu až 8,3 eV (cit.34). 

Struktura fluorografenu může být také odvozena, 
analogicky jako u grafenu, od 3D krystalu fluorografitu 
(CF)n, kdy v jeho nejstabilnější předpovězené formě pro 
monokrystal jsou jednotlivé vrstvy – fluorografeny – 
v židličkové konformaci a vzájemném AB uspořádání. 
Polovina atomů uhlíku v jedné vrstvě tedy leží nad středy 
hexagonálních kruhů druhé vrstvy (obr. 3), přičemž jed-
notlivé vrstvy k sobě poutají slabé nevazebné interakce. 
Pomocí experimentálních technik jako rentgenová difrakč-
ní analýza (XRD) nebo nukleární magnetická rezonance 
(NMR) byly navrženy další struktury vzájemného uspořá-
dání. První teoretické výpočty naznačily, že jednotlivé 
formy se mezi sebou energeticky liší jen velmi málo a že 
efekt způsobený jednotlivými motivy vrstvení není příliš 
významný35. To bylo následně potvrzeno i za použití mno-
hem náročnější výpočetní metody RPA (z angl. random 

Obr. 3. A) Schematický obrázek hexagonální mřížky fluorografenu (atomy fluoru jsou označeny zelenou barvou, uhlíkové atomy 
a vazby mezi nimi černou) s vyznačenou elementární buňkou (červeně), B) první Brillouinova zóna reciproké mřížky s vyznačenými 
vysoce symetrickými *, M a K body, C) základní geometrické parametry fluorografenu, D) AA a AB motivy vrstvení fluorografenů  
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phase approximation), která zahrnuje nelokální elektrono-
vou korelaci z prvních principů. Řádné zahrnutí nelokál-
ních elektronových korelačních efektů je v tomto případě 
nutné, abychom dokázali korektně popsat van der Waalso-
vy (vdW) interakce. Ty jsou dominantně působící silou 
mezi jednotlivými vrstvami fluorografenu, které se mezi 
sebou vážou energií 0,19 J m–2 (cit.36). 

Z dat elektronové difrakční analýzy, mikroskopie 
atomárních sil (AFM), skenovací elektronové (SEM) 
a transmisní elektronové (TEM) mikroskopie (obr. 4), 
rentgenové fotoelektronové spektroskopie (XPS) a Rama-
novy spektroskopie (která však může poskytnout informa-
ce jen o částečně fluorovaných systémech, jelikož fluoro-
grafen je Ramanovsky neaktivní materiál pro běžně použí-
vané lasery (obr. 5)) byly získány další poznatky ohledně 
struktury, vaznosti a složení fluorografenu. V porovnání 
s elementární buňkou grafenu dochází u fluorografenu 
ke zvětšení mřížkové konstanty v rovině uhlíkové sítě 
o 1 % (z 246 pm na 248 pm). To je způsobeno změnou 
hybridizace atomu uhlíku doprovázenou prodloužením 
vazby C–C (jejíž délka činí 142 pm v grafenu a 158 pm ve 
fluorografenu) a lokálním zvrásněním struktury. Tloušťka 
jedné vrstvy fluorografenu z AFM měření se pohybuje 
v rozmezí 780–900 pm (cit.17,37). Experimentálně byla 
stanovena také mřížková konstanta c fluorografitu, která 
činí 582–620 pm (cit.23,38) a která závisí na poměru F : C 
ve struktuře39. Teoreticky vypočtená mřížková konstanta c 
se pohybuje v rozmezí 566–579 pm (cit.36,40,41). Pokud 
k mřížkové konstantě připočteme van der Waalsův polo-
měr atomu fluoru (~150 pm), můžeme porovnávat tloušť-
ku fluorografenu s naměřenými hodnotami AFM (další 

geometrické charakteristiky fluorografenu jsou shrnuty na 
obr. 3). Z AFM měření byl také získán Youngův modul 
pružnosti s hodnotou 100 ± 30 N m−1 (0,3 TPa), což odpo-
vídá přibližně třetině pevnosti grafenu16. Nicméně teoretic-
ky předpovězená hodnota 226 N m−1 je o polovinu větší42. 
Tato neshoda může pocházet z přítomnosti defektů ve 
struktuře zkoumaného vzorku. Další teoretická práce pak 
naznačila, že na rozdíl od grafenu zůstává struktura fluoro-
grafenu výrazně nezprohýbaná, a to i při vysokých teplo-
tách43. 

Co se týče vazebných poměrů mezi uhlíkem 
a fluorem, převažuje motiv jednoduché C–F vazby (s čet-
ností ~86 % ze všech vazebných motivů vyskytujících se 
ve fluorografenu), které je na základě spektroskopických 
dat připisován tzv. semi-iontový charakter (tj. někde na 
pomezí kovalentní a iontové vazby)34,44. Síla vazby se 
může měnit s koncentrací fluoru a uspořádáním celé struk-
tury45 a výpočetní chemie pomohla detailněji porozumět 
tomuto chování. Bylo zjištěno, že disociační energie vazby 
C–F v systémech s malou koncentrací fluoru se pohybuje 
okolo 209 kJ mol−1, kdežto u plně fluorované struktury 
dosahuje i více než dvojnásobku (až 469 kJ mol−1)21, což 
odpovídá energiím C–F vazeb v běžných organických 
sloučeninách46. Další minoritně zastoupené vazebné moti-
vy jako CF2 nebo CF3, kdy jsou jednotlivé uhlíky vázány 
se dvěma či třemi atomy fluoru, mohou být nalezeny pri-
márně na defektech a na volných hranách22. Tyto motivy 
jsou také zodpovědné za nestechiometrii a vyšší poměr 
fluoru (F : C > 1) ve struktuře fluorografenu. 

 
3.2. Elektronické vlastnosti 

 
Fluorografen je považován za izolant se širokým za-

kázaným pásem nejenom proto, že voltampérová charakte-

Obr. 4. SEM (A) a TEM (B) snímek fluorografenu, C) mapo-
vání prvkového složení fluorografenu (uhlík znázorněn červe-
nou a fluor modrou barvou)  

Obr. 5. Porovnání Ramanových spekter fluorovaného grafenu 
C1Fx (x~1,1) (červeně) a grafenových teček (modře) zazname-
naných s excitační vlnovou délkou laseru 633 nm  
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ristika u stechiometrického fluorografenu je silně nelineár-
ní s rezistivitou větší než 1 GΩ, ale je navíc téměř nezávis-
lá na napětí na hradle. Šířka zakázaného pásu fluorografe-
nu se odhaduje zejména z optických spekter16 či měření 
NEXAFS (z angl. near edge X-ray absorption fine structu-
re)24 a předpokládá se, že je vyšší než 3,0 eV, resp. 3,8 eV 
(viz následující část o optických vlastnostech fluorografe-
nu). Navíc bylo prokázáno, že fluorace grafenu způsobuje 
nárůst hodnoty zakázaného pásu už při nízkých poměrech 
F : C ve struktuře22. Přímá dI/dV měření na parciálně fluo-
rovaném grafenu CF0,25 ukázala na zakázaný pás47 o šířce 
2,9 eV. 

Kvůli nejasnostem, které se týkají elektronové struk-
tury fluorografenu, je tato oblast intenzivně studována 
teoreticky. Obecně se výpočetní metody shodují ve tvaru 
pásové struktury a ukazují, že fluorografen má nejužší 
vzdálenost mezi vodivostním a valenčním pásem v * bodě 
(obr. 6). V odhadech šířky zakázaného pásu se však meto-
dy diametrálně odlišují (tab. I). Minimální hodnota zakáza-
ného pásu pro fluorografen (3,0 eV)26 byla získána při 

použití metody funkcionálu hustoty (DFT) s aproximací 
lokální hustoty (LDA) nebo se standardní zobecněnou 
gradientovou aproximací (GGA), přičemž byly prozkou-
mány i jiné konformace, které ve výsledku vykazovaly jen 
malé rozdíly od nejstabilnějšího uspořádání48. Je známo, 
že LDA i GGA funkcionály tuto hodnotu systematicky 
podceňují41, proto je jejich na první pohled dobrá shoda 
s experimentálními hodnotami pouze náhodná. Na druhou 
stranu Hartreeova-Fockova (HF) metoda zase danou hod-
notu přeceňuje49. Zde se proto nabízí příležitost využít 
tzv. hybridních funkcionálů, které mají výměnný funkcio-
nál konstruovaný jako směs HF a DFT výměny. Tyto hyb-
ridní funkcionály často dobře popisují šířky zakázaných 
pásů jak u pevných látek, tak i u některých uhlíkových 
materiálů. V případě fluorografenu hybridní funkcionál 
HSE06 predikuje hodnotu zakázaného pásu 5,1 eV (cit.50). 
Při použití ještě náročnější vícečásticové GW aproximace 
byla odhadnuta šířka zakázaného pásu 8,3 eV (cit.50). 
Nicméně takto vypočtené hodnoty z GW elektronické 
struktury fluorografenu není možné přímo srovnávat 
s experimentálně pozorovanými přechody z optických 
spekter, které navíc zahrnují tvorbu excitonu. Tento zásad-
ní rozdíl mezi velmi přesnými výpočty a experimenty si 
jistě zaslouží detailní rozbor. 

 
3.3. Optické vlastnosti 

 
Fluorografen je takřka transparentní pro viditelné 

spektrum světla a začíná lehce absorbovat až v modré ob-
lasti spektra. Šířka optického zakázaného pásu 
u fluorografenu byla stanovena z fotoluminiscenčních 
měření disperze fluorografenu v acetonu. Byly pozorovány 
dva zřetelné emisní píky při 3,8 a 3,65 eV, které jen potvr-
zovaly, že fluorografen je materiál s širokým optickým 
zakázaným pásem24. První pík při 3,8 eV měl stejnou ener-

Tabulka I 
Shrnutí vypočtených hodnot pro šířku zakázaného pásu Eg 
s použitím rozdílných metod 

Použitá metoda Eg  [eV] Lit. 
LDA 3,0–3,5 40, 51 
GGA 3,0–4,2 26, 52 
GGA(PBE) 3,1 50 
Hybridní DFT (HSE06) 5,1 50 
GW0, G0W0 7,3–7,5 42,48 
GW@HSE06 8,3 34 

Obr. 6. A) Vypočtená elektronická struktura fluorografenu na úrovni GW@PBE s vyznačenou šířkou zakázaného pásu, B) optic-
ká spektra monovrstvy a multivrstevnatého fluorografenu získaná pomocí BSE+G1W0@PBE, experimentální hodnoty pro optické 
zakázané pásy jsou znázorněny šipkami  
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gii, jaká byla již pozorována rentgenovou absorpční spek-
troskopií (NEXAFS), a proto byl tento pík přiřazen zářivé 
rekombinaci volných elektronů s volnými dírami. Druhý 
pík s nižší energií o 156 meV odpovídal fononem asistované 
rekombinaci, na které se podílí vibrační mód vazby C–F. 
Tyto výsledky jsou navíc konzistentní s infračervenou 
spektroskopií s Fourierovou transformací, která pozoruje 
C–F vibraci při 1211 cm–1 (což v harmonické aproximaci 
odpovídá energii 150 meV)53. V případě menšího stupně 
fluorace se ve spektru objevil ještě jeden pík při 2,88 eV 
doprovázený píkem, který měl o 157 meV menší energii. 

Teoretické výpočty absorpčních a emisních vlastností 
materiálů patří k náročným úlohám teoretické chemie. Pro 
jejich kvalitní popis je nezbytné zahrnout řádně nejen elek-
tron-elektronové korelace, ale také korelace elektron-díra, 
což dovolují výpočty vycházející s Betheho-Salpeterovy 
rovnice (BSE). Kvalitu výpočtů ovlivňuje také řada para-
metrů, které nastavují výpočty, např. hustotou vzorkování 
k-prostoru, energetickým omezením použitých rovinných 
vln a použitou elektronovou hustotou41. Optická spektra 
grafit fluoridu, vrstevnatého materiálu sestávajícího 
z vrstev fluorografenu, jež jsou vzájemně poutány slabými 
nekovalentními interakcemi, zejména disperzními silami36, 
pak ukazují, že významná absorpce elektromagnetického 
záření nastává při ~5 eV (cit.38). Velmi přesné teoretické 
výpočty na úrovni G0W0@PBE ukazují, že v uvedené ob-
lasti se nachází významný excitonový pík grafit fluoridu, 
a jsou tedy ve výborném souladu s experimentem41. Výpo-
čty naznačují, že pozice excitonového píku se jen málo 
mění s počtem vrstev v materiálu, a to z hodnoty 5,14 eV 
pro jedinou vrstvu na 5,20 eV v případě mnohovrstevnaté-
ho systému41 (obr. 6). Naopak, jak již bylo zmíněno výše, 
experimentální měření na fluorografenu ukazují význam-
nou změnu, tj. posun prvního absorpčního píku z ~5 eV 
u grafit fluoridu na ~3 eV u fluorografenu. Vzhledem 
k tomu, že grafit fluorid je materiál vázaný slabými neko-
valentními silami, nelze hledat oporu pro takto významný 
posun např. v elektrostatické či polarizační interakci mezi 
vrstvami. Možné vysvětlení může nabízet přítomnost de-
fektů ve struktuře fluorografenu, ale jejich úloha se zdá být 
nevýznamná54. Zmíněná neshoda šířky optického i elektro-
nického zakázaného pásu fluorografenu predikovaného 
teoreticky a změřeného experimentálně tak stále zůstává 
hádankou. 

 
 

4. Reaktivita fluorografenu  
 
Přestože byl fluorografen považován za inertní, a tedy 

chemicky nudný materiál, je dnes studium reaktivity flu-
orografenu dynamicky se rozvíjející oblastí. Fluorografen 
již od svého počátku byl označen za dvourozměrný analog 
poly(tetrafluoroethylenu), známého spíše pod komerčním 
názvem teflon®, což je registrovaná obchodní značka fir-
my DuPont. Ten se často používá jako inertní a vysoce 
teplotně stabilní materiál v kuchyňském náčiní či laborato-
řích místo chemického skla. Podobně jako teflon se také 
fluorografen začíná rozkládat až při teplotách přesahují-

cích 300 °C (cit.16) a následně se nad 500 °C mění na těka-
vé sloučeniny s malou molekulovou hmotností např. C2F4 
(cit.55). To vše podporuje domněnku, že i chemické chová-
ní fluorografenu by mělo kopírovat chování teflonu. 

Prvním náznakem, že situace může být odlišná, byla 
reakce fluorografenu s KI, kdy při teplotě 150 °C vznikl 
grafen17. Během reakce byl spektroskopicky identifikován 
jako meziprodukt grafen jodid, tj. sloučenina s vazbami C–I. 
Předpokládá se, že během reakce dochází k postupné sub-
stituci atomů fluoru za jód. Teoretické výpočty ukázaly, že 
vazba C–I, a tedy i jodový analog fluorografenu – jodogra-
fen, je nestabilní a za normálních podmínek se samovolně 
rozpadá zpět na grafen za současného uvolnění molekul I2. 
Toto chování není překvapivé, neboť pokud proběhne 
navázání objemných atomů jódu na sp3 uhlíkový skelet 
tvořený kondenzovanými cyklohexany, dojde 
k významnému překryvu orbitalů atomu jódu a oslabení 
vazby C–I. Dlužno podotknout, že analýza dalších podob-
ných analogů ukázala, že snad pouze chlorografen by mohl 
existovat za nízkých teplot17,56, popř. že lze připravit sta-
bilní vybrané směsné halogeny grafenu. Některé směsné 
halogengrafeny by pak mohly být zajímavé i z toho hledis-
ka, že jejich odhadovaná šířka zakázaného pásu se pohy-
buje v oblasti hodnot pro běžné polovodiče (~1–1,5 eV)50. 

I již zmíněná reakce grafenu s fluoračním činidlem 
XeF2, využívaná hojně při syntéze fluorografenu, je sama 
o sobě zajímavá a může také mnohé napovědět o chemii 
fluorografenu. Reakce s XeF2 silně závisí na zvolených 
experimentálních podmínkách. Pokud se např. reakci 
s XeF2 vystaví pouze jediná strana prekurzoru (např. pone-
cháním grafenu na měděné fólii), mohou vzniknout struktu-
ry, kdy je fluor přítomný jen na exponované straně grafenu 
(tzv. Januszovské struktury), navíc v přesně definovaném 
poměru C4F (cit.22). Při reakcích bez tohoto sterického 
omezení (např. pokud celý proces probíhá na vzorku umís-
těném na zlaté mřížce umožňující přístup XeF2 z obou 
stran) dochází k postupné adici fluoru na všechny atomy 
uhlíku. Následné teoretické práce na úrovni DFT přišly 
s osvětlením molekulárního mechanismu procesu fluorace 
grafenu. Pokud reakce probíhá pouze na jedné straně gra-
fenu, děje se tak preferenčně na para pozicích (1, 4) ben-
zenových kruhů, což odpovídá právě experimentálně pozo-
rovanému 25% pokrytí. Dále bylo vypozorováno, že navá-
záním atomu fluoru na jedné straně se sníží energetická 
bariéra pro navázání dalšího fluoru na ortho pozici (1, 2) 
na straně opačné. To vede při řadě následných adicí 
k úplnému pokrytí povrchu grafenu57. 

Mnohem zajímavější je však řada prací, které nedáv-
no ukázaly, že fluorografen reaguje s celou řadou činidel 
např. NaSH, NaOH, CCl2, NaNH2 a N2H4 (obr. 7), a to již 
při pokojové teplotě. Tyto studie potvrzují, že fluorografen 
může být velmi vhodným prekurzorem pro syntézu řady 
grafenových derivátů. Výhodou fluorografenu je, že jde 
o strukturně dobře definovaný materiál, který je dostupný 
v dostatečném množství, neboť jeho mateřský materiál 
grafit fluorid se používá jako průmyslový lubrikant. Za 
zmínku stojí, že chemické modifikace fluorografitů byly 
předmětem výzkumu v 80. letech minulého století 
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i v tehdejší ČSSR58,59. V současné době se v ČR výzkum 
fluorografenu soustředí v Regionálním centru pokročilých 
technologií a materiálů v Olomouci a na Vysoké škole 
chemicko-technologické v Praze. 

Reaktivita fluorografenu a částečně fluorovaných 
grafenů byla nedávno studována teoreticky a byly pro-
zkoumány různé mechanismy štěpení vazby C–F (cit.21). 
Bylo zjištěno, že energie pro homolytické i heterolytické 
štěpení je relativně velká (více než 418 kJ mol−1), ale 
v případě homolytického štěpení vazby dojde k jejímu pod-
statnému snížení, pokud je atom fluoru obklopen aromatic-
kými uhlíky (až na hodnotu okolo 209 kJ mol−1). To může 
také částečně vysvětlovat experimentálně pozorovanou 
samovolnou defluorizaci u málo fluorovaných systémů. 
Výpočty naznačily, že fluorografen je překvapivě náchyl-
ný k SN2 nukleofilnímu ataku, i když terciální fluory prefe-
rují SN1 mechanismus46. Experimentálně pak bylo proká-
záno, že např. reakcí s hydroxidy dochází za běžných pod-
mínek současně k substituci a eliminaci fluoru s tím, že 
eliminace převládá. Soutěž mezi substitucí a eliminací lze 
odůvodnit tím, že řada nukleofilů je zároveň i redukčními 
činidly a vedle substituce tak dochází k reduktivní elimina-
ci. Je třeba podotknout, že stále nebyly důsledně prozkou-
mány všechny možné reakční cesty fluorografenu a úloha 
jednotlivých reakčních partnerů a jsme tak stále ještě na 
začátku pochopení jeho reaktivity. Nicméně řada experi-
mentů jednoznačně vyvrací představy o analogii mezi flu-
orografenem a teflonem®. 

Nový derivát grafenu, thiofluorografen, byl připraven 
reakcí fluorografenu s NaSH (cit.19). Prvkové mapování ve 
vysoce rozlišené transmisní elektronové spektroskopii 
odhalilo, že atomy síry a fluoru jsou rovnoměrně rozpro-
střeny po celém povrchu nově vzniklého derivátu. Násled-
ně pomocí DFT výpočtů byl navržen vhodný strukturní 
model, kdy byly vzaty v úvahu možné vzájemné konfigu-
race –SH skupiny a atomu fluoru. Právě přítomnost atomů 
fluoru ve struktuře materiálu stabilizuje jinak spontánně se 
desorbující thiolové skupiny z grafenu, přičemž nejsta-
bilnější relativní uspořádání –F a –SH skupin odpovída-
lo ortho (1, 2) konfiguraci, následováno meta (1, 3) 

a para (1, 4) konfiguracemi se stejnou, resp. s opačnou 
relativní pozicí skupin. Odhadovaná šířka zakázaného pásu 
thiofluorografenu se pohybuje v rozmezí 1–2 eV, což je 
hodnota splňující požadavky pro potencionální využití 
v polovodičové elektrotechnice. Ukázalo se také, že vznik-
lý hydrofilní thiofluorografen lze využít jako vhodný im-
pedimetrický senzor k detekci hybridizace DNA19. 

Zajímavá chemie stojí také za reakcí fluorografenu 
s dichlorkarbenem, který se připravuje známou reakcí 
chloroformu s NaOH za přítomnosti katalyzátoru fázového 
přenosu18. Pomocí energiově disperzní spektroskopie 
(EDS) byla zjištěna homogenní distribuce funkčních 
=CCl2 skupin po celé ploše zkoumané vločky. Mechanis-
mus reakce byl prozkoumán i na úrovni DFT. Modelově 
byla studována adice dichlorkarbenu na grafen, kde byla 
nalezena dvě minima: lokální minimum odpovídající fyzi-
sorbovanému stavu a globální minimum chemisorbované-
ho stavu, přičemž oba stavy se mezi sebou energeticky liší 
jen o 31,8 kJ mol−1, ale jsou od sebe odděleny relativně 
velkou energetickou bariérou 133 kJ mol−1. Jelikož di-
chlorkarben preferuje adici na nenasycené vazby, které se 
ve fluorografenu z podstaty nenachází, byla pozornost 
převážně věnována právě mechanismu cykloadice na flu-
orografen a také na částečně fluorovaný grafen. 
K funkcionalizaci fluorografenu dichlorkarbenem pravdě-
podobně dochází ve dvou krocích, kdy v prvním způsobuje 
fyzisorbovaný dichlorkarben defluorizaci prekurzoru 
a desorbuje se z povrchu buď jako CCl2F nebo CCl2F2 
a následně se ve druhém kroku na nově vzniklé nenasyce-
né vazby aduje další molekula dichlorkarbenu. Nelze ani 
vyloučit možnost, že v alkalickém prostředí nejprve do-
chází k eliminaci fluorů21 a na vznikající nenasycené vaz-
by se dichlorkarben aduje. 

Zdá se, že v oblasti chemie fluorografenu je velký 
potenciál pro přípravu nových grafenových derivátů, ale 
zůstává zde nezodpovězena řada otázek. Teoretické výpo-
čty mohou poskytnout cenný nástroj pro analýzu chemic-
kých reakcí60, avšak dlužno podotknout, že studium reakcí 
nanomateriálů představuje nelehký úkol pro teoretickou 
chemii a bude vyžadovat i další rozvoj neempirických 

Obr. 7. Schéma znázorňující reakční produkty reakcí fluorografenu s rozdílnými výchozími látkami 
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výpočetních metod61. Není vyloučeno, že v dohledné bu-
doucnosti může studium reaktivity fluorografenu těžit 
z pokroku v oblasti reaktivní molekulové mechaniky 
(MM), využívající empirické potenciály umožňující zánik 
a tvorbu vazeb, např. ReaxFF62. Silná stránka tohoto pří-
stupu spočívá v možnosti studia reaktivity systémů čítají-
cích až několik tisíc atomů, což je neporovnatelně více ve 
srovnání s aparátem kvantové chemie, kde jsme většinou 
řádově limitováni na modely čítající desítky, nejvýše stov-
ky atomů. První práce využívající reaktivní MM věnující 
se mechanickým a tepelným vlastnostem fluorografenu 
byla publikována teprve nedávno43. Následující práce za-
bývající se termickým rozkladem fluorografenu63 narazila 
na zatím nepříliš zvládnutou parametrizaci C–F vazeb 
fluorografenu (nutno podotknout, že problematika s ní 
související není detailně pochopena ani na úrovni kvantové 
chemie) a v důsledku toho neuspokojivě popisuje některá 
pozorování z dostupných experimentálních prací. Napří-
klad při simulaci termického rozkladu fluorografenu neby-
ly pozorovány nízkomolekulární produkty popsané výše. 
Nicméně za předpokladu úspěšné reparametrizace se může 
z reaktivní molekulové mechaniky v budoucnu stát velmi 
silný nástroj schopný pomoci poodhalit a vysvětlit neoby-
čejné chemické chování fluorografenu. 

 
 

5. Závěr 
 
Grafen, jeho deriváty a další 2D struktury jsou mimo-

řádné nanomateriály s velkým příslibem budoucího uplat-
nění v řadě technologií. Dosud však není dokonale zvlád-
nuta např. cílená příprava grafenových derivátů 
s požadovanými vlastnostmi. Fluorografen, který do rodi-
ny 2D materiálů vstoupil v roce 2010 jako nejtenčí známý 
izolant, je neobvykle chemicky zajímavý materiál. Reagu-
je za běžných podmínek s řadou chemických látek, např. 
NaSH, NaOH, CCl2, NaNH2 a N2H4, a lze tak připravit 
řadu grafenových derivátů. Mezi jinými např. thiofluoro-
grafen, který lze využít jako vhodný impedimetrický sen-
zor hybridizace DNA. Společné úsilí experimentátorů 
a teoretiků pomáhá poodhalit pravidla reaktivity fluorogra-
fenu. Dosud získané poznatky dávají velký příslib pro to, 
abychom jednou chemii tohoto systému nejen pochopili, 
ale byli jsme schopni cíleně řídit přípravu grafenových 
derivátů. To by otevřelo nové horizonty nanomateriálové-
mu výzkumu a aplikacím nových 2D materiálů. 
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Discovery of two-dimensional (2D) materials caused 

a revolution in nanomaterial science. Nowadays the 2D 
materials constitute an integral part of material chemistry 
but they are still in the process of dramatic development. 
In 2010, fluorographene (graphene fluoride) extended the 
family of 2D materials and is now considered as the thin-
nest known insulator with a band gap as large as 8 eV. For 
a long time, fluorographene was considered as an unreac-
tive 2D counterpart of teflon®. However, recent studies 
show that fluorographene can react with numerous rea-
gents yielding interesting new graphene derivatives. Inten-
sive experimental and theoretical effort is paid to a com-
prehension of properties and reactivity of this chemical 
structure. If we succeed in controlling the chemical behav-
ior of this material, fluorographene may become a rising 
star of future material research. 








