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Phase space Wigner function of a linear har-
monic oscillator is a useful concept which
provides a visual image of the correspond-
ing quantum state and serves as a powerful
computational tool which may simplify cal-
culations. While these roles of the Wigner
function are well understood for the linear
harmonic oscillator it is not so with other
fundamental quantum systems. One of such
systems is the system of a quantum rigid ro-
tor. The non-trivial cylindrical topology of
its phase space creates a freedom of choice in
the phase of the displacement operator, giv-
ing rise to different definitions of the Wigner
function for this system. The purpose of this
bachelor thesis is to identify the best Wigner
function for the considered system, which
would possess the maximum number of re-
quired properties. To achieve this goal, we
first summarize the properties any Wigner
function should have, then we review cur-
rently known forms of the Wigner function.
The required properties produce a rather
complex set of equations. Surprisingly, we
are able to solve it. As a result, we get a new
Wigner function, which is, unlike the pre-
vious cases, equipped with all the required
properties and at the same time it exhibits a
simpler structure. Interestingly, by relaxing
the requirement of reality of the Wigner func-
tion, we arrive to an even more computation-
ally friendly but complex-valued quasiproba-
bility distribution. Our results provide new
computational tools for the fundamental sys-
tem of a quantum rigid rotor and pave the
way towards development of the quantum
mechanical formalism in its curved phase
space.
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Wignerova funkce linedrntho harmonického os-
cilatoru je uzitecny pojem, ktery nam poskytuje
vizualni obraz prislusného kvantového stavu
a slouzi také jako mocny vypocetni nastroj,
ktery muze zjednodusit vypocty. I kdyz jsou
tyto role Wignerovy funkce dobie pochopeny
pro linedrni harmonicky oscilator, u jinych
zakladnich kvantovych systému tomu tak neni.
Jednim z takovych systému je systém kvan-
tového tuhého setrvacniku. Netrivialni valcova
topologie jeho fazového prostoru vytvari volnost
ve volbé faze posunovaciho operatoru, z ¢ehoz
vyplyvaji ruzné definice Wignerovy funkce pro
tento systém. Cilem této bakalarské préce
je indentifikovat nejlepsi Wignerovu funkci pro
uvazovany systém, ktera by méla maximalni
pocet pozadovanych vlastnosti. K dosazeni
tohoto cile nejprve shrneme vlastnosti, které
by méla mit kazdda Wignerova funkce, a
poté prohlédneme v soucasnosti znamé tvary
Wignerovy funkce. Pozadované vlastnosti
vedou k pomérné slozité soustavé rovnic.
Prekvapivé jsme soustavu schopni vyfesit.
Vysledkem je nova Wignerova funkce, ktera
je na rozdil od predchozich pripadu vybavena
vSemi pozadovanymi vlastnostmi a zaroven
vykazuje jednodussi strukturu. Zajimavé
je, ze zmirnénim pozadavku na redlnost
Wignerovy funkce dospéjeme k jesté vypocetné
privetivéjsimu, ale komplexnimu kvazirozdéleni
pravdépodobnosti. Nase vysledky poskytuji
nové vypocetni nastroje pro zdkladni systém
kvantového tuhého setrvacniku a oteviraji cestu
k rozvoji kvantové mechanického formalismu v
jeho zakfiveném fazovém prostoru.
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Introduction

In quantum mechanics one often uses the wave picture, based on complex-valued wave
functions, to describe the possible states of a considered system. A more illustrative
way is to use the phase space formalism to represent the system. A phase space is
a space of eigenvalues of the canonical operators fully describing the system and the
possible states are represented by quasiprobability distributions. The simplest phase
space is obtained for systems characterized by canonically conjugate position and mo-
mentum operators,  and p, respectively, which is a plane. There also exist uniquely
defined quasiprobability distributions for this system, including, e.g. the Wigner func-
tion W(z,p) [1]. But there are other systems, for example, a hybrid system described
by an operator A with integer eigenvalues a € Z and an operator B whose eigenvalue
is an arbitrary real number b € R. How would this change the corresponding phase
space and would the Wigner function W (a, b) be uniquely defined? This thesis aims to
investigate a particular instance of the hybrid system, where A is the z-th component
of the angular momentum operator and B is a complex exponential of an angle. The
thesis will also investigate their phase space and possible constructions of their Wigner
function.

The phase space formulation of quantum mechanics was fully developed by H. Groe-
newold [2] and J. Moyal [3], building on earlier works of H. Weyl [4], E. Wigner [1]. One
tries to find a mapping relating operators from the Hilbert space to functions on the
phase space. The advantage of the quantum phase space is that we can give quantum
states a “visual” representation by the so-called quasiprobability distribution, which is
a quantum analogy of a classical probability distribution in the classical phase space of
statistical mechanics [5-12]. The term “quasiprobability” reflects the fact that unlike
classical probability distributions the distributions representing quantum states may
loose some of the properties of an ordinary probability distribution, e.g. it can be
negative.

This phase space representation was developed in the context of the system char-
acterized by the position Z and momentum p operators, obeying the commutation
rule [Z,p] = k1. As we said above, their phase space is a plane Ry = {[z, p|; z,p € R}.
Their Wigner function of a density matrix p is defined as

1 oo x!
W(%P)—%/_m <93—5

which can be viewed as a Fourier transform of the off-diagonal elements of the density
matrix p in the eigenbasis {|z)} . of the position operator . Notice, that for a
given p, the Wigner function W (x,p) is uniquely defined. A fundamental quantum
system described by such operators is the system of a point mass, the well-known
linear harmonic oscillator! with one degree of freedom. This system can be used to

~

p

:I,J ipz/ /
T+ 5)e" dx’, (1)

'Here and throughout this thesis we mean the quantum linear harmonic oscillator.



model light [13], collective spin of an atomic ensemble [14], motional degree of freedom
of a trapped ion [15], mechanical mode of a movable cavity mirror [16], etc.

However, with the increasing control of elementary constituents of matter, the in-
terest in a more complex fundamental quantum system has risen. Namely, for many
quantum systems description based on a model of a point mass is insufficient. This
is because this model does not adequately describe the behavior connected with the
rotation of the system. The concept of a rigid body was developed to fill this gap,
as to be a closer approximation of real bodies, which also takes into account their
geometric shape. The simplest model of such a body is a system composed of just
two point masses held at a constant (rigid) distance apart, the so-called rigid rotor.
This textbook problem can be solved analytically [17] and provides explanations of
basic phenomena connected with the rotation of bodies. For example, single-photon
orbital angular momentum [18], azimuthal evolution of optical beams [19] and molec-
ular rotations [20] can be modeled by this system. Conceivable applications include
orientation-dependent metrology [21-23], ultracold chemistry [24, 25|, highly sensitive
torque sensors [26, 27|, realizations of a quantum heat engine [28] and levitated nano-
magnets [29], to cite a few. If we are interested in the spectra of a given model, then
the quantum rigid rotor presents a suitable description of such a system.

Quantum rigid rotor represents one of the fundamental canonical systems of quan-
tum mechanics, similarly as the potential dam or linear harmonic oscillator. The
predictions we get from this system are in agreement with real observations. Com-
pared to the linear harmonic oscillator, some aspects of the quantum rigid rotor are
not as well developed. One of them being the description of its complementary vari-
ables and with them, closely related, their phase space formulation. In analogy with
the linear harmonic oscillator the momentum variable p is replaced by the variable
L, as the component of angular momentum along the axis orthogonal to the plane of
rotation. One may be temped to put the angular position ¢ in the place of position z,
however this may entail many pitfalls and calls for a very subtle analysis [30, 31]. The
most satisfactory approach avoiding these difficulties is based on the use of an unitary
exponential operator E, or equivalently Hermitian sine S and cosine C operators, as
the complementary observables to L [32]. In this thesis we follow the latter approach
to develop the phase space method corresponding to the variables F and L.

Building on the latter ideas one can introduce the concept of the Wigner function
in two ways. One is based on the group-theoretical methods [33] and leads to rather
complex expressions. The other one is more intuitive and simpler and utilises analogies
with the linear harmonic oscillator [34, 35]. In the second approach, in contrast with
the linear harmonic oscillator, one can adopt different phase conventions leading to
different Wigner functions, which are generally equipped with different properties. So
far, the optimal phase convention, which would lead to the Wigner function possessing
the maximum amount of properties, has not been found.

In the present thesis we seek this phase convention and compare the resulting
Wigner functions with the existing ones. Lastly we analyze the behavior of the various
Wigner functions and provide their visualization.



Chapter 1

Introduction of the complementary
variables

In this chapter we introduce the complementary variables of the quantum rigid rotor,
as well as the states minimizing their uncertainty relations.

1.1 Complementary variables of the quantum rigid
rotor

The basic complementary observables of the quantum rigid rotor have been found to
be the Hermitian angular momentum operator L and the unitary operator F, which
satisfy the following commutation relation:

[E, E} -y (1.1)

of the Euclidean algebra ¢(2) of the Euclidean group E(2) of the rigid motions in the
plane [32]. In the ¢-representation the operators L and E (in units of the reduced
Planck constant /) read as

L=—i——, E=¢", (1.2)

Notice, that the commutation relation (1.1) is not as simple as the commutation relation
of the position Z and momentum p operators [z, p| = i1 (in units of the reduced Planck
constant /), where (up to a constant) these operators commute to the identity operator.

~

However the commutation relation (1.1) is not of the complex form [A,B} = C,

where A + B + C, since our operators commute to another operator that we already
know (the exponential operator £). In this sense the commutation relation (1.1) is in
the next class of difficulty after the commutation relation [z, p] = L.

To find the eigenstates of the angular momentum operator L we need to solve the
eigenvalue problem

.0
- 28—¢‘Pn(¢) = nW,(9), (1.3)

whose solution is, in addition, required to be 27-periodic, i.e., to satisfy

U, (o +2m) =V,(0).



By solving the differential equation we find the normalized eigenfunctions of the oper-

ator L in the form |

¥(6) = (oln) = =", (1.4

where n € Z are integer eigenvalues of L. Further, the eigenfunctions (1.4) are or-
thonormal with respect to the scalar product

2w

(rlha) = [ dopi(9)ha(9) (1.5)

0

ie.,
2w

(V| W) = do¥; (0)Vi(9) = bk (1.6)

0
where 9, is the Kronecker delta

1, if =
DI (1.7)
’ 0, if m#n; for mneZz,

and the eigenfunctions (1.4) comprise an orthonormal basis in the Hilbert space Lo (0, 27)
of all square-integrable functions on the interval [0, 27) with the scalar product (1.5),
which is therefore the state space of the considered system.

Independently of the representation, we can express the eigenvalue equation (1.3)
as

Lln) =nln) (1.8)
and the orthonormality condition (1.6) by the equation
(Uk) = dup - (1.9)

Finally, the basis {|n)}, o, satisfies the following completeness condition

> In)n| =1. (1.10)

nez
Similarly, we can write an eigenvalue equation for the unitary operator E

El¢)=e"|¢) , (1.11)

where |¢) can be written as

1 —in
|¢>=\/7_er ®In) , ¢ €0,2n), (1.12)

nez

which can be viewed as the discrete Fourier transform of the angular momentum eigen-
states. They satisfy the normalization condition

(9l') = dan(0 — ¢, (1.13)



where

5an(6) = % S et = 37 6(6 - 2hm). (1.14)

kezZ kez

is the 2m-periodic delta function (or Dirac comb). Notice, these eigenstates (1.12) are
not normalizable, however they satisfy the following resolution of the identity

21

i dg [pXo] = 1. (1.15)

Using the commutation relation (1.1) one can show that
LE|n) = (n—1)E|n) , (1.16)

which implies E In) is an eigenstate of L corresponding to the eigenvalue n — 1 and
therefore A
Eln)=1|n-1). (1.17)

Likewise it can be found that )
E'n) =|n+1). (1.18)

Rather than working with the unitary operator E, it is convenient to work with its
real and imaginary part, defined as

Ef—E Et+E

27 2 ’
which are the Hermitian sine and cosine operators [36] and satisfy the following com-
mutation relations:

S:

. C= (1.19)

[S, E} =iC, [C ﬁ} = —iS, [S C} =0. (1.20)

The first commutation relation reveals that the operators L and S are incompatible
and it implies the uncertainty relations

(ALY) (A8 > 71 ()] (121)

In order to capture the richness of the system under study, we consider a more
generic unitary operator
E,=e“E, (1.22)
which is the operator E shifted by an arbitrary angle a. The commutation relation (1.1)
now reads as

[Ea, E} — £, (1.23)
Rephrased in terms of the Hermitian operators
. El-E . E+E
Sp=—"2—2 (C,=—>—"" 1.24
21 2 ( )
the commutation relations (1.20) are then
[Sa, ﬁ} = iC,, [C‘a, ﬁ} = —iS,, [Sa, C‘a} =0, (1.25)
and the uncertainty relations of our interest are given by
A - 1, 2
(AL)) ((ASa)*) = Z1(Ca)l " (1.26)



1.1.1 Complmentarity

It can be shown that the observables S, and L are complementary. Since the eigenstate
|@) of the exponential operator E, is also an eigenstate of the Hermitian operator S,
(by construction), from the Eq. (1.12), we see that the probability of measuring the
value n of the angular momentum along the axis orthogonal to the plane of rotation
on a system in a state |¢) is

o)==, VneZ, voeo,om), (1.27)

which is a constant and therefore the bases {|n)},., and {[¢)} (g0, are mutually
unbiased. Meaning, if we measure the state to have precisely the angular momentum
n, then we cannot make any predictions about its angular position ¢, i.e. the probability
distribution is constant as a function of ¢, and vice versa. Thus the operators S, (and,
by construction, Ea) and L are complementary.

1.2 Minimum uncertainty states (MUS)

One can show [32, 33, 37] that the states minimizing the inequality (1.26) are, in the
L-representation, given by

(1.28)

n,a) = —m===> " () I},
IO 2/‘% %Z:

where k > 0 represents the spread of the angular position ¢ and I, (z) is the modified
Bessel function (see Appendix A for its definition and properties)

L, (2) :/ gj: zeosoting for neZ,z€C. (1.29)

In the ¢-representation the minimum uncertainty states (1.28) reads as

21

n,a) = | dopina(d)]9)

0
er cos(p—a)+ing

Vna(P) = (90, a) = ma (1.30)

where the generating function

Z I, (z) exp(im¢) = exp(z cos @), (A.10)

me”Z

has been used (see Appendix A).

The MUS |n, a) yield von Mises distribution for the angular position ¢, i.e.
62/4005((;5—04)
277']0 (2/@) ’

and due to this, the states will be referred to as the von Mises states.

[{¢|n, )" = (1.31)



The von Mises states resolve the identity as

ag+2m
Z/ da In,a)n,a| =1, (1.32)

nez v 0 2m

where « is an arbitrary angle.

In what follows we show that the von Mises states allow us to develop a phase
space description for the angular momentum L and angular position ¢, which closely
resembles the phase space description for quadrature operators based on standard
coherent states.



Chapter 2

Mathematical tools

Having introduced the quantum system under study, we develop some mathematical
tools we are going to be using in the pursuit of the phase space description of this
system.

2.1 The Fourier transform

The key mathematical tool used by us will be the Fourier transform of an operator (or
a function) A(n, «) of an integer n, and an angle o [34]

~ ao+27 da “
FaLe =3 [ ila=6m) A(n, ) (2.1)
nez v o
where o is an arbitrary angle. Notice that, since n is an integer, this Fourier transform
is always 2m-periodic. Making use of the filtration property of the 27-periodic delta
function (1.14) on the interval of length 27, one can easily show the following analogy

of the Parseval formula for commuting operators A(n,a) and B(n, a):

ao+2m . . ap+2m .
> / (FA) L) FB) (1, ¢)dp = / An,0)Bt(n,a)da.  (2.2)

ez nez v @0

where the symbol T stands for the Hermitian conjugate. From the knowledge of the
convolution theorem for the Fourier transform we can derive the following equality for
commuting operators A(n,a) and B(n, a)

. ap+27m d¢ . . .
[F(AB)|(n,a) = Z/ —(FA)(n—1,a= ) (FB)(,¢) = (FA) x (FB)(n,a),

27
leZ
(2.3)
where aq is an arbitrary angle. Finally, we can also derive the formula for the double
Fourier transform

(F(FAN0) = Al go) = AL, 6 — 2km), (24)
where we used the fact, that an arbitrary angle ¢ € R can be decomposed as ¢ = ¢ + 2k,
where ¢y € [ag, ag + 27T) and k € Z. Clearly, the Fourier transform (2.1) is its own
inverse, if only if A(n,a) is 2m-periodic. Since for a 2m-periodic A(n, ) the Fourier
transform (2.1) is independent of ag, for simplicity we set cy = 0 in what follows.

8



2.2 Commuting extensions of angular momentum
and angular position operators

The starting point of our considerations is a composite system consisting of the signal
system s and the ancillary system a with the Hilbert state space Hs ® H,. For this
system we introduce the total angular momentum operator £ and the angular difference
operator &€ by the formulas [38]

ey 4., &—BBT (2.5)

These operators commute, [ﬁ, é] = 0, and therefore possess a common eigenbasis

1 ,
N,®) = —— AN L NY |- 2.6
| >sa \/% Z@ | >s| >a ( )

lez

which satisfy the eigenvalue equations

EA|N7(D>SCL :N|N7(b>sa 9
EIN, @), =" |N, D),
EYIN, @) =€ |N, D), . (2.7)

The states (2.6) are therefore the eigenstates of £ and S = (£T—&)/2i corresponding to
eigenvalues NV and sin @, respectively. The states (2.6) further satisfy the orthogonality
relation

(M, U|N, ®) = dp1,n02-(¥ — @), (2.8)
and fulfill the following completeness condition

21
> | d®IN,®),, (N, ®| =1 (2.9)
Nez V0
Note that due to the obvious 27-periodicity of the operator |N, ®) . (N, ®| the resolu-
tion of identity can be written as

ao+2m

Z / d(b |N’ (b>sa <N7 (b| = ]]-sCH (210)

Nez v 0

where « is an arbitrary angle.
These states will be essential in developing the phase space representation of the
system of L and F.



Chapter 3

Phase space representation

In this chapter we finally develop the phase space representation of our system of L
and E. Preforming the Fourier transform of the MUS leads us to a crucial phase
decomposition and introduction of the displacement operator. Next we introduce the
notion of phase space distributions, the relation of the Q-function, Wigner function and
the P-function. Lastly, we present the required properties, that our Wigner function
should have.

3.1 Displacement operator

The phase space representation relies on the Fourier transform of the projectors onto
the eigenstates (2.6), i.e.

21 (F N, 6),, (N,0]) (I, ¢) = E7le 0 = Elemilot flemilad (3.1)

where |N, ), is the eigenstate (2.6) corresponding the eigenvalues N and sinf. The

first equality follows directly from the application of the operator E-le£? 10 the
resolution of identity (2.9) for the eigenstates |N, ), . Let us now average both sides
of the equation (3.1) over the von Mises vacuum state |0,0), of the ancillary system a
with the spread parameter . This gives

(FIN.0), (N.6]) (1.9) = o(1. ) B, e+ (3:2)
where |V, ), is the signal von Mises state and
g T [2rcos (5)]
I(] (2/‘%)

To get the left-hand side (LHS) of Eq. (3.2) we used ,(0,0|N,60),, = |N,0), /V2r,
where | N, 6), is the signal von Mises state. The equality 1 in Eq. (3.3) is a consequence
of the formula

o(l,§) =a(0,0] ELe™"+%(0,0), £ (0,01, ¢) = e (3.3)

Elem410,0) = |1, ¢) (3.4)

10



which follows from the relations

e n,a) = e " n,a + ¢)

Etn,a) =[n+1a), (3.5)

where |n, «) is the von Mises state (1.28). As for the equality 2 in Eq. (3.3) it follows
from the overlap formula

/

i(n—n’)(aga/> In—n’ |:2K’ COos (04—204 ):|
IO (2/@) ’

(n',dIn,a) =e (3.6)

derived in the Supplemental material of [38].

By setting N=n, =« in (3.2) and inserting the right-hand side (RHS) of Eq. (3.3)
into the RHS of Eq. (3.2) we finally get the following expression for the Fourier trans-
form of the von Mises states:

_ug I [2r cos (5)]
IO (2/‘%)

With respect to what follows it is now convenient to decompose the phase factor
exp(—ilgp/2) as

(Fln,a), (n,al)(1,¢) = e Erlemibsd (3.7)

emilg = (1(l:9)¢idi (b9) (3.8)
ie.,
35(0,8) +5;,0) = 15 + 2hm, ke, 9)

This allows us to express Eq. (3.7) in the following form

(‘F |n> a>(n, Oé|) (l>¢) = Oj(l> ¢)DJ(Z> ¢) 5 (310)

where

I; [2/4, cos (%)]

(1 — oi(L,9) 3.11
0.7( 7¢) € I(] (2/{) ) ( )
Dj(l,¢) = ¢St Eleils, (3.12)
and the system index s has been dropped for simplicity. Note that
0j(l,6) = e8] (0,011, 9) (3.13)

and it is (up to the phase factor exp [z ('yj + l%)}) the overlap of the von Mises state
|—1, @) with the “vacuum” von Mises state |0,0). Further, making use of Eq. (3.4), we
see that

D;(1,4)10,0) = e |1, ¢) (3.14)

and thus the operator Dj(l,gb) can be called as the displacement operator [34, 39
in analogy with the displacement operator D(«) = eXp(OzdT — a*d) of the harmonic
oscillator generating a coherent state |a) from the vacuum state |0, i.e. D(a)[0) = |a).
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Let us look closer at some other properties of the displacement operator. Firstly,

Di(l,¢) = e DI Bl = DY(1, ) (3.15)

and the operator (3.12) is unitary. Secondly, the displacement operator (3.12) also
exhibits the following completeness property:

Tr [b}(n, Q) D;(1, )| = 276055 (a0 — ) (3.16)
and thus it comprises an operator basis. Also notice the following property
Eleild = eil¢eii¢El, (3.17)

which will be useful, later, in developing the required properties of the Wigner func-
tions W;(n, a).

3.2 Phase space distributions

The Fourier transform of the projector onto the von Mises states (3.10) plays a cen-
tral role in our approach of developing (development of) the phase space methods for
angular momentum L and angular position ¢. The phase space methods rely on the
introduction of a phase space for the considered system. In the present case it is a
set of equidistant rings (each ring is one unit away from the other) on a surface of
a cylinder of radius one (Ref. [32] and in particular Fig. 1. of Ref. [38]), i.e. the
set S; X Z (here S; denotes the unit circle and Z the set of integers). The formalism
of phase space quasiprobability distributions has been developed in the context of the
linear harmonic oscillator. For this system, we distinguish three main quasiprobability
distributions, including the @-function [40], Wigner function [1] and P-function [41,
42]. In analogy with the quasiprobability distributions of the linear harmonic oscillator,
we can introduce similar distributions for the angular momentum L and the angular
position ¢. In the existing literature the main attention has been paid to the Wigner
function, which was constructed using group-theoretical methods in Refs. [33, 43] and
employing analogies with the linear harmonic oscillator in Refs. [34, 39, 44]. Building
on the latter ideas we can introduce an analogy of the (-function, for a density matrix
p, by the following formula [38]:

{n, alpln, @)

p = 3.18
Q@ (n, ) = SO0 (315
where |n, a) is the von Mises state. The @-function is normalized as
2m .
Z da@Q’(n,a) = 1. (3.19)
nez V0

Like in the standard probability theory, we also introduce the respective characteristic
function of the @-function as the Fourier transform of the Q-function,

Cao(l,9) = (FQ7)(U, ). (3.20)

To further express the RHS we can use the Fourier transform of the von Mises state (3.10).

12



Namely, by averaging the Fourier transform over the rescaled density matrix p/(2m)
we get

1

Cos(l,9) = (FQ")(1,¢) = 77 T lp (Fln, ) (n, al) (1, 9)] = 0;(L, §)Cyyp (1, ), (3.21)

where we introduced the characteristic function

Coup(1:0) = o= T [pDy(1.9)] (3.22)

Recalling the relationship among the characteristic functions of the Q-function, Wigner
function and P-function of a linear harmonic oscillator [45]

Copla) = e FC8y(a) = e Ch(a), (3.23)

we see that the function (3.22) can be interpreted as the characteristic function of the
Wigner function, which is given by the Fourier transform

Wf(n, a) = (fCW]p)(n, a). (3.24)

However, unlike the case of the linear harmonic oscillator, here for each choice of the
phase 0,(l, ¢) we get a different Wigner function W;(n, a) which may possess different
properties. Note also, that for the considered system the “overlap” o;(l, ¢), Eq. (3.13),
plays the same role as the overlap (a|0) = exp(—|a|?/2) of the vacuum state |0) and
the coherent state |a) of the linear harmonic oscillator, for the system of the linear
harmonic oscillator. We can rewrite Eq. (3.24) with the help of Eq. (3.22) as the
following mean

X 1 .
4 — S .-
WP(n,a) = 5 Tr [pWJ(TL, Oé)} , (3.25)
of the operator
21
Win,a) = (FDy)(n,a) = Y / 40 imo—a) p (1, ) (3.26)
lez

which is the Fourier transform of the displacement operator. Also note that

:(0,0) Z/%dgb (1,6 (3.27)

lez

and

Wj(n, &) = Dj(n,a)V;(0,0)Di(n, o), (3.28)

where the property (3.17) has been used. The operator (3.28) also exhibits the com-
pleteness property

Tr [W} (n, )W, (1, 0)| = 276, 100m (00 — ) (3.29)

and thus it forms an operator basis.
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By performing the Fourier transform of the formula (3.20) and using Eq. (2.3) one gets

Q% (n,a) = (Fo;) * (ICW]p> (n,a) = (kj * Wj) (n,a), (3.30)
where
Kin,) = (Fo)) (n.a) = Y / O o1, 6), (3.31)

is the kernel of the convolution relating the Q-function and the Wigner function. Again,
for each ~;(l, ) we get a different kernel of the convolution, which can be a simple
function for some choice of ~;(l, ¢) but a complicated function for some other choice.
Before moving to various choices of the phases let us introduce an analogy of the P-
function. Notice that due to the completeness condition (3.16) we can express any

density matrix p as
2w
=Y / dop(l, 9)DI(1, 6) (3.32)

lez
where ]
pll, ) = 3= T |pD;(1.¢)] - (3.33)
By comparing the last equation with Eq. (3.22) we see that
(1,6) = Cyyoll, ) (334
thus .
p=)_ | deCys(l,6)D}(1,0). (3.35)
ez /0 !

1

Inserting [Oj(l, gb)} ~0j(l,¢) = 1 into the integrand we obtain

2w . f
= | ol Coe(1.6) [0,1.0)D,(1.0)] (3.36)
lez
and using (2.2) we get the P-representation of any density matrix
2w
Z/ daP?(n, ) In,a)n, af , (3.37)

nez

where we introduced the P-function as the Fourier transform
PP(n,a) = (FCps) (n,a), (3.38)
of the corresponding characteristic function Cp;(l, ¢) defined by
Cyo(1.8) = (1. O)Cips(1, ) (3.39)

Applying the Fourier transform to both sides of the latter equality and using the
formula (2.3) we arrive at the following relation between the P-function and the Wigner
function:

Wf(n,a) = [(.7-"0;) (m, ) * Pﬁ(m,ﬁ)] (n,a). (3.40)
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Hence making use of the P-function of the von Mises state |n, ),

P (m, B) = 6, mbor(a — B), (3.41)
we can express the Wigner function of the state as
n,o 1 *
Wy (m, B) = 5 (Foj) (m —n, 5 — ). (342)
Because of the definition of the Fourier transform (2.1) it is easy to show that
(FA) (L ¢) = (FA(-L—o))", (3.43)
this implies
(‘FO;) (n> Oé) = [(‘FOJ) (_n> —Oé)]* = k';(_n> —Oé) ) (344)

and the Wigner function of the von Mises state is connected to the kernel as follows

W (m, B) = 5 ki (n —m. 0~ 5) (3.45)

J

or in the other direction, the kernel can be recovered from the Wigner function like
ki(n, o) = 2r (vvjl"”’”"‘”ﬁ> (m, 5)) . (3.46)

From (3.30) we can immediately see that

@)=Y [ o (wh.0) Wi, (3.47

lez

and the Q-function of a density matrix p is an overlap of the complex conjugate of
the Wigner function of the von Mises state lenm and the Wigner function Wf of the
density matrix p. Finally from Eq. (3.40) we get

Win,a) =Y [ deW) ™ (1, —¢)P"(1,¢), (3.48)

ez /0

which is an analogous relation between the Wigner function and the P-function.

3.3 Required properties of the Wigner function
The choice of the phases 7;(l, ¢) and §;(l, ¢) are dictated by the following properties
which the Wigner function should have.

1. Reality. The Wigner function (3.24) should be real, i.e.

Wi(n,a) = Wj(n,a). (3.49)

In order to get a real Wigner function the operator (3.26) must be Hermitian,
which requires fulfilment of the following condition:

DY(—1,2n — ¢) = D(1, ¢). (3.50)
This condition is satisfied if
di(=l,2r — ¢) = =6;(I,9) — lp+2mm, meLZ. (3.51)

Clearly, only special choices of §;(I, ¢) satisfy this condition.
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2. Marginal distributions. One of the useful properties of the Wigner function is
that the integration (summation) of the Wigner function (3.24), of a pure state
density matrix p, with respect to a (n) should possess the probability distribution
of n (a), ie.

W(n, a)da = Tr [3n)nl] = p(n)
S W(n,a) = T [plajal] = q(a) (3.52)
nez
The former equality requires
9;(0,9) =2nmw, neZz, (3.53)
and the latter equality requires
9;(1,0) =2rm, reZz. (3.54)

3. Normalization. The Wigner function (3.24) should be normalized as

> " daW?’(n,a) =1. (3.55)

nez 0

The normalization condition holds, whenever
0;(0,0) =2sm, seZ. (3.56)

Notice, that if either of the conditions (3.53), (3.54) is satisfied, the condi-
tion (3.56) is automatically obeyed and the Wigner function is properly nor-
malized.

4. Periodicity. This is a new property which is not encountered for the Wigner func-
tion of the linear harmonic oscillator. From the definition of the Fourier trans-
form (2.1) it follows that the Wigner function (3.24), the Wigner operator (3.26)
and the kernel (3.31) are always 2m-periodic for any choice of v;({, ¢) and d,(l, ¢).
However, there are choices for which the displacement operator Dj(l ,¢) and the
overlap o;(l, ¢) are not 27-periodic. This, for example, causes the Wigner func-
tion (3.24) as well as the kernel k; (3.31) to be real only on some interval of
length 27, but not any interval of that length. Moreover, the obtained formu-

las are complicated. For this reason, it makes sense to require 2m-periodicity
of D;(l,¢) and o;(l, ¢).

The displacement operator Dj(l, ¢) is 2m-periodic if
Si(l,p+2m) =6;(l,¢) +2tnr, teZ, (3.57)
and the overlap o0,(l, ¢) is 27w-periodic if

vi(l, o+ 2m) +lm = v;(l,¢) + 2un, weZ. (3.58)
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5. Simplicity. This is a rather vague but practical property. Namely, below we
will see that some choice of phases 7;(l,¢) and §;(l,¢) leads to considerably
simpler expressions for the Wigner functions of basic states like |n), |¢), |n,a),
as well as the kernel k;(n, a), whereas some other choice yields more complicated
expressions making calculations with them involved and cumbersome.

6. Relation to the parity operator. In the case of the linear harmonic oscillator the
Wigner function is the mean of the displaced parity operator [46]. For the present
system the parity operator is given by

ag+2m

P30t = [ ool do. (3.59)

lez @0

or equivalently

ag+2m

A 1
P = <lZZj |~ 1| + / o ek dcb) , (3.60)

where g is an arbitrary angle and P is the parity operator about the origin of
the phase space cylinder, i.e. the point n =0, a = 0.

Since P is the parity operator it has the following property
P=pt=p1 (3.61)

whose actions on the operators L and F are

PEP = E'. (3.62)

Notice, that from Eq. (3.25) we can conclude that the operator W;(n, ) com-
prising an operator basis is equivalent to being able to write the Wigner function
W?(n,a) as the mean (3.25) of the operator W;(n,a). However, if we set the

operator Wj(n, a) to be the displaced parity operator of our system, i.e.

~

Wj(n,a) = Py = Dj(n,a)PDi(n,a), (3.63)
we do not get an operator that comprises an operator basis [35]. Thus the Wigner

function Wf (n,a) cannot be written as the mean value of the displaced parity
operator (3.63) for our system.
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Chapter 4

Results

This chapter contains original results of the present thesis, that rely on the decompo-
sition introduced in the Section 3.1. First we summarize the most important choices
of phases v;(l,¢) and 6;(l,¢), which already appeared in the literature and discuss
their strengths and weaknesses. Next we propose our own decomposition, which is the
optimal compromise between the fulfilment of the required properties and simplicity of
the resulting expressions. We also show that by relaxing the reality condition we arrive
to a particularly simple phase space distribution, which coincides with the Kirkwood
quasiprobability distribution function [47, 48|. Finally, we analyze the behavior of the
Wigner functions corresponding to these choices, as well as provide a visualisation of
the real Wigner functions.

Before doing that, for convenience, we list once again the required properties of the
Wigner function, discussed more deeply in Section 3.3.

4.1 Recapitulation of the required properties

1. Decomposition of the original phase

¢

’Yj(l,¢)+(5j(l,¢) = —l§+2k”ﬂ', keZ. (39)
2. Reality
0;(=1,2mr — @) = —0,(l,9) = lp+2mm, meLZ. (3.51)
3. Marginal distributions
9;(0,9) =2nmw, neZz, (3.53)
9;(1,0) =2rm, reZz. (3.54)
4. Normalization
0;(0,0) =2sm, seZ. (3.56)
5. Periodicity of Dj(l, o)
Si(l,p+2m) =6;(l,¢0) +2tn, telZ. (3.57)
6. Periodicity of 0(l, ¢)
vi(l, o+ 2m) +lm = v;(l,¢) + 2un, weZ. (3.58)
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4.2 Different choices of phases

In what follows we analyze different choices of the phases v;(l,¢) and 0,(l,¢) and
discuss the properties of the corresponding Wigner functions W;(n, ) and the ker-
nels k;(n,«), as well as provide explicit expressions of the Wigner functions for basic
states: |n), |¢), |n, ). All the discussed phase choices fulfil Egs. (3.53), (3.54) and there-
fore the corresponding Wigner functions posses correct marginal distributions and are
properly normalized. For these reasons below we only discuss reality, periodicity and
simplicity properties of the studied functions.

Before doing that, notice that the fulfilment of Eqgs. (3.53), (3.54) makes the Wigner

functions of the angular momentum eigenstate T/VJ!"> (m, 8) and angular position eigen-

state T/VJ'»¢> (m, 8) independent of j, i.e. (for detailed computation see Appendix B.1)

W (. 5) = 5 -G (@)
W (m, B) = o=02e(6 — 6). 1.2

Note that WI™(m, ) is independent of S and the Wigner function is normalized,

reflecting the normalization of [n). The Wigner function W% (m, 3), on the other hand,

is independent of m and is not normalized due to the fact that |¢) is not normalizable.
Now for the different choices of phases.

1) Let

n(l.6) =0 and 6(1,6)= 12
This choice has been investigated thoroughly in Refs. [34, 35, 39]. Notice that for
this choice the conditions (3.57) and (3.58) are not satisfied, thus both D; (I, ¢)
and o1(l, ¢) are not 2r-periodic. Also Eq. (3.51) is not satisfied and the Wigner
function is not real on an arbitrary interval of length 27w. However the reality of
the Wigner function can be saved in the following way.

Let us explicitly write down the displacement operator

Dy(l,¢) = e "2 Bl (4.3)
note that A )
where the property (3.17) has been used. From this and Eq. (3.22) it follows that
CltVl (l> ¢) = C1W1 (_l> _¢) ) (45)

and by the definition of the Wigner function (3.24) we can write

Wi(n,a) = (FCw,) (n,a) = » / 49 itno-an Cw, (1, ) . (4.6)

lez © —
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Further
Wl*(n> Oé) = [(‘FCWJ (n> Oé)]* = (‘FC;Vl) (_n> —Oé), (47)

where we used Eq. (3.43), and finally using Eq. (4.5) we get
(FCy,) (=n, —a) = Z ' @e_i(m_al)CW (=1, —¢) = Wi(n,a) (4.8)
W1 ’ ~J - o 1 ) ) )

and the Wigner function Wi(n, a) is real.

Notice that in Eq. (4.6) and Eq. (4.8) it was essential to restrict ourselves to a
symmetric interval (—m, 7], so the Wigner function Wj(n, «) is real only on the
interval (—m, 7]. This restriction of the interval will be present for any integration
with this choice of phases 1 (I, ¢) and 01 (I, ¢).

With the help of Eq. (3.26) we compute the Wigner operator [35, 39

A ; 1 -1, p
Wil @) = 3 e fn +pin gl 3 A0 e g 1y )
peZ 7Tp,qu g—nT3

(4.9)
I. Rigas et al. [35, 39] have found the overlap of the von Mises state |n, ) with
the momentum eigenstate |k) to be

2
_ {ik(w@}
€

(kln, o) = ———, (4.10)
¥3(0, 1)

where 93(&, ¢) denotes the third Jacobi theta function [49]
Us(€q) =Y ™" (4.11)
ne”z

For the properties of 93(&, ¢) see Appendix C of Ref. [32].

The Wigner function of the von Mises state |n, ) takes the form

W (m, B) = W (m, 8) + W (m, ). (4.12)
where [35, 39]
- e L 413
i (m,ﬁ)—m B(B_Oéag)a ( )
and [35, 39]
i(a—B)-1 i1 eI
Pl =y (s-a+i= .

(4.14)
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Using the Eq. (3.46) we find the kernel of this Wigner function as

k1 (n> Oé) = k+(n> Oé) + k- (n> Oé) ) (415)
where ,
e " 1
k+(n> Oé) = 193(0’ %)193 a, E ) (416)
and

—ja—1L

e 2 1 1 e
ko(nya) = ———— s [ = +a, - N — 417

(n, @) m93(0, 1) 3(2 ae);( ) l+n+3 (4.17)
Another way of approaching this is through the overlap

6i(n—k)a

—In—k K),
V1o (2) )

where we simply computed the overlap of the angular momentum eigenstate |k)
and the von Mises state |n,a) (1.28).

(k|n, o) = (4.18)

The Wigner function (4.12) then takes the form (for detailed computation see
Appendix B.2)

n,a 1 m—n 2 —
Wy m,8) = = )QETZC(OQZ()Q 2 (4.19)
and
e (m, B) = 1 Z (=1)m—a I 2K cos(f — )] (4.20)
R Non P @

and the corresponding kernels are

Iy, [2k cos a

= 4.21
k-f— (77,, Oé) IO (21%) ( )
and
k_(n, a) ! Z (_1)ll (2K cos @) (4.22)
-\, &) = 71 12(l-n)+1 . .
71y (2K) A s :

Notice, that from Eq. (4.19) and Eq. (4.20) we can immediately check, that the
Wigner function T/I/1|"’a> (m, B) is real. But let us reiterate, due to the restriction

of the interval to (—m, 7] the Wigner function T/I/1|"’a> (m, 8) is real only on this
interval.

Either way, as one can see, the Wigner function takes on a rather complicated
form. Even though this Wigner function is real it is real only on a specific interval
of length 27. Also the expressions are pretty complicated, which can be seen from
Egs. (4.19) and (4.20).

One can try to find the best choice of the phases v;(l, ¢) and J;(l, ¢), for which
the corresponding Wigner function W;(m, /) possesses the maximum amount of
required properties. This requires solving the, rather complex, set of equations
listed in Section 4.1. Interestingly it can be done and the result can be the
following choice:

wito)= (5 [5])e ma ato=|-3le.
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where we introduced the floor function |I/2] of [/2 defined as

1 . .
35 if [ iseven,
l

!
EJ_{%, if 1 isodd,

which satisfies the identity
[ —l
EJ - L 2J - 2

Further, using (3.31) we get the kernel (for detailed computation see Appendix B.3)

(4.24)

ka(n,a) = ﬁ[hn (2rcosa) + I,y (2K cos )] . (4.26)

Through Eq. (3.45) one immediately gets to the Wigner function of the von Mises
state

1

|n,00) _
W2 (m> 5) - 27TIO (2,%) {IQ(m—n) [

2k.c08(8 — a)] + Iogn_n)—1 [2K cos(B — )]} .

(4.27)
Notice, due to the fact that I, (z) € R for z € R, the Wigner function is real
on any interval of length 27, which stems from the satisfaction of the reality
condition (3.51).

Computing the Wigner operator (3.27) one arrives at the following expression
(for detailed computation see Appendix B.4)

~ A

W5(0,0) = (1 + E)P, (4.28)

and by (3.28) we get

~

Wa(n, a) = Da(n, a)(1+ E)PDi(n, ), (4.29)

where P is the parity operator (3.59). The Wigner operator (4.29) coincides (up
to the definition of the operator E) with the Wigner operator obtained, with the
help of heuristic arguments, in Ref. [48].

As we can see, it is possible to get a real Wigner function with relatively simple
expressions for basic states |[n), |¢) and |n, ). Granted, this requires solving the
set of equations in Section 4.1, but the reward is the simplicity of the resulting
expressions.

Let us note that . Rigas et al. [35] also tried for a choice of 6(l, ¢), that would
create a Wigner function of a simpler expression than (4.13) and (4.14). They
discussed only the displacement operator D;(l, ¢) and the phase choice they made
was

.0) = -5+ [ o, (4.30)

which is equivalent to making the following choice of phases

o) = ([5] - 5) o= —nto) ma Go=-|flo. s
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This choice leads to the kernel (for detailed computation see Appendix B.5)

ka(n, o) = (Lo, (26 cos ) + Iy, 1 (2K cos )], (4.32)

I(] (2/‘%)
which is very similar to ka(n, a) (4.26).

(
With the help of Eq. (3.45)
to be

we find the Wigner function for the von Mises state

W 8) = g Tan o 2 008(8 = )]+ Py 2 cos( = )]}

" 2rl, (2x
(4.33)

which is again very similar to W)™ (m, 8) (4.27).
The Wigner operator W5(0,0) turns out to be (for detailed computation see
Appendix B.6)

W5(0,0) = (1+ ENP, (4.34)
and by (3.28) we get

Ws(n, ) = D(n,a)(1+ ENPD'(n, ) (4.35)

where P is the parity operator (3.59). Let us note that the Wigner operator
(4.35) coincides (up to the factor 1/(27) and the definition of the displacement
operator D(l, ¢) (3.12)) with the Wigner operator (53) of Ref. [35].

The similarity of the kernels (compare Eqs. (4.26) and (4.32)), Wigner func-
tions of the von Mises state (compare Eqs. (4.27) and (4.33)) and the Wigner
operators (compare Eqs. (4.29) and (4.35)) begs us to seek a deeper connection

between WQ'"’C“> (m, ) and T/Vgn’a> (m, ). Indeed, one can show that (for detailed
computation see Appendix B.7)

Wy (m, B) = Wy ™" (=m, — ). (4.36)

It is interesting to relax the reality condition (3.51), in order to find a choice of
phases, which would create the simplest forms of k3, W3 and Wj, resulting in
very simple calculations with these expressions.

With this in mind let

73(l>¢) = _l§> and 53(l,¢) =0.

One can check that all the conditions listed in Section 4.1 are satisfied except
for (3.51), i.e. both D3(I, ¢) and 03(l, ¢) are 2m-periodic, but the Wigner function
is generally complex-valued. Which is exactly what we were aiming for.

The kernel turns out to be (for detailed computation see Appendix B.8)

In K K COS a—ina
k3(n,a) = T(Zf))e : (4.37)

Using Eq. (3.45) we get the Wigner function for the von Mises state |n, ) in the
form

Ly (K) ,
wW. n,Q) _ —mn K cos(B—a)+i(m—n)(B—a) ) 4.38
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Computing the Wigner operator (3.26) one gets (for detailed computation see
Appendix B.9) A
Ws(n, o) = 2 |a) (a|n) (n| , (4.39)

note, that this Wigner operator is not hermitian, therefore, via Eq. (3.25), the
corresponding Wigner function W:f (m, ) is generally complex-valued. However
observe, that the expressions for the kernel (4.37) and the Wigner function (4.38)
are the simplest among the ones we presented.

To demonstrate the simplicity of this complex-valued Wigner function we swiftly
compute the Wigner functions of the angular momentum eigenstate |n)

n 1 N
Wi (m, B) = o (n|Ws(m, B)|n) = (n|B) (Blm) (m|n) =
_ L imons 1
- 27_‘_6 5m,n - 27_‘_6"’)17”7

and the angular position eigenstate |¢)

I (m. 8) = (918} (Blm) (mlg) = 5—02e(0 — )™ =

1
= %527r(¢ - 6) .

Which agrees with the statement we said at the beginning of this section. Imag-
ine, that for some reason we would not have the knowledge of Egs. (4.1) and (4.2),
then computing these equations would be much more difficult with the opera-
tor (4.9) or (4.29). More importantly this tells us, that even though the Wigner
operator (4.39) is not hermitian and the Wigner function is generally complex-
valued, we can obtain Wigner functions that are real.

Let us note that because of the form of the operator (4.39) this complex-valued
function Ws(m, ) can be in fact identified [48] with the Kirkwood quasiproba-
bility distribution function [47].

We have already seen the P-function of the von Mises state |n, ), Eq. (3.41), and
several Wigner functions of this state, (4.12), (4.27) and (4.38)). For completeness we
present the @-function of the von Mises state, which due to the definition (3.18) and
with the help of the overlap formula (3.6) turns out to be

B 2 [2/4, COS(#)}

QU (m, ) = s 2

(4.40)

and, using Egs. (3.52) with the help of Eqs. (4.18) and (1.31), the marginal distributions
are

Iy (k)
In,a) _ ‘n—m
p m) = , 4.41
(m) = et (a41)
) o2 cos(a—pf) 4.49
¢ B) = 2mI2(2K) (442)
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Of course there are other possible choices of v; (I, ¢) and §;(I, ¢), however the choice
is limited if one wants to preserve the properties of the Wigner function. The periodicity
of bj(l,gb), Eq. (3.57), and 0,(l, ¢), Eq. (3.58), requires the dependence on ¢ to be
linear and ¢ always has to be multiplying . The dependence on [ also has to be
linear, since a nonlinear dependence on [ creates many computational difficulties very
early on. For example some quadratic phase choices in [ could be y(I, ¢) = [*¢/2 and
8(1,0) = =1l +1)¢/2 or y(I,¢) = —1?¢/2 and 6(1,¢) = (I — 1)¢/2, which satisfy all
the required conditions, but create computational difficulties. Also notice, if we want
to satisfy the marginal distributions conditions, Eqgs. (3.53) and (3.54), there cannot
be any absolute terms in the expressions of v;(l, ¢) and 6;((, ¢).

The possibility to go from a uniquely defined @-function to a uniquely defined
P-function via different Wigner functions is depicted in Figure 4.1.

® P
Figure 4.1: Graphical representation of several paths from a uniquely defined -
function through different Wigner functions Wy, Wy and W3 to a uniquely defined
P-function. Some paths may lead through other quasiprobability distributions (e.g.
Kirkwood quasiprobability distribution function K). Other possible choices of phases

v; (1, ¢) and 0,(l, ¢) exist, leading to other Wigner functions and paths, which are not
depicted.
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4.2.1 Overview of the phase choices

Let us collect previous results in neat tables. As we mentioned at the start of Sec-
tion 4.2, the Wigner functions of the angular momentum eigenstate |n) and angular
position eigenstate |¢) are independent of j so we will not include them in the tables.
Inspection of the Tab. 4.1 and Tab. 4.2 reveals that the simplest Wigner function
is T/Vgn’a> (m, 3), but it is complex-valued. On the other hand the Wigner function
T/Vln’a> (m, B) is real, but very complicated to compute with. The optimal choice seems
to be W™ (m, B).

Table 4.1: Reality of the Wigner function lenm (m, ), periodicity of the operator
Dj(l, ¢) and overlap o;(l, ¢) for different choices of v;(l, ¢) and d;(l, ¢).

‘ j H v (L, @) | 3; (L, 9) ‘ real | periodicity of D;(l, ¢) | periodicity of o;(l, ¢) ‘
1 0 —lp/2 | V X X
2 U= 1206 | =210 | 7 7 7
3 —lp/2 0 X v v

Table 4.2: Kernels kj(n,a) and Wigner functions of the von Mises state |n,a) for
different choices of v;(l, ¢) and 0,(l, ¢).

H kj(n,a) - Io (2k) | W (m, B) - 21y (2k)
1 || complex formula: (4.15)-1 (2r) complex formula: (4.12)/[271, (2r)]
2 || Ton (26 cosa) + Iony1 (2 cos @) | Ingm—n) [26 cOs(B — )] + Ipan—n)—1 [2K cos(B — a)]
3 I, (k) exp(k cosa — ina) I (k) exp[rcos(f — a) +i(m —n)(f — )]

4.3 Behavior of the Wigner functions

In this section we analyze the behavior of our Wigner functions for the von Mises
vacuum state |0,0) and provide their visualization.

Because T/V1|0’0> (m, B) takes on a rather complicated form (also this Wigner function
was somewhat analyzed in Ref. [35]) and T/V3|0’0> (m, B) is complex-valued, therefore
it cannot be depicted, we restrict ourselves to the Wigner function T/V2|0’0> (m, ) and
consequently W2|070> (m, ), due to Eq. (4.36). Visualization will be provided for all
Wigner functions, we presented, that are real.

Due to the reality of the Wigner function T/V1|O’O> (m, 8) we analyze the functions on
the interval 8 € (—m,w|. This correspond to cutting the phase space cylinder along
the line ¢ = 7 and unraveling it into a two-dimensional “plane” with m € Z on one
axis and 8 € (—m, 7] on the orthogonal axis.

4.3.1 Analysis

For a detailed analysis see Appendix C. Here we list the main takeaways. The Wigner

function .

10,0) _
W (m, B) = orly (2r)

{Iom (2K cos B) + Iom—1 (2 cos B) }, (4.43)
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is even in . From Eq. (4.36) it follows that
va2|0’0> (m,B) = W2|0’0>(—m,5), VmeZ and f[eR. (4.44)

Due to this fact, the results of the analysis of T/V2|O’O> (m, B) will be the same as va2|0’0> (m, ),
except for where the sign of the index m would matter.
For the case of the spread parameter £ = 0, from the formula (4.43), using 1,, (0) = d,,0
we get
1
W2|070> (m7 5) = % m,0 5 (445)
which is the Wigner function of the angular momentum eigenstate, Eq. (4.1) with n = 0.
Much more interesting is the case when s > 0. For this case the Wigner functions
T/V2|0’0> (m, ), as functions of 3, have points of potential extrema at 8 = 7, 8 = £7
and 3 = 0. There is a global maximum at § = 0 for every m. At 8 = 7 the Wigner
function (4.43) takes the form
1
Wpo (m Ty =, s
2 \"9) = orly (20) ™0 (4.46)
and except for W2|0’0>(0, 3), all the Wigner functions T/V2|O’O> (m, B) are equal to zero at
= £7%. Further,

<0, if mezZt,

) B (4.47)
>0, if meZ;.

0,0 _ 1
W2| >(m, +7) = m[[gm (2K) — Iopm—1 (2K)] {

Equation (4.47) coupled with Eq. (4.46) tells us that the Wigner functions T/V2|0’0> (m, B)
of non-positive integers m are non-negative on the whole interval § € (—m, 7). Thanks
to Eq. (4.44) we immediately see that

>0, if meZf,

) (4.48)
<0, if mez,

’W2|070> (m, £m) {

and the Wigner functions ’Wgw (m, 8) of non-negative integers m are non-negative on
the whole interval § € (—m, 7).

The Wigner functions T/V2|0’0> (m,0) have a global maximum at m = 0. As m in-
creases the Wigner functions T/V2|0’0> (m, 0) descend for m € Z* and ascend for m € Z~.

The speed of the descend [ascend] of T/V2|0’0> (m,0) is at least as fast as a geometric se-
ries with the ratio I3 (2k) /Iy (2k) [I2 (2r) /11 (2r)] for the Wigner functions of positive
[negative| integers m, i.e.

Wy (m,0) _ {11 <2m>]m | Wy (=m,0) _ {12 (2r)

< < ., VmezZ7,
Wi 0,0) ~ Lo (2r) w0, 0) L (%)] ’

(4.49)
where equality occurs if m = 0. This can be seen in Fig. 4.2 and Fig. 4.3. Using
Eq. (4.44) we get the following inequalities

Wy (m,0) _ {12 (Q“T | Wy (=m,0) _ {h (2r)

< — < —— < N Vm € [N(),
W% 0,0) = LI (2) w0, 0) Iy (%)]

(4.50)
where equality occurs if m = 0, and the descending [ascending] ratios are switched,
just as one would expect.
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° Wi(m,0)/W,(0,0)

— L2/ 20}

0.0k I I I L4 L |

o9
d
R
i
.

Figure 4.2: The quotient of the Wigner functions T/V2|O’O> (m,0)/ W2|0’0>(0, 0) decreases
at least as fast as [I1 (2k) /1o (2k)]™ (here shown for k = 2).

o Wy(=m,0)/W>(0,0)

— [L2Y/L2O)

Figure 4.3: The quotient of the Wigner functions T/V2|O’0> (—m,0)/ T/V2|0’O> (0,0) decreases
at least as fast as [I2 (2k) /11 (2k)]™ (here shown for k = 2).
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4.3.2 Visualization

Here we provide visualization of the real Wigner functions T/VJ!O’O> (m, ), 7 =1,2, of the
“vacuum” von Mises state |0,0). For better distinguishability we set x = 2.

Although we did not analyze the Wigner function T/V1|O’O> (m, 8) mainly because of its
complicated expression, Eq. (4.12), for completeness we include the graphs in Fig. 4.4
and Fig. 4.5. We can see many similarities with W2|0’0>(m,ﬁ), e.g. they are even
functions of 3, they have a global maximum at 8 = 0 for any m (better seen from
Fig. 4.5), close to = £m we see that for odd m the Wigner functions T/V1|O’O> (m, )
take on negative values and for even integers m the Wigner functions T/V1|0’O> (m, ) stay
non-negative on the whole interval (—m,7].

030 - ]

025 ]

020 E
= - L mi0,p)
E i
E o15p 1

0.10 - ] W(2.5)

: I — mG
0.05 F 13,8)
0.00 |- = ———2
=3 e 0 2 3
B

Figure 4.4: Two-dimensional plot of the Wigner functions T/V1|O’O> (m, 8) for various m
and # € (—m, 7). Only a few functions are depicted, because other Wigner functions

T/V1|O’O> (m, 8) would not be distinguishable.
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02| — Wi(=3.,8)
— Wi(-2,8)

Wi(-1.8)
— W1(0,B)
— Wi(1,8)
— W1(2,8)
— Wi(3.0)

7 (mf3)

Figure 4.5: Three-dimensional plot of the Wigner functions W1|0,0) (m, 3) for various
m and € (—m, 7.

Moving on to W2|O’O> (m, ), which we can see in Fig. 4.6(a), all the Wigner functions
W2|0’0> (m, B) have a global maximum at 3 = 0. Except for W2|0’0>(0, B) all Wigner func-
tions are equal to zero at 8 = £7. All Wigner functions VV2|0’0> (m, B) of positive integers

m are negative on the interval (—7r, —g) U (%, 7r) and all Wigner functions VV2|0’0> (m, )
of non-positive integers m are non-negative on the whole interval 8 € (—m,7]. Further,
in Fig. 4.6(b) we see, that the Wigner functions W2|0’0> (m, B), as a functions of m, have
a maximum at m = 0 and rapidly decrease as m moves further from the origin. All of

this is in agreement with our analysis.
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030 | | I | | |
02s[
} — Wy(-3.5)
o.zo;— — Wiy(=2,8)
% 0.15;— — =1p)
= oa0f — M0H
005 — nH
0.00] e
—o.osz— i P
B
(a) 2D plot
ﬂ
— Wa(=3,B)
— W2(-2,0)
7,(mp) — Wa(=1,)
— W1(0,8)
— Wa(1,B)
— W2(2,8)
— W2(3.8)

(b) 3D plot

Figure 4.6: Two-dimensional plot (a) and three-dimensional plot (b) of the Wigner
functions T/V2|0’0> (m, B) for various m and € (—m, 7.
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Conclusion

The aim of this thesis was to investigate a system of operators E and L characterizing
a quantum system of the quantum rigid rotor. E being the complex exponential of
the angular position and L the component of the angular momentum along the axis
orthogonal to the plane of rotation. To achieve this we used the phase space formalism,
where the possible states of a considered system are represented by quasiprobability
distributions. In analogy with the linear harmonic oscillator, the Wigner function was
chosen as this quasiprobability distribution.

The system of a quantum rigid rotor is not as simple as the system of a linear
harmonic oscillator. Namely, because both Z and p have continuous spectra, the phase
space of the linear harmonic oscillator is a plane. However, due to the fact that L has
integer eigenvalues and E having complex eigenvalues of magnitude always equal to
one, the phase space of a quantum rigid rotor is a set of equidistant rings (each ring is
one unit away from the other) on a surface of a cylinder with radius one.

The Wigner function is a uniquely defined concept for the system of the linear
harmonic oscillator. For the quantum rotor we have found that, in developing the
Wigner function, one can adopt different phase conventions leading to different Wigner
functions with generally different properties. In order to obtain a Wigner function with
the maximum amount of required properties, such as reality, providing the correct
marginals, normalization, etc., the phase convention has to satisfy certain conditions.
We have found these conditions. We reviewed some phase conventions which already
appeared in the literature and discussed their strengths and weaknesses. Surprisingly,
we were able to solve the set of equations given by the conditions and derived a new
Wigner function satisfying all of the required conditions.

Additionally, we found that by sacrificing the reality property of the Wigner func-
tion, we can arrive at a particularly simple phase space quasiprobability distribution,
which has very simple expression and allows for easy computations.

The newly introduced Wigner function for the quantum rotor can be applied anal-
ogously as in the case of the linear harmonic oscillator. This includes, for instance,
analysis of the performance of quantum information protocols with mixed states or
development of the inseparability criteria in phase space.

Finding of a Wigner function of a quantum rotor, which is equipped with the largest
number of the required properties, can be also viewed as the first step towards devel-
opment of the complete phase space formalism for this system. When undertaking this
endeavour a number of questions have to be addressed encompassing, e.g., the question
what would be the analogy of the normal, symmetrical and anti-normal orderings for
the observables of the angular momentum and angular position, how would thermal
state and the Gaussian state look like.
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Our results also unveil that the simplest quasiprobability distribution is obtained
if one resigns one of the basic properties of the Wigner function, which is its reality.
This rises a question as to whether one really has to be guided by the properties of the
Wigner function of the linear harmonic oscillator when dealing with other quantum
systems.

We believe that our results will stimulate further research aiming to harness quan-
tum properties of systems beyond position and momentum of a linear harmonic oscil-
lator.
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Appendix A

Modified Bessel function

The modified Bessel function of an integer order n and complex argument z can be
expressed as the following integral [50]

ag+2m d¢ )
In — ¥z cos pting Al
@)= [ e, (A1)
where o is an arbitrary angle. Hence, one can easily find that
In(2) =1Tn(2) s In(=2)=(=1)"1n(2), 1.(0)=dno, (A.2)
and I, (z) is real for real z, where in the derivation of the last equality we used a result
from complex analysis
ag+2m d¢ )
/ 90 itm-mo _ 5. (A.3)
a0 2T

where «q is an arbitrary angle. Besides, the modified Bessel function fulfils the recur-
rence relations [50]

Ia () = Fun () = 21 () (A4)
and
d
It (2) #+ T (2) = 21 (2) (A.5)

Our calculations with the modified Bessel functions are greatly simplified by the
addition theorem [50]

Z(_l)m vim (Z) Iy (2) €0 = e"V1, (w) (A.6)
me”Z
where v € Z and

w=/22+22—2Zzcos ¢,
wcosyY = 4 — zcos o,
wsiny = zsin¢. (A.7)

In particular, the addition theorem yields

7 L () Lo () € = =71, {2/@008(%)} , (A.8)

me”Z
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which for the special case v = ¢ = 0 gives

> (k) = 1o (2k) . (A.9)

me”Z

From the definition of the modified Bessel function (A.1), using the Dirac comb (1.14),
one can swiftly derive the following generating function

Z I (2) €™ = 759 (A.10)

meZ

Let us also note that R.P.Soni [51] established the following inequality

1
0<Il,(x)<I,(z), v>=g, x>0. (A.11)

Since we work with modified Bessel functions of integer order we get

0<Ilp(z)<I,(z), neZi, x>0,
0<lya(z)<Ily(z), neZ,, >0, (A.12)

and most importantly
I,(x) >0, neZ, x>0. (A.13)
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Appendix B

Computation of certain
mathematical objects

B.1 Independence of W (m,3) and W/¥(m,3) on
the phase choice

From the definition of the Wigner function as the mean
A 1 .
W7 (n,a) = 5 Tr [ij(n, Oé)} ) (3.25)

of the operator

21
(n,0) = / 49 itno-ai) . (1, ), (3.26)

lez

we see, that
Wi (m, 8) = %Tr [|n><n| W(m,ﬁ)} ~ 1 <nIW(m Bln) =

21 2w
-l [ ey, Z | 5o byt o)
lez

Now, noticing that
Dj(1,¢) In) = %GO Elemilo |y — lilo)=ndl 1y 4 ) (B.1)
so the expectation value is
(n|D;(l, ¢)|n) = '35, o = emindg, (B.2)
where we assume, that the condition for marginal distributions
9;(0,¢) =2nmw, neZ, (3.53)

holds. From this it follows that

dg _ T do 1
|n z(m¢ Bl ing z(m neg _ (41
W 27r Z / 90 27r5m’n (1)

27r 27r
1€z 0
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Similarly

W (. 8) = 5= T [|6)ol Wi, 9] = 5= 3= [ Greitmeon) (01D m. o)

nGZ
(B.3)
where the expectation value

(8 D;j(n, )|g) = (g|e™ ) Ememi|g) = (g] eibamertn@rol | 4 q) =
— 6@[5 (n,a)+n(p+a) ]527r(04) _ €m¢(527r(0é) ’

where we assume, that the condition for marginal distributions
0;(1,0) =2rm, rez, (3.54)
holds. Finally

1 1 .
W|¢ / z(ma Bn) mqﬁ(s _ = in(¢—p) —
27r Z «(a) 2 nz 27r6

= %5%(6 — ). (4.2)

B.2 Computation of the Wigner function W1|n’o‘>(m, 5

We start with the decomposition of the Wigner function W™ (m, 8)

WY (m, B) = W) (m, 8) + W (m, 6) (4.12)

which comes from the form of the Wigner operator

~

—i2pa 1 —1)"1 —i
Wiln.a) = 3 e 2 n 4 pin — pl + = 3 AT emitia g ayg ).
m g—n+s3
peEZ p,qEZ
(4.9)
From here, using Eq. (3.25), we get

W (m, B) = 1 (n,al <Z e~ |m + p)m —P|> n,a) =

2T
peEZ

1 ,
Ze—z%ﬁ —in=(mp)ley C(map) (K) Z[n—(m—p)]a]n_(m_p) (k) ,

277']0 2/‘€

where we used the overlap (4.18). After some cancellations and using the symme-
try (A.2) we get

1

In.0) _
W m, ) = 27r10 (2r)

Z 6_i2p(a—ﬁ)[p+(m_n) (/4,) Ip_(m—n) (/‘6) =

6—@2(m n)(a—pB

T oL, (20) Zfl ) Ii—a(m—n) () €277 =

o) 2K Cos(a - B)]
B 211y (2k) ’ (4.19)
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where to get the last equality we used the addition theorem (A.8).
To get the second part of Eq. (4.12) we again use Eq. (3.25) and overlap (4.18) to
find that

W, ) = e 3

27'('2[0 (2/@) 7z

(1P i2p(f—a
= Z an (g—p) n—(p+q+1) (k)e p(f-e) =
q€

= 2121y (2K) (¢ — m+ 3 pez

(—1)m—aeipt1)(B—a)

qg—m+ l In—(q—p) (K’) In—(p+q+1) (/‘6) =

( 1)m qez[Q(q n)+1](B—« —_—
qu 2121y (2K) (g — m + Z 1 (K) Iiva(g—ny+1 (K) €

ez

using the addition theorem (A.8) and after some simple cancellations we arrive at

n.a 1 —1)m4
W >(m,ﬁ) = 5 o) Z; q( Til—l— Iy(g—ny+1 [2K cos(f — )] . (4.20)

B.3 Computation of the kernel ky(n, «)

To achieve the expression for the kernel kq(n, o

I [2k COS(%)} e(3-15])9ido
I (2)  Io(2r)

~—

we first inspect the overlap

0s(l,¢) = e2(L,9)

Z I, (/@) Ly (/@) e'm? )

where to get the last equality the addition theorem (A.8) has been used. Next, we
collect terms and get

or(l0) = I (12/%) Zzzei(l_téj+m)¢lm (k) L1 (K)

and using the identity (4.25) we get

ei(m_L_éJ)¢ K)1pmyr (R
Og(l,¢) _ Z IOI(ZLKE) )I + ( ) ]

meZ

Now from the definition of the kernel (3.31) it follows

kao(n,a) = Z /27r d¢ eineé—la) (m_ L_EJMIm (8) Iypga (K)

=, Iy (2K)
) " dg o elm=L=24m)o 1 () Iy (1)
— L;Z/O 7€ Io (2K) + .

Due to the definition of the floor function (4.24) we need to split the sum into an odd
part and an even part, i.e.

2w
n a Z / 27TIO 2/@ ( )Im+2j (/4,) ez(n+m+3)¢e_12m+

mJGZ

, i(ntm+j)¢ ,—i(2i—1)a
b5 [ o ) s ()

m,jEZ
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using the Kronecker delta (A.3) we get

Im (K’) —i2(—n—m)«a —12(—n—m)—1]a
kz(n, Oé) = E —Io (2,%) [Im+2(_n_m) (KJ) e ) + Im+2(_n_m)_1 (KJ) e A )1l :| =
(YA

_ > I (g;)) [I—m—Qn (/‘6) 6@2na612ma + I—m—2n—1 (/‘6) 6@2maez(2n+1)a:| —
1 . . .
[(Z I Lnyon (K) elzma> e <Z I Inyony1 (K) 612ma> el(znﬂ)a] )
me”Z

where, to get the last equality, we used the symmetry property (A.2). After applying
the addition theorem (A.8) for the sums over the index m, we arrive at

1

k’g(n, Oé) = m

(Lo, (2K cos ) + Iop41 (25 cos )] (4.26)

B.4 Computation of the Wigner operator WQ(O, 0)

The operator Wg((), 0) is given by Eq. (3.27)
2w .
5(0,0) Z/ d_¢D2 Z/ d¢ ¢i02(1.9) fr—l,—ile _
= i|-%]e —ikg
=> 0 %e S ek + i)k

lezZ kez

applying the rules of the floor function (4.24) we need to split the sum into an odd
part and an even part, i.e.

,(0,0) Z/ 90 ¢-iio 37 =ikt s 1 2j) k|+2/ 013 e [k + 2 — 1)(k] =

JGZ kez jez kez
—(+k¢ 27rd¢ e~ ii+k)o
_Z W9 || 4 25) k|+z IR 25 — 1)(k| =
J,kez J,kez
—Z|k—2k (Bl + ) |k — 2k — 1)(k| = Z|— (k[ + D |=k = 1X
keZ kezZ keZ kezZ
=P+E) |-k{k|=P+EP=(1+E)P. (4.28)
kezZ

B.5 Computation of the kernel ks(n, )

First we inspect the overlap

)Il [QKJCOS(%)} B cillz]=5)ogite

_ (e
03(l, ¢) = €™ Iy (2k) N Iy (2k)

Z Ly (K) Ly (K) €™

meZ

where to get the last equality the addition theorem (A.8) has been used. Next, we
collect terms and get
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From the definition of the kernel (3.31) it follows

5 /% 16 o (L2 tm)er (1) It (8)

ka(n, @) = Ty ()

l,meZ

om d¢ ila® (Léj+m+n)¢fm (K) Iy (K)
/0 27'(' IO (2/‘%) .

l,meZ

Because of the definition of the floor function (4.24) we need to split the sum into an
odd part and an even part, i.e.

27
kz n a Z / 27TIO 21% ( )Im+2j (K,) 6z(n+m+9)¢6_12m+

mJGZ

+ Z / 27‘([0 2/{ Ly () Ly (k) eHntm+i)é —i(2j+1)a ’

m,jEZ

and using the Kronecker delta (A.3) we get

T I (K —i2(—n—m)« —i[2(—n—m @
ka(n, a) = Z Im (6) L s2(—n—m) (k) e 4 Lnyo(cnemys1 (k) e Jrile] =

p IO (2/‘%)
I (k) i2na i2 i2ma i(2n—
— I om i2na ji2ma I, on i2ma i(2n—1)a] _
mzl(2"€)[ on (K) € + o1 (k) €% ]
1 . . .
[(Z I, m+2n )612ma> ana <Z I, m+2n L (/‘6) 6@2ma> 61(2n—1)a] ’
meZ meZ

where, to get the last equality, we used the symmetry property (A.2). After applying
the addition theorem (A.8) for the sums over the index m, we arrive at

1

) = 1

(Lo, (25 cos ) + Io,—1 (2K cos )] (4.32)

B.6 Computation of the Wigner operator Wg(n, Q)

The operator WQ(O, 0) is given by Eq. (3.27)

o 27rd ~ Qﬂ.
W5(0,0) = Z/ _CbD2 Z/ e i02(L6) -1 ,~iLo _
0

leZ leZ
27
> [Tl e i
ez V0 & kez

applying the rules of the floor function (4.24) we need to split the sum into an odd
part and an even part, i.e.

W, (0,0) Z/ do e " e |k + 24) k|+2/ do e " e |k 4 2 + 1)(k| =

jez kez jez kez

Z/ e e "UtR |k + 25) k|+2/ e e U9k 25 + 1)(k|

jkez jkez
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and using the Kronecker delta (A.3) we get

Ws(0,0) = D k= 2k) k[ + >k =2k + 1)k = [—k)Xk[+ > |~k + 1)(k]

keZ kez kezZ kezZ
=P+ EY |-k)k| =P+ EP =1+ E")P. (4.34)
kez

B.7 Relation between /I/I72|n’a> (m, ) and W2|n’O‘>(m, B)

We start by stating that both Wigner operators
Wa(0,0) = (L + E)P,
Wa(0,0) = (1 + ENP,

are Hermitian, since for both choices of d5(l, ¢) and gg(l ,¢) the reality condition (3.51)
is satisfied. That, in turn, tells us that the operators

~

Wa(n, @) = Da(n, a)Wa(0,0) Di(n, @) = B¢~ W5(0,0) [E " —MT _
= D(n, )W5(0,0)D(n, o),

P ~ A s T
WQ(na Oé) = DQ(TL, Oé)Wg(O, O)Dg(n, Oé) E n _ZLO‘W (0 0) [E n —ZLa:| _
— D(n,@)W5(0,0)D'(n, ),

are also Hermitian. Note that for the purposes of this section we defined the operator
D(n,«) as )
D(n,a) = Emeibe (B.4)

This allows us to write the following

~

Wa(n. ) = D(n, ) Wa(0,0)D' (n,) = Din. a)W(0,0) D! (n, ) =
D a)P(1 + E)D (n,a) = PPD(n, )P(1 + E)PPDT(n, a)PP

D(n,
:fa{ PD(n,a) }Wg( )[Pﬁ(n,a)]sr} =

where we have used the property of the parity operator P (3.61). The action of the

parity operator on the displacement operator 5(71, a) is
PD(n,a)P = PE-"PPe-ilop = freile — f(-me=ibl=a) _ P(_p _q)

where we have used the actions of the parity operator on the operators Eand L (3.62).
Thus we get

~
A A A

Wa(n,a) = PD(—n, —a)Ws(0,0) Dt (—=n, —a)P = PWy(—n, —a)P. (B.5)
Looking at the definition of the Wigner function

Wo(n,0) = % T [Wy(n.0)] | (3.25)
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we see that

—_— o A ~ 1 A A A
Wi (m, B) = % Tr [,awz(m, 5)} = % Te [ pPWy(—m, —B)P| = =Tt | PpPWa(=m, —B)

— W (—m, —B). (B.6)

Inspecting what is the action of the parity operator on the von Mises state (1.28), we
get

Pln,a) = Zel(nlanl (k) Pl =

ez(nlanl |_>:
V1o (2) 7 V1o 2%;

mzel(n+kan+k )|k’> mzez(nk(a nk()|k'>>
kez kez

where in the last equality we used the symmetry property (A.2), thus
P|7”L, Oé> = |_n> —Oé> ) (B7)
and finally, using Eq. (B.6) with Eq. (B.7), we arrive at

Wy (m, B) = Wy ™" (=m, — ). (4.36)

B.8 Computation of the kernel k3(n, «)

To find the kernel ks(n,a) we need to preform the Fourier transform of the overlap

03(l> ¢)

21
ks(n,a) = (Fou(l,9)(n, ) =y / 09 gitno-ay (1, ) =

lez
¢

d¢ (ng—al), l¢Il 2/<Jcos 5 / (ng—al)
Z’I’L O[ — Z’I’L [e% I m
Z/ Iy (2k) Z 27TIO 2/4, Z +

lez meZ

where to get the last equality the addition theorem (A.8) has been used. Further, using
the Kronecker delta (A.3) we get

—ila —ila
m+l ) 5m,—n ==

ks(n,a)

lmGZ

where the symmetry in orders of the modified Bessel function (A.2) has been used,

—ina

e

I |
Z I —zma _ (K’) eﬁcosa—ma’ (437)

ks(n,a) = To (2r)

meZ

where the generating function (A.10) has been used.
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B.9 Computation of the Wigner operator Ws(n, o)

From the definition of the Wigner operator (3.26) we see that

27
Ws(n,a) = (FDs)(n, a) Z/ d¢’"¢ DPy(l, ) =

lez

—Z/ A9 itmo—at) ot —ilé _ Z/ e/l " e |+ 1) (k|

ez lez kez

using the Kronecker delta (A.3) we get

a) =Y e Mk +I)k|Gpp =D e n+I)Xn| =

l,kezZ lez

— e 3 e mn| = ¢"v/2r a)(n] .

meZ
where to get the last equality we used the expression for the |¢) state in the {|n)}, .,

basis
\/ﬂz e™ ™ |n) . (1.12)

neZ

Finally, noticing the overlap

1

<¢lk 6m¢ n\k mqﬁ(snk ik¢ ’
T T = =
we arrive at a very simple Wigner operator

Ws(n, a) = 27 o) (a|n) (n] . (4.39)
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Appendix C

Analysis of the Wigner functions

C.1 Behavior as functions of m and [

Here we will analyze the Wigner functions T/V2|0’0> (m, ) and ’Wgw (m, 8). We will start
with T/V2|0’0> (m, ), since the transition to T/V2|0’0> (m, 3) is easy due to the fact that

W (m, B) = WS (=m,B), VYmeZ and BeER. (4.44)

Let us write down T/V2|O’O> (m, ) explicitly

1

|0,0) —
W2 (m75)_ 27'(']0 (21%)

[Lom, (2K cos B) + Iam—1 (2K cos B)], (4.43)
from which it is obvious that T/V2|0’0> (m, B) is 2m-periodic and even as a function of £.
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