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Abstract 
P I R (passive infrared) sensors are mainly used to detect a presence of a person and notifying 
a system to react appropriately. The a i m of this thesis is to use the P I R sensors to localize 
the person and present approach to estimate a count of people. To do so, the thesis suggests 
a heat signal processing pipeline including wavelet transformation feature extraction, fuzzy 
logic system wi th classifiers based on linear regression. The performed experiment and its 
results are presented an evaluated. 

Abstrakt 
P I R (pas ivn í infračervený) senzor se použ ívá ze jména pro detekci p ř í t o m n o s t i osoby a ozná­
men í s y s t é m u pro p ř í s lušnou reakci. C í lem t é t o p r á c e je už i t í P I R senzorů pro lokal izaci 
osoby a n á v r h z p ů s o b u pro u rčen í p o č t u lidí ve s n í m a n é m prostoru. P r o tento účel je 
nav ržen z p ů s o b zp racován í jeho v ý s t u p n í h o ana logového s ignálu , počínaj íc í ex t r akc í př íz­
n a k ů p o m o c í spo j i t é vínkové transformace, klasif ikačního modelu za loženém na fuzzy log­
ice a l ineárn í regresi. N a konci jsou p ř e d s t a v e n y a vyhodnoceny e x p e r i m e n t á l n ě z ískané 
výsledky. 
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Rozšířený abstrakt 

Úvod 

P I R (pas ivn í infračervený) sensor je e lek t ron ická součás tka , t ransformuj íc í infračervené 
zářen í na e le t r ický s ignál . Toto zař ízení se použ ívá ze jména pro detekci p ř í t o m n o s t i osob 
a o z n á m e n í s y s t é m u pro p ř í s lušnou reakci, n a p ř . čidlo pro a u t o m a t i c k é ov ládán í světel . 
Cí lem t é t o p r á c e je navrhout m o ž n ý p ř í s t u p , k t e r ý by zpracovával s ignál sensoru a zjišťoval 
více informací o s n í m a n é m prostoru - pozice p ř í t o m n ý c h osob, nebo jejich poče t . Je m o ž n é 
t a k é uváž i t použ i t í více sensorů . 

Výs ledkem jsou dva produkty, modu l se sensorem, k t e r ý s n í m á a segmentuje ana logový 
signál z okolí a odesí lá do klasif ikačního serveru, ve k t e r é m bude p r o b í h a t vě t š ina ka lkulac í 
a j ehož v ý s t u p e m budou p rávě z j i š těná data o objektech p ř e d sensorem. 

Návrh 

S n í m á n í a segmentace Z p ů s o b zp racován í se p rovád í v ře tězci někol ika fází dle 
klasického klasif ikačního s c h é m a t u . S ignál se nejprve n a s n í m á , vzorkuje a kvantuje v sen-
sorovém modulu , a ná s l edně se odešle p o m o c í specif ikovaného m é d i a , po síti p o m o c í unicast 
nebo multicast, p ř í p a d n ě po sériové lince. Toto odes í lání se děje v časově k o n s t a n t n í c h 
úsecích, modu l tedy zá roveň p rovád í h o m o g e n n í segmentaci. 

Klasif ikační server č t e k o m u n i k a č n í k a n á l a z í skaná data p rocház í p řes zpracovávaj íc í 
ře tězec - nejprve je s ignál p r o s t ř e d n i c t v í m spo j i t é vlnkové transformace ( C W T ) a fuzzifikace 
rozdělen na j edno t l ivé hrany a rovné úseky, tzv. artefakty. 

Extrakce p ř í z n a k ů a klasifikace K a ž d ý jeden artefakt je p o t é z á k l a d e m pro příz­
nakový vektor. Jako p ř í z n a k y jsou p o u ž i t y s t a t i s t i cké vlastnosti artefaktu: s t ř e d n í hodnota, 
délka , rozptyl a další . 

P ř í z n a k y jsou vstupem někol ika klas i f ikátorů, i m p l e m e n t o v a n ý c h l ineárn í regresí . T y t o 
klasif ikátory jsou p ř e d t r é n o v á n y na t rénovac ích datech pro m é n ě n á r o č n é o h o d n o c e n í - pří­
tomnost nebo absence, vzdá lenos t , zdaje objekt v ose sensoru nebo na kraj i s n í m a n é h o pole, 
nalevo nebo napravo. V ý s t u p y klas i f ikátorů jsou m ě k k á r o z h o d n u t í , jej ichž t r ans fo rmac í 
sigmoidou dojde k p ř e v o d u do fuzzy. 

Postprocessing Vn i t řn í model prostoru je r ep rezen tován v p o d o b ě matice. Index 
značí u r č i t ý segment prostoru, respektive plochy. V ý s t u p y klas i f ikátorů jsou nad t ě m i t o 
indexy p o u ž i t y jako vstupy a fuzzy formule pro k a ž d ý index udává , jakou kombinac í v s t u p ů 
se z íská hodnota k o n k r é t n í h o indexu. N a konci je matice, jej ichž indexy obsahuj í fuzzy 
hodnoty, do j aké m í r y je v d a n é m segmentu p ř í t o m n a osoba. 

P ro z ískání konk ré tn í ch pozic osob a jejich p o č t u se m ů ž e provés t sh luková ana lýza . V 
p ř í p a d ě p ř í t o m n o s t i více sensorů se použi je tato matice a u rč í se m í r a p ř e k r y t í j edno t l i vých 
indexů všech matic, p o t é se přes tyto m í r y naváhuj í jejich hodnoty a výs ledek se zapíše do 
globální matice. N a d ní je p o t é provedena sh luková ana lýza . 



Implementace 

M o d u l Coby sensor b y l použ i t P I R S T D od firmy B + B Sensors, k t e r ý jako jed­
iný na lezený na t rhu m á ana logový s ignál p ř í m o vyveden na v ý s t u p n í p in , pro s n í m á n í a 
odes í lání b y l zvolen mikrokontroler N o d e M C U , osazený ESP8266 , k t e r ý obsahuje i síťovou 
kartu, umožňu je b ě h W i F i A P , H T T P serveru, m D N S i webového r o z h r a n í pro př ih lášen í 
a je k o m p a t i b i l n í s knihovnami pro Ardu ino . 

P r o g r a m o v á n í tohoto sensoru p r o b ě h l o p o m o c í n á s t r o j e Ardu ino I D E v dialektu C + + 
pro Ardu ino . Hlavn í funkcionalitou je p o c h o p i t e l n ě č ten í v ý s t u p u senzoru a u k l á d á n í do 
containeru s periodou 7—^—s, kde fsampie je vzorkovací frekvence. Odes í l án í iV-prvkového 

Jsarnple " 
bufferu se p rovád í jednou za 7—^—s. 

Jsarnple 

M o n i t o r Klasif ikační server b y l i m p l e m e n t o v á n v jazyce Py thon3 z d ů v o d u existence 
mnoha knihoven nejen z oblasti s t ro jového učen í jako N u m P y , SciPy, matplot l ib , O p e n C V . 
Mon i to r je o p a t ř e n graf ickým už iva t e l ským r o z h r a n í m , pro k t e r é bylo rozhodnuto použ í t 
Py thon3 knihovnu tkinter. T a je v h o d n á pro rychlý a s n a d n ý vývoj p r o t o t y p ů G U I . 

Uživatel i je u m o ž n ě n o číst a zobrazovat data hned z někol ika zdro jů , jak z multicas-
tového k a n á l u , tak i ze sériové l inky, p o p ř . u ložené ze souboru, k t e r é je m o ž n é n a h r á v a t 
z programu. N a h r á v á n í je p o m ě r n ě pokroč i l á funkcionalita, je m o ž n é p l ánova t n a h r á v á n í 
někol ika n a h r á v e k l ibovolné dé lky v r á m c i session s var iab i ln í prodlevou mezi n imi , což je 
velmi v ý h o d n é pro tvorbu t rénovac ích a tes tovac ích sad dat. 

Exper imentování 

N a p o č á t k u e x p e r i m e n t á l n í fáze je mechanismus v y t v á ř e n í š t í t ků , referenčních hodnot pro 
jedno t l ivé úseky s ignálu . T y t o š t í t k y jsou p o t é p o u ž i t y jak b ě h e m t r énován í klas i f ikátoru, 
tak pro v y h o d n o c o v á n í ú spěšnos t i klasifikace p o m o c í tes tovac ích dat. Š t í t k y pro n a h r a n á 
data byla v y t v á ř e n a m a n u á l n ě s p o u ž i t í m synchron izovaného videa jako reference pro pozici 
osoby. 

B ě h e m e x p e r i m e n t o v á n í byla t a k é z a ř a z e n a do klasif ikačního ře tězce fáze post-processing, 
k t e r á vyhlazuje s ignály k a ž d é h o klas i f ikátoru. To s ignif ikantně zvýšilo ú spěšnos t klasifikace. 

Závěr 

Hlavní cíl v ý z k u m u , navrhnout s y s t é m pro klasifikaci P I R s ignálu a zjišťování p ř í t o m ­
nosti, pozice osoby, p ř í p a d n ě jejich p o č t u , b y l sp lněn . Implementace detekuje p ř í t o m n o s t 
a odhaduje pozic i osoby. Výs ledky poukazu j í na m o ž n o s t použ i t í technlogie P I R v oblasti 
lokalizace. 

M i m o t o b y l t a k é n a v r ž e n celkový vzhled produktu tak, jak by mohl bý t p ř í p a d n ě uveden 
na t rh a vyhotoven p lošný spoj, k t e r ý ilustruje r o z m ě r y tohoto zař ízení . 
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Chapter 1 

Introduction 

Our body as same as everything surrounding us emits some radiat ion. The dominant 
wavelengths belong to the infrared spectrum and our body senses it as a heat. If we pass 
its significance for l iv ing creatures and the fact that the presence of the right amount of 
infrared radiat ion is essencial for a l l the life as we know it, there is also a lot of usage in 
the industry or generally - technology. 

Infrared waves are used in various devices. F r o m nightvision devices, astronomical 
telescopes to personal electronics (infraport, T V remote controller). This thesis focuses on 
the usage i n P I R sensors - electronic devices that changes its output based on the amount 
of received infrared radiation. 

The P I R sensors are used around us a lot even though we might not know it . We a l l 
know the waving of hands towards the sensor i n a hallway so the light would turn on and 
we could tie our shoes, or the self-opening door in shopping malls or self-rotating door in 
banks. These mechanisms mostly use P I R sensors. 

Figure 1.1: P I R sensor: automatic doorway. [5] 

P I R sensors offer even more than stating a presence of person. It is possible to process 
sensor output signal to get more information about sensed space - a posit ion of person, 
a number of people. Especia l ly when more sensors are used. 

Even though in the last years a number of articles has been wri t ten on the topic of 
localizat ion using P I R , it is s t i l l a matter of intense research. Th i s research w i l l suggest a 
possible approach, a heat signal processing pipeline, to evaluate the si tuation in the sensed 
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area. The mult iple sensors can be used. A t the second part, designed algorithms w i l l be 
implemented, tested and the results of tests w i l l be presented. 

This topic was suggested as part of ongoing research aimed on integration of technology 
and buildings and smart housing by a research group Nutzerzentrierte Technologien in 
Fachhochschule Vorar lberg in Dornb i rn i n Aus t r i a under the direct supervisory of a lead 
researcher prof. Gu ido Kempter . The research and the thesis were made during the study 
program Erasmus+ in at the Univers i ty of A p p l i e d Sciences i n Vorar lberg ( F H Vorarlberg). 

3 



Chapter 2 

State of the art 

The prerequisite of comprehension of a P I R sensors principle more deeply is to understand 
several fields of study - physics of radiation, different methods, how is the radiation, of 
wavelengths i n the infrared spectrum i n particular, perceived by machines. In this chapter 
al l this is introduced. For the context the principle of the human body heat perception is 
described as well. 

2.1 Physics of radiation 

In the modelled system equations calculat ing wi th infrared radiat ion are being used -
to understand them properly it is necessary to describe what is a radiation, where does it 
come from and how can we measure it. 

A s it was already mentioned i n the chapter 1, every object whose temperature is higher 
than absolute zero emits an electromagnetic radiation. 

Tobj > OK = - 2 7 3 . 1 5 ° C (2.1) 

It is caused by a charged subatomical particles (electrons, protons) that are undergoing 
an acceleration, emit t ing an energy in a form of photon - electromagnetic radiat ion. 

Characteristics 

The electromagnetic radiat ion have a number of measurable characteristics. The most 
significant ones are frequency f and wavelength A. Due to the constant speed of the radiat ion 
v aka speed of light c = v = 3 • Wsm • s _ 1 not dependent on the frequency, they are 
propotional and mutual ly transferrable. 

Electromagnetic waves are being divided into categories according to their usage by 
the wavelength A. W i t h increasing wavelength A it is gamma, X-rays , ultraviolet ( U V ) , 
visible light, infrared (IR) and radio waves. This is called electromagnetic spectrum and it 
is shown in the image 2.1. 

Another measurable characteristic is an energy of the radiat ion Q,E or W. It is l inearly 
dependend on its frequency / and can be computed using P lanck constant h = 6 .63-10~ 3 4 J -
s. [19] 

W = h-f (2.3) 
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Figure 2.1: Electromagnetic spectrum. 

Name Symbol Uni t Definition 
Radiant flux $ W Power transfered by a radiat ion. 

Radiant exitance M W • m~2 Sent W per sender's surface. 
Irradiance E W • m~2 Received W per receiver's surface. 

Radiant intensity I W • s r - 1 W per unit solid angle. 
Radiance L W • s r - 1 • m~2 / per sender's area projected to a direction. 

Table 2.1: Rad ia t ion characteristics. [16] 

The power of the radiat ion $ is called radiant power or rather radiant flux. A s a regular 
power it is energy per time, since the radiat ion is four-dimentional, par t ia l derivations must 
be used. 

dW 
$ = — (2.4) 

dt V 7 

The radiant power per unit surface is a flux density. It is called either radiant exitance 
M when emit t ing or irradiance E when receiving. 

M 

E 

emitted 
dSsender 

d^received 
dS,, receiver 

The Stefan-Boltzmann law defines irradiance of electromagnetic radiat ion as 

/ = a • T 4 

(2.5a) 

(2.5b) 

(2.6) 

where a = 5.6704 • 10~sWm~2K~A is the Stefan-Boltzmann constant and T is a thermo­
dynamic temperature. 

Power per unit solid angle / is called radiant intensity. W i t h d iv id ing by an area of 
the i tem projected from certain direction we get an amount of power emitted i n that direc­
t ion called radiance L. 

;)d> 
(2.7a) 

L 
01 

dScos(6) 

Other characteristics of radiat ion can be seen in the table 2.1. [13] [16] 

(2.7b) 
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2.2 Temperature homeostasis 

The an imal bodies require physical and chemical conditions i n order to work properly (or 
at a l l ) . One of the physical aspects is a temperature. There are generally three types of 
animals - ectotherms, endotherms and mesotherms. 

Ectotherms do not regulate its body temperature and rely on an external source, en­
dotherms keeps it constant independently on the environment, so called homeothermy1. 
Mesotherm strategy is then something in between. 

Endotherm groups are birds and mammals, the most significant ectotherm group are 
reptiles. They compensate it w i t h basking i n the sun. The thermal characteristics of these 
groups can be seen in the figure 2.2. 

0 10 20 30 40 

Environmental Temperature (°C) 

Figure 2.2: The rma l regulation graph.[11] 

H u m a n body temperature THB varies i n (36°C; 3 8 ° C ) , in the hyperthermia it can rise up 
to 4 0 ° C . The figure 2.3 shows the radiat ion wavelength composit ion. The peak wavelength 
(temperature 3 7 ° C or 310.15 K) can be calculated wi th the Wien ' s displacement law. 

b 2.8977729 • 1 0 " 3 . . 
A m a x = - = = 9.3431/xm (2.8) 

T 310.15 P v ' 

2.3 Radiation perception 

Radiation processed by organisms 

This thesis describes a part icular way how to use the infrared radiat ion. Very important be­
ginning of such work is always s tudying existing applications. Unforgettable one is a nature 
- how evolution enabled various organisms to use i t . 

M a n y animals can process parts of electromagnetic spectrum. Eyes enables mammals, 
cephalopods and arthropods to sense a visible light, some insects can even see a part of 
U V . Add i t iona l ly organisms including human often have thermoreceptors in their skin so 
they can get information about intensity of infrared radiat ion around them. 

Visible light PIR sensor structure is obviously inspired by a human eye. H u m a n eyes can 
process radiat ion A £ (380nm; 760nm) called visible light, one of the bands of an electromag-

1 Homeothermy is an aspect of homeostasis. It means keeping its inner body temperature within the 
preset limits. 

(i 



Wavelength (run) 

Figure 2.3: H u m a n body radiat ion wavelength.[15] 

netic spectrum. Seeing means receiving a light from a light source reflected by the surface 
of an observed object to our retina. A biological system composed of light-sensitive cells 
rods and cones propagates the information through nerves to brain. 

A ray coming to an eye is going through a converging lens, which changes its trajectory 
aiming to the retina, i n the best case to the most sensitive place wi th a lot of the rods and 
cons called Fovea centralis. [27] 

Heat The infrared rays surrounds us during our whole life, we sense it as heat. The heat 
receptors called thermoreceptors in our body are located on its surface (in the skin), but 
also i n organs. The structure of a skin is shown i n the figure 2.4. 

There is a difference between sensing a visible light and an infrared radiat ion. V i s ­
ible light comes mostly reflected from the surface, while the I R can originate only from 
the pr imary source - warm item. 

Our skin contains two types of thermoreceptors: sensing cold, colder than a body tem­
perature and hot, hotter than a body temperature. The skin structure is shown i n the figure 
2.4. Th is is already well described, on the other hand the evaluation center of these recep­
tors in the brain and its mechanisms is not fully understanded yet and a matter of current 
research. [14] 

Some animals even use sensing the heat as a pr imary way how to survive. Several 
groups of snakes (pythons, rattlesnakes, boas and others) use it when hunting warm-blooded 
animals (mouses, rats, rabbits etc.). Blood-eat ing organisms (vampire bats, south-american 
heteroptera Triatoma infestans) have I R receptors to look for a vein under the skin. [6] 

Discovery For the first t ime, the infrared electromagnetic waves were observed and 
named i n 1800 by German-Engl i sh astronome sir Frederick Harschel. He dispersed light 
by a pr i sm and found out that the temperature of the light is growing wi th wavelength, 
the red light had the highest one. 
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W h e n he measured the temperature behind the red light, there was no visible light 
on the table but the thermometer was showing even higher temperature moving beyond the red 
spectrum. Harshel pronounced hypothesis that except the visible light there must be also 
invisible one which we can not see. [2] 

A great coincidence is that he was an astronome, he even discovered the planet Uran , 
and it is his discovery, the I R waves, which now enables us to explore and understand 
the universe. [24] 

Infrared radiation processed by machines 

P I R (passive infrared) sensor is an electronic device that scans electromagnetic radiat ion 
at wavelength A € (700nm; 2.5mm) aka frequency / € (120MHz; A30THz). [7] 

Principles of P I R sensors There is a number of approaches how to construct such 
a sensor. The point is to convert the electromagnetic energy i n electric voltage and send it 
away v ia wire to be processed by hardware or software. 

Fi rs t way how to do it is a bolometer. It uses the fact that resistance of a resistor 
is different when changing a temperature, as shown in the equation 2.9 for temperature 
difference A T and resistor w i th original resistance RQ and new resistance Rt and wi th 
temperature coefficient a. So wi th using the same voltage it measures the electric current 
and w i t h the O h m law R = j the sensor computes instantaneus resistance. 

Rt = R0(l + aAT) (2.9) 

Another type is a thermoelectric sensor reacting to the different thermoelectric resis­
tance of exposed wire and comparative wire. 

The last is a pyroelectric detector. The principle is based on electrostatic polarizat ion, 
changing during the temperature change, [f 7] 
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Vcc 

Figure 2.5: Single element pyroelectric detector.[7] 

Sensing of the infrared radiation The structure of P I R sensor is inspirated by struc­
ture of an eye described i n subsection 2.3. A n infrared ray incoming to the sensor first goes 
through Fresnel lens a iming it onto a pyroelectric sensor as you can see in the figure 2.6. 
Then the ray is transformed i n an electric voltage. 

fresnel len 

Figure 2.6: Fresnel lens. 

This sensor is made for applicat ion in sensing of people. People emit radiat ion wi th 
characterics i n the figure 2.3. The signal is amplified and filtered by bu i l t - in mechanism, 
described later i n 4.1, to well discriminate their presence and absence. A n example is a 
scheme 2.7 of product PIR STD made by B+B Sensors. 

Figure 2.7: Sensing of P I R S T D . [8] 
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2.4 Pattern recognition 

The pattern recognition means processing of a signal and local izat ion of predefined objects. 
The form is dependent on the type of signal and the objects that we search. General ly we 
can say there are five parts of recognition pipeline. 

Sensing 

In the world of d ig i ta l computers sensing means sampling, converting a continuous signal 
into discrete samples. It is present i f the signal is being processed online. 

Through different signal types various technologies for sensing are used - image, sound, 
temperature, pressure, weight, smell etc. The sensing procedure i n the case of heat signal 
is described in the section 2.3. 

There is a few things that we need to deal dur ing sensing: noise, linearity, cal l ibrat ion, 
ageing. 

Segmentation 

The signal is spli t ted into segments by the t ime axis that are being processed separately. 
They can even overlap. Segmentation ensures fast processing saving memory and other 
resources. 

Features extraction 

Features are quantitive expression of the input signal, they replace the signal i n the following 
phases. Its purpose is to reduce memory and computat ional complexity of the processing. 
Each segment of iV samples is transformed to vector of K features, the point is to reduce 
dimensions, K << N, but preserve relevant characteristics. Choosing the right features is 
therefore key for the following classifier. 

To have good results the features should be discriminative (distinguish between classes), 
invariant to the transformations (translation, rotation, scale, deformation etc.) and decor-
related - mutual ly independent. 

Vast number of described ways how to create features exists - Principal Component 
Analysis ( P C A ) , Linear Discriminant Analysis ( L D A ) . They can be used generally, but 
there is also many special application-dependent features. 

sens ing s e g m e n a t i o n feature 
ext rac t ion 

c lass i f ier 

/ 
M 

I \ J 

signal samples 

\ t 
IV / 

segments feature vectors 

Figure 2.8: Preprocessing pipeline. 

Mul t ip l e thesis and articles were wri t ten on the topic of heat signal processing. For the 
feature extraction, [26] suggests Wavelet Transformation, [25] uses chirplet-based features, 
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but also tests other feature-extraction methods: P C A , Expanded-Class L D A or fusion of 
P C A and L D A feature vectors, [12] calculates w i th the signal itself. 

Classification 

Before we w i l l describe the classification phase, several terms must be defined: 

• Detection is a classifying of presence of observed object or characteristic. 

• Identification is an assigning the observed object to one of N classes. 

• Detection Error Tradeoff'is a relation of miss to false a larm probabil i ty of a classifier. 
The goal is min imiz ing both wi th finding the best settings of classifier parameters. 

Th is thesis performs a detection of a presence of a person. In the case of positive detection 
identification of the si tuation is made - what was actually detected and whether it is 
a person or more people etc. 

F ind ing the most suitable classifier for the task is fundamental, but consequent to 
the feature extraction method we use. A t the end of the day, inputs of a l l the methods is 
a vector of features for each segment. There are linear and non-linear classifiers, separating 
the hyperdimentional space into segments. Then the segment is detected or identified i f 
features vector geometrically lies in the right segment. 

It is also possible to perform some k ind of transformation before classification if the space 
is not separable linearly. B u t other attitudes are also possible like a lgori thm K-nearest 
neighbors. 

A n output of a classifier can be either a hard decision or some k ind of soft score, which 
can be later processed by a postprocessor - used to merge data from more classifiers or 
something else. A classical linear classifier is used i n Linear Regression or Support Vector 
Machine ( S V M ) . Each neuron of recently very popular Neural Networks (NN) can also be 
represented wi th linear classifier. 

Figure 2.9: Linear classifier.[4] 

Postprocessing 

Dur ing postprocessing different information than pattern are used, procedure is connected 
to the concrete task. This parts often includes hard decision, if the classifier's output is a 
soft score - prices are taken into consideration, the simpliest way is using treshold. 
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Chapter 3 

Design Description 

The design of the whole project is split i n two products - sensing device and the processing 
and visualising program - a server. Sensor measures signal sensing the observed space 
wi th connected P I R sensor and sends the data. The server collects the data from the 
sensor/sensors and performs the recognition of people and fusion algorithms over the results, 
if mult iple sensors are connected. 

Results might be displayed in the visualizat ion program. The data are being sent over 
network. In the implementation, L A N is used, but it could be possible to use the Internet 
and send the data to the remote visualizer. 

3.1 Sensor device 

Heart of the sensing device is a preprogrammed M C U wi th P I R connected. Such device 
uses A D convertor to read the signal value from the sensor. The device may also perform 
fixed-sized segmentation i n order to increase the effective data speed w i t h sending more 
samples wi th in one chunk, but w i th regard to preserving real-time nature. 

One of the great issues, that need to be solved, is determining the posit ion of the 
sensor, or even worse - mutual posit ion of mult iple sensors when used. Unless it is known, 
no fusion can be done. If the intention is to sense the door area and count number of 
incoming/outgoing people, then a posi t ion of the door is required to be known in advance. 

Very elegant solution is suggested i n [23]. Three P I R sensors are places i n fixed mutual 
posit ion on a board, as shown i n the figure 3.1. This brings several advantages, not only 
it increases the sensing angle, but also solves problems wi th posit ion of sensors, which is 
given by the board construction. Such a construction is unsuitable to use i n rooms though. 

More flexible solution is probably inserting the dimension of space measured by the 
sensors and their posi t ion directly to the fusion app as parameters. Issue of this is the 
posit ioning itself. O n the other hand, this solution can be easily extended w i t h more 
parameters: posit ion of doors that can persons come or leave, windows and heaters that 
can have unwanted influence and many others. 

The device uses a serial communicat ion channel, that can be read by the server. To 
increase effectivity of the communication, the M C U sends the data i n fixed period as the 
chunk of fixed number of samples. The right size of the chunk must be chosen wi th regard 
to the effectivity, but keeping the reaction fast enough. Sampl ing period and sending period 
could be changed i n the M C U configuration using R E S T A P I if the M C U is reachable in a 
network and keeps a running web server. 
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Figure 3.1: Geometry for three P I R sensors. 

3.2 Classification server 

O n the used communicat ion medium is running applicat ion listening to the channel. Th is 
server parses the chunks sent by the devices and performs the classification. 

Artefact extraction and fuzzification 

The signal produced by the P I R has a specific nature, as it is shown i n the appendix . 
There are parts, that are constant, d ivided by abrupt ly changing edges, when there is a 
moving body. The characteristics of the movement change character of the signal. 

The signal first is segmented using continuous wavelet transformation 1 w i th Morle t 
wavelet (3.1) and scale scwt = 1.33846, and the extrems are detected comparing to the 
Nn = 8 neighbors on both sides. 

= e 2 cos(5x) (3.1) 

Detected extrems are used as the borders of the segments, that lay i n between them. 
These numbers were discovered experimentally min imiz ing the sum of the within-segment 
variances of the recorded data using formula 3.2 

Scwt, Nn = argmin( ^ Uj) (3.2) 

In the next step segment distances are evaluated. Distance of two adjoining segments 
aka edge is computed as numerical difference of their within-segment mean values. 

| A B | | = / i B - fiA (3.3) 

Here comes to the game fuzzification. A designed set of fuzzy membership functions 
£ F J £S and £R corresponds wi th artefacts falling edge (F), stagnating signal (S) and rising 
edge (R). The E and R are related, they use the same wave form based on transformed 

1 Continuous wavelet transformation is a signal processing technique transforming a signal to frequency 
domain. The process is quite similar to fourier tranformation, instead of sinusoid it uses wavelet, a finite 
signal with energy E = 0, and therefore reacts better to abrupt changes.[18] 

13 



arctan() function, parametrizable w i t h tolerance t and center/shift XQ. S is based on 
gaussian function. The fuzzy set arrange is visualized i n the figure 3.2 wi th t = 10. 

, . arctanU • + 1)) 
ÍR{X) = + 0.5 (3.4a) 

7T 
Í í - W = Í h ( - x ) (3.4b) 

w - p - i w 1 < 3 - 4 c ) 

Figure 3.2: Fuzzy sets used for fuzzification. 

Every edge gets assigned its fuzzy value for each of the classes. Th is leads to determining 
artefacts, groups of neighboring segments, which has similar characteristic (falling, rising, 
stagnating), but it changes i n t ime and C W T separated them as isolated segments. 

Score of border £,ABc(%i) for the edge x% is evaluated using formula 3.5. 2 The calculation 
is done for a l l the artefact combinations ABC here, where A is characteristic of precedent 
Xi-i, B for the Xi itself and C for the follower xi+\. A, B,C G {F, S, B}. 

UBc(xi) = (U(xi-i)) A P (tB(xi)) A P (&(xi+i)) (3.5) 

The combination indicat ing artefact border are put together as same as the rest. That 
is reached using formula 3.6. 3 

2Operator Ap here means product fuzzy T-norm: A Ap B = }A{X) • /s(x). 
3Operator V p e here means probability sum fuzzy S-norm/T-conorrn: A V p e B = /a(a;) + /s(a;) — 

Other variants could be considered too - maximum, Lukasiewicz, etc. 
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Border indicat ing combinations are those, whose precedent and own combination differ, 
aka. {SF* FS*, RF*, FR*, RS*, SR*} . The rest, {FF* SS*, RR*}, means no edge. The 
results are tresholded for T = 0.5. 

fi[i\ = V P E ( 0 ( 3 - 6 a ) 

fo[i\ = \ / P E ( 0 (3.6b) 

Newly created artefacts w i l l be used to form feature vectors, filled w i th each one's 
characteristics. Suggested metrics are variance and mean value of samples wi th in artefact, 
linear extrapolat ion scope of the artefact, linear extrapolat ion scope of predecessor etc. 

The linear extrapolat ion scope can be found by formula 3.7, where IQ, l\ are y coordinates 
of first and last point of the line respectively, A is a artefact samples vector, k is the searched 
line scope, A A ^ is the difference score of artefact A and line w i t h scope k. It can also be 
used as a feature. Graph ica l representation is to be seen in the figure 3.3. 

= kA[i] -Mo (3.7a) 

k = (3.7b) 
| A | 

A A , f c = £ ( A [ i ] - * [ i ] ) 2 (3.7c) 
ie{i,...,|A|} 

lo,h = a rgmin(A A , fc) (3.7d) 
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Classification 

Extrac ted feature vectors for every detected artefact w i l l undergo classification procedure 
consisting of mult iple dichotomic classifiers, each evaluating single decision - whether the 
movement is present or not, i f the movement is in the center or on the aside, if the movement 
is closer to sensor or far, and i f possible, i f the person is on the left side or right. 

The suggested solution of classification is based on linear regression, searching for the 
best linear separation of the t ra ining data using linear classifier 3.8, where x is an input, 
a{a) is activation function mapping M —> (0; 1) and w,wo are searched parameters of the 
classifier. 

y(x) = a(w x + wo) (3-8) 

The estimation of classifier's parameters w,wo means maximiz ing the posterior proba­
bilities of each t ra ining data as same as solving the equation 3.9a, i n the logar i thm domain 
3.9b. 

p(t\X.) = argmax l\ y(xn) l\ {1 - y(xn)} (3.9a) 
nSCi nSC 2 

N 
- l n (p ( t |X) ) = - ^ { ( t „ ) l n ( y „ ) + (1 - t „ ) l n ( l - yn)} = E(w) (3.9b) 

n=l 

The searched extrem of 3.9b means derivation 3.10a equal to 0, solved numerically using 
3.10b. 7] £ (0; 1) is a converging parameter, the computat ion can be stopped either after 
fixed step count or using min ima l solution improvement e < |u ; ( T + 1 ) — u;( T)|. 

N 

S7E(w) = Y,(yn - tn)xn = 0 (3.10a) 
n=l 

u A + i ) = W(T) - vVE(w) (3.10b) 

The classifier's output is a 2D fuzzy value matr ix , representing the area in front of the 
sensor. It is inspired by the space representation by cellular automata, which carves it into 
small homogenous segments. The fuzzy value at certain index expresses a presence of a 
person at the posit ion. Even though the space because of the construction of sensor has a 
shape of circular sector, it can be easily represented by classical 2D matr ix , as it is shown 
in the figure 3.4. 

Figure 3.4: Representation of circular sector. 
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Each of the scores is merged together, creating the resulting matr ix , as shown i n the 
figure 3.5. Formula 3.11 illustrates the base of merging process. The trait „object is closer 
than T " is scored as direct output of the classifier for the distance trait , for „object is further 
than T " , the score of the assertion is a fuzzy negation of the classifier output. Classifier for 
K = distance must be trained for classes wi th distances < T,> T. 

In this case, the area has only two distance states - closer or more distant than T . These 
traits are directly dependent on the labeling. W i t h a sufficient number of t ra ining data, a 
lot of traits can be created, enlarging the matr ix and making the results more accurate. 

For the assertions „object is on the left" and „object is on the right", a classifier trained 
wi th appropriate labels is used, and the logic of evaluation is the same. Merging statements 
is reaching the index score, and is designed using fuzzy T-norm of traits. 

-^/j- ^ j^K=distance 

M>T = N ( A K = d i s t a n c e ) 

M < 0 o = A K = l e f t 

M > 0 o = N(AK=left) 

M < 0 o , < T = N(AK=left) AP A K = d i s t a n c e 

(3.11a) 

(3.11b) 

(3.11c) 

(3.11d) 

(3.11e) 

Figure 3.5: Weight ing of regression score to area matr ix . 

Defuzzification 

To get the results i n a form of coordinate(s) of classified objects a cluster analysis is done. 
It calculates a clusters of high membership values, for opt imal izat ion a-cut on a certain 
level or tresholded matr ix can be used. A l g o r i t h m P A M (Par t i t ioning A r o u n d Medoids is 
used), similar to k-means, where i tem called medoid is used to represent the cluster instead 
of mean. 

PAM(k, data) = argmin 11dataidataj (3.12) 
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To estimate the k, elbow method can be used: calculat ing k-means for different k values 
and taking the one wi th min ima l within-cluster sum of square (WCSS).[10] [22] 

k 

WCSS = ^2^2\\x - fn\\2 (3.13) 

Very important is computing a distance of two segments. Since the original circular 
sector segmentation is not homogenous, the distances varies w i th each distance. It can be 
calculated though using cosine law. P = (d, a) is a segment given by polar coordinates, d 
is distance and a is azimuth. 

| P i P 2 | = ^{d1Y + {d2Y-2d1d2{a1-a2) (3.14) 

Fusion 

It could be possible to use mult iple sensors. Using more sensors brings advantages: the 
measuring might be more precise since the person presence classified by two independent 
sensors is not only more probable but the computed posit ion can get more accurate than 
when using only one sensor. 

The disadvantage is higher price and need for mechanism to process the configuration: 
mutual orientation and posit ion of the sensors, as same as posi t ion of the objects i n the 
room like doors or windows as „ h u m a n sources", or borders of the room. 

Fusion precedes defuzzification. A l l the computed sensor areas represented by fuzzy ma­
trices are merged into empti ly-preini t ial ized whole area representation. Since these relations 
between the indices are stacionary, it can be precounted after the setting the configuration 
for the room. 

A s shown i n the figure 3.6, the resulting matr ix wi th fuzzy values creates fragments 
wi th shape of either a circular sector of a circle, or a circular sector of a annulus. To avoid 
overcomplicated computations, these shapes can be simplified by representing them wi th 
triangles. 

We have a circular sector w i th center S, radius r , arc edge points L, R and their polar 
angular deviations from the center are being (fL, (fR, global az imuth of the sensor is UJ. Such 
a circular sector can be represented wi th a triangle SLR, as shown i n the formula 3.15. 

Such object is i n the figure 3.6 displayed split by its height. Height can be easily found, 
it is a vector SH, where H = L + ^LR. 

S = S (3.15a) 

L = S + r * (cos(u + <PL), sin(ui + <PL)) (3.15b) 

R = S + r * (cos(u + <PR), sin{uj + <PR)) (3.15c) 

In the case of the circular sector of annulus, we have center S, polar angular deviations 
(fLytPR a n d radiuses of the bordering arcs, m in ima l radius n and max ima l radius r2. Th is 
can be overlaid by trapezoid L\,R\, R2, L2, the AtpLfR should not be to big, otherwise a 
significant discrepancies can occur. The formulas for stating the trapezoid points are shown 
in the formula 3.16. 

L\ = S + r i * (COS(UJ + <PL), sin{uj + <PL)) (3.16a) 
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Ri 

R-2 

L-2 

S + n * (COS(UJ + ipR),sin(oj + <^H)) 

5 + r 2 * (cos(u; + (pL),sin(u> + </?L)) 

5 + r 2 * (cos(a; + (pR),sin(uj + 

(3.16b) 

(3.16c) 

(3.16d) 

Figure 3.6: Sensed Ml CM converted to triangles. 

A l l the objects were transformed into triangles. Now we get back to the global area 
matr ix representation. Below is described how to compute size of area intersection of two 
triangles. If the global area is split into homogenous mosaic of triangle sectors, the ones 
intersecting wi th sensor area ones can be found in advance, just once and saved as a part 
of configuration. 

The ratio of the intersecting sectors of sensor output matrixes over the global area 
sector gives the coefficient of their influence i n the fusion. The not-covered parts of sector 
are considered as absence. 

Two triangles intersection In order to count an intersection of two triangles, we w i l l 
need formulas 3.17. 

Let 's consider two triangles AABC and ADEF, whose intersection is needed to be 
found. F i r s t l y for each of the edges of AABC, AB, BC and CA, collisions w i th points 
D, E, F using IpcolUde and edges DE, EF, FD w i th llCollide are evaluated and separately 
sorted for each „hi t" by ascending parameter p. 

After that each of the vertices D, E, F are tested for laying inside the triangle (not on 
the edge though). If so, they are marked. F i n a l l y a l l these three lists are merged together 
w i th vertices, if they are marked, in clockwise order, aka DE, D*, EF, F*, FD, D*. 

L AB,pe(0;i) (X) = A + p • AB - X (3.17a) 

LA,B,P = 0 

otherwise 
(3.17b) 

lPA,B,X A LC,D,X 

otherwise 
(3.17c) 
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W h a t needs to be point out, the object whose vertices were just counted is always 
convex. Provided this is acknowledged the area of the object can be counted using altered 
P ined fil l ing a lgori thm or another fill ing a lgori thm as same as for a triangle. 

Global area representation It is pretty simple to convert the problem of merging al l 
segments of sensor output matrices into transforming a l l the segment shapes to triangles. 
Then they can be a l l put together into global area dependently on their mutua l positions. 

The global area must be segmented as well w i th a segment being representant of a part 
of the area. The fuzzy value for each such segment is derived from the sensor area segments, 
that correspond by posit ion. Since the overlap does not have to be, and probably never w i l l 
be perfect, there must be an algori thm, that would generate a polynome of areas influencing 
the value of the segment as well as coefficient for influencer. 

Intuitively, the global area could be segmented homogenously into squares. Th is layout 
has a lot of advantages. P rob lem is, that the a lgori thm generating the coefficients w i l l 
count w i th a ratio of surfaces. The intersection of areas of triangle and square is not as 
easy as intersection of areas of two triangles. To use this, the area could be rather than 
into squares split into triangles, example shown i n the figure 3.7. 

/ v 

^ / 
/ ^ 

/ *v /^ / & 

/ s / 
^ / 

/ ^ 

,v / 

/ - v 

Figure 3.7: Representation of global Ml CR w i th triangles. 

Formally, formulas 3.18 specify RI*CR RS 3D function wi th th i rd dimension being a bool , 
one of the values 0,1 and conversion these 3D coordintes into 2D coordinates of vertices of 
the triangle. 

A(x, y) = [x * a, y * a] (3.18a) 
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T(x,y,b) 
A(x,y),A(x + l,y),A(x + l,y+l) 6 = 0 

A(x,y),A(x + l,y+l),A(x,y+l) 6 = 1 
(3.18b) 

Fusion The algori thm for getting intersecting area of two triangles can be now iterated 
for a l l the pairs of triangles of global area and triangles from a l l sensor areas. The result 
w i l l be fraction of overlap of each pair. For each area segment is held a vector of triangles 
from sensor areas, which overlaps it - the area is not zero. The coefficient of influence of 
these triangles and their fusion is shown i n the formula 3.19. 

CT,a = 
S(T n o) 

S(T) 
(3.19a) 

(3.19b) 
Va:S(TUa)>0 
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Chapter 4 

Implementation 

The implementat ion was done in two parts - implementat ion of sensor device, that senses 
the signal and sends it i n chunks, described i n 4.1, and the server, that reads the data sent 
by sensor device and performs the classification, described i n 4.3. 

4.1 Sensor device 

The sensor device consists of P I R sensor and programmed M C U that samples analog signal 
from sensor and sends it v ia W i F i to a local multicast group. 

Nowadays most of the P I R sensors available on market have only a binary switching 
output. W h e n signal reaches a set treshold, output is set to logic „1" for a unit of time. 
This mechanism is suitable for a light sensor or door sonsor, completely useless for the 
needs of this project though. 

The only found sensor that offers an analog output was PIR STD by B+B Sensors. 

P I R S T D 

PIR STD is a product of B+B Sensors. It is the only found passive infrared sensor, that 
has except of the switching binary ouput also analog output. Except of operating voltage 
Vcc and ground GND pins, it also has reference voltage input, which needs to be connected 
to ^Sf-V. The opt ical resistance pins can be also used for addi t ional classification, fusion 
w i t h the infrared signal classification results and making the final result more accurate. 

P i n layout table from the sensor operational manual is shown in the table 4.1. 

P i n Code T y p e Description 
1 A N A 0 A n a l o g output 
2 R E F I Reference voltage 
3 G N D 0 G r o u n d 
4 O U T 0 B i n a r y (switching) output 
5 G N D 0 G r o u n d 
6 V C C I Operat ing voltage 
7 L D R 0 Op t i ca l resistance 
8 L D R I Op t i ca l resistance 

Table 4.1: P i n layout of P I R STD.[8] 
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The PIR STD scheme shown in the figure 4.1 processes the signal i n three stages going 
from left to right. The first two stages filter and amplify the signal, output of this is the 
sensor analog output. The th i rd phase generates binary output from the analog. 

Figure 4.1: Scheme of PIR STD.[8] 

I. stage The first stage starts at S of the PIR sensor, following wi th noise/lowpass filter 
consisting of the amplifier U1A and the feedback components R3, C 4 , C 8 , R14, C9, R14. 
There is also highpass filter done by R6 and C 3 . The output of this stage is a signal w i th 
frequency between fn and fni amplified ATJIA times. 

fm = „ p

 1

 r (4-lb) 

The choice of resistor -R3,14/^3,15 and capacitator C ^ s / C ^ g is done by connected switch. 
The value of resistance and capacitance of the components can be counted w i t h formula for 
parallel connection. 

RA,B = W + W ( 4 2 ) 

KA riß 

CA,B = CA + C B (4.3) 

The same for the resistors i?5,i6 and i?5,i7 and capacitators CQ,\Q and CQ^\\. 

F L 1 = 2 ^ k c 3

 ( 4 - 4 ) 

A U 1 A = 1 + ^ (4.5a) 

A'UIA = 1 + ^ (4.5b) 
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I I . stage The second processing stage focuses on amplification. It also includes lowpass 
filtering done by C 5 and R4 and highpass filter performed by the feedback of amplifier U1B. 
The greater amplification is also made by the divider bridge (R8, R9, RIO, Rll) connected 
to the positive input . The output of frequency between max(fT,i,fr,2) and min(fHi, fwi) 
amplified AUIA • Ay\B times is an analog output connected to the p in 1. 

IH2 = 

fl2 

1 

2^5^6(^6,10 

1 

2 7 n R 5 ] i 7 C 6 , i i 

1 

A U 1 B = 1 + 

2irR4C5 

-^5,16 

Ri 

A' - 1 + R 5 ' 1 7 

(4.6a) 

(4.6b) 

(4.7) 

(4.8a) 

(4.8b) 

I I I . stage The th i rd phase performs top-bot tom tresholding generating binary output 
used in simple industr ia l applicat ion. It is not used i n the project. [3] 

Connecting the sensor 

P I R sensor is connected to the M C U . Except for source, ground and output which are 
connected directly, PIR STD has also reference voltage input, that should be approximately 
^•V. To ensure that a voltage divider is used wi th two resistors of the same resistance 
Rx- D u r i n g the testing lOOkfi resistors were used. The circuit is shown i n the figure 4.2. 

Rx 

c 

P I R 

REF 
1 1 1 Rx 

1 1 1 

M C U 

c 

P I R 

VCC 1 
M C U 

c 

P I R ANA Al M C U 

c 

P I R 
GND GND 

M C U 

c 

P I R M C U 

Figure 4.2: Connect ion of P I R and M C U . 

Product design 

A printed circuit board was designed (figure 4.3) and a prototype was printed wi th a P C B 
dr i l l in electronic laboratory at FH Vorarlberg to illustrate the possible size and design of 
the final product. 

The dimensions of final product were minimized to 50 x 50 x 25mm. It was possible 
to prototype a board connecting the N o d e M C U microcontroller, sensor P I R S T D , 2 A A 
battery case and control elements (reset but ton, status L E D ) wi th in these dimensions. The 
sensor case design was briefly sketched too. 
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Figure 4.3: C i rcu i t board. 

Sampling 

The module is programmed to read signal in sampling frequency and send the data to 
server. 

A D conversion The projection of voltage to a value is done by the bui l t - in functionality, 
accessible by standard l ibrary function analogReadO. The sets of analog values A and 
digi ta l values D according to documentation of the functionfl] and the sensor[8] and the 
morphism c are shown i n the formula 4.9. 

A = (0; Vcc) (4.9a) 

£> = {0;1;. . . ,1023} (4.9b) 

1023XA 
c : A -)• D = xA ->• , x A e D (4.9c) 

vnr. 

Sampling frequency The usable sampling frequency can be estimated: the fresnel lens 
of PIR STD splits the area into 10° = jg circular sectors. Object moving around the sensor 
in the distance 0.5m wi th speed lbkm.h-1 = 4 . 1 6 6 7 m . s _ 1 (very fast run) passes the central 
circular sector i n 

s 0 . 5 * t o ( 1 0 ° ) 
t = - = ^ — - = 0.02116s (4.10) 

v 4.1667 v ' 
This means the frequency of the movement through the circular sectors is 

/ = - = = 47.259#z (4.11) 
J t 0.02116 v ' 
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According to Shannon theorem [21], the sampling frequency must be at least twice as 
big as the max ima l frequency i n the signal, which leads to 

Fs > 2 * 47.259 = 94.518 (4.12) 

Rounding up gives us min ima l sampling frequency 100Hz, or sampling per iod 10ms. 
resulting wi th 2B sample i n throughput \i 

bit 
a = Fs* (sample! * 8- = 100 * 2 * 8 = 1Mbps (4.13) 

byte 

M C U Program 

The N o d e M C U is programmed to sample data w i th fixed sampling frequency and form the 
sequential segments out of i t . A iV-sized segment is then sent away using ESP8266 present 
at the module. A multicast technology is used, enabling mult iple servers to work over the 
data concurrently and also ease of in i t ia l izat ion of communication, where the channel is 
predefined, so no mutual I P address is needed. The sending frequency can be derived from 
sampling frequency Fs w i th formula 4.14. 

Fsend = ^ (4.14) 

The program is wri t ten i n C + + and programming the module is done wi th Ardu ino 
I D E . Several libraries are used that need to be downloaded to the I D E from its repository. 
ESP8266 libraries for networking (multicast, H T T P ) and E E P R O M l ibrary to operate 
E E P R O M persistent memory. Ex te rna l l ibrary was used for functionality of web interface 
for in i t ia l izat ion of W i F i of module. 

M C U runs H T T P server, enabling remote configuration of the M C U at the runtime 
without reprogramming and reset. It is possible to set sampling frequency or period wi th 
the altering other correspondingly as same as sending period, frequency, or segment size 
wi th a preset implementat ion l imi t . The R E S T A P I also enables to set the multicast 
channel, bo th address and port, turning debugging informations on/off to serial line. 

4.2 R E S T A P I of M C U H T T P server 

The M C U runs a R E S T A P I , that can configure i t . The A P I includes following options: 

Resource Description 
/ Welcome page. 
/ conf ig Configuration of module. 
/config/mcast Configuration of multicast channel. 
/config/sample Configuration of sampling. 
/config/send Configuration of sending. 

/ l o g Logs. 

Table 4.2: R E S T A P I resources overview. 
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/conf ig/mcast Configures the multicast channel. 

enabled Enables/disables sending. Default ly enabled, 

address Sets multicast channel address. Default ly 224.0.0.1. 

port Sets multicast channel port . Default ly 1234. 

/conf ig/sample Configures the sampling. 

Exac t ly one of the parameters must be present (ignored otherwise): 

frequency Sets sampling frequency, subsequently changing sampling period (4.15) 
and segment size (4.16). Default ly 100. 

period Sets sampling period, subsequently changing sampling frequency (4.15) and 
segment size (4.16). Default ly 0.01. 

/conf ig/send Configures the sending. 

Exac t ly one of the parameters must be present (ignored otherwise): 

frequency Sets sampling frequency, subsequently changing sampling period (4.15) 
and segment size (4.16). Default ly 0.5. 

period Sets sampling period, subsequently changing sampling frequency (4.15) and 
segment size (4.16). Default ly 2. 

N Sets segment size, subsequently changing sampling frequency and period (4.15). 
Default ly 200. 

The segment size must lay between 10 and 1024. If set value causes inval id value of 
segment size, request w i l l be ignored. The conversion to segment size iV is shown i n the 
formula 4.16. 

f = T —l (4.15a) 

(4.15b) T = f - l 

- l 

(4.16a) 

(4.16b) 

(4.16c) 

(4.16d) 

/log Shows last events of the sensor in a form of logs. 
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4.3 Classification server 

Monitor is the classification server, that collects data from the sensors and performs clas­
sification algorithms described i n 3.2 w i t h it . 

The main software design is based on M V C (model-view-controller). The model reads 
the data from file (offline), or right from serial line or multicast channel (online, realtime) 
and performs a classification over them. The view is presenting the output of the model 
calculation to the user. 

Data sources 

Moni to r can read data from serial port, multicast channel or replay saved data from a 
file. This feature is done using class Reader from the module comm and inherited classes in 
modules comm_serial, comm_mcast, comm_replay. 

Class Reader corresponds wi th the design pattern Singleton, holding one single instance 
for each serial port, multicast channel and file to avoid opening mult iple handles and po­
tential data race. 

Instantiation of the object is done in the first demand for it in the cal l of static method 
getReader(). Each object then possesses separate reading thread, that ensures updat ing 
of the data. Ge t t ing the last received segment is through the method getSegment () , a 
thread lock is used. The whole design is shown i n the figure 4.4. 

The data source objects, inherited from Reader are assigned to the objects in view part. 
These graphical objects hold reference to the getSegment () method of l inked object in 
model part for access to the updated data and to present them to the user. 

The example of reading data using the Reader interface and its inherited classes is 
shown at the listings 4.5 (offline) and 4.6 and 4.7 (online). W h e n the data are read offline 
from file, the data are read as one chunk per file and processed together, the online reading 
is performed i n loop wait ing for chunk to come from the sensor module. 

Classification model 

The segmentation and parsing into artefacts, which cover the feature extraction, is held 
by the module segment.py w i th class diagram 4.8. The parseArtefacts() i n this case 
is a factory for artefact vector. In implementat ion it uses both Segment and Edge, these 
classes can be even used separately, but the recommended way how to perform the feature 
extraction using this module is presented at the l ist ing 4.9. 

The each of the feature vectors is then separate input to the classifier, represented by 
the module model.py. The recommended usage is shown at the l ist ing 4.10 

The output of each classifier was postprocessed i n order to maximize the possible score. 
The evaluation metrics is described i n the section 5.2. The postprocessing is doing over 
each received chunk separately. 

Operation, that is often used is using single smoothening filter w i th a memory, de­
fined formally by formula 4.18, filtering input artefact vector a to output / ( a ) , using inner 
memory vector m and saturation function S{x) 

p is smoothening parameter w i th opt imal value approximately p £ ( 0 , - 1 ) , where 0 
means no influence and —1 means absolute influence of previous artefact. 
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comm.py 

'• comm_serial.py 

Reader 
+ init_{ifce_name) 

- runQ 

- port: file handle 

Reader 
+getSegment(): f!oat{N] 

+record(bool) 

+getReader(): Reader 

- segment: fioat[N] 

- readers: ReaderU 

I 
comm_mcast.py 

Reade r 
+• init (group, port) 

• run(l 

\ comm_replay.py 

Reader 
¥ init (filename) 

• run() 

• file: file handle 

Figure 4.4: U M L diagram of Reader classes. 

import comm_replay 
# . . . 
x = comm_replay.Reader.readFile(path+'/'+filename+'.csv') 
# . . . 

Figure 4.5: Reading file using comm_replay .py module. 

import comm_serial 
# . . . 
reader = comm_serial.Reader.getReader(Vdev/ttySO') 
while True: 
x = reader.getSegment() 
# . . . 

Figure 4.6: Reading serial file using comm_serial.py module. 

import comm_mcast 
# . . . 
reader = comm_mcast.Reader.getReader('224.0.0.11234) 
while True: 
x = reader.getSegment() 
# . . . 

Figure 4.7: Reading multicast channel using comm_mcast .py module. 

29 



segment.py 

S e g m e n t 

+ init (float[N] xjnt pos) 
+mu(): float 
+var(): float 
+len(): int 
+pos(): int 
+xcenter(): int 

JrseQmentize(float!Nl): Segrnent[] 

- cwtCoef: float 
- edgeOrder: int 

A . 
A r t e f a c t 

+append (Segm ent) 
+setPrev:ousArtefact(prev) 
+samples(): float[N] 
+mu(); float 
+var(): float 
+len(): int 
+getK(): float 
+getFeatures(): floatfK] 

+parseArtefactsffloaHNl): Artefactf] 

• segments: Segmentf] 

<-<instantiate>> 

E d g e 

+ init (Segment[]) 
+Dmu(): float 
+Dvar(): float 
+S(): fuzzy 
+RQ: fuzzy 
+F(): fuzzy 
+getKsi(key): fuzzy 
+edaifv(Senment[Nl); Edge[] 
- Khi: dict<kev: fuzzyset> 

Figure 4.8: U M L diagram of Segment classes. 

1 import segment 
2 # . . . 

3 artefactsVector = segment.Artefact.parseArtefacts (x) 
4 featuresVectorVector = [a.getFeaturesO for a i n artefactsVector] 
5 # . . . 

Figure 4.9: Feature extraction using segment.py module. 

1 x > 1 

S(.r) = { 0 x < 0 (4.17) 

x otherwise 
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import model 
# . . . 
c l a s s i f i e r s = model.Classification.getTrainedO 
for featuresVector i n featuresVectorVector: 

areaMatrix = classifiers.evaluate() 
# . . . 

Figure 4.10: Classification using model.py module. 

model, py 

Reference 
+ init (sir filename) 
+• getArtefactReference(int artefactlndex): fuzzy 
+• get5ampteReference(int samplelndex): fuzzy 
+ getRangeReference(int start, intend): fuzzy 
+ getDataPathf): str 

- artefactOfSamplefint samplelndex): int 

+ generateReferences(str name): Referenced 

- area: fuzzy[][] 
- classifiers: Classifier[] 

L inearRegress ion 
t- init (sigmoid) 
f load(filename): 
f save(filename); 
\- postprocessPresence(A): A 
f postprocessCenter(A): A 
f postprocessDistance(A): A 

- smoothenSlopePresenceForwards: float 
- smoothenSiopePresenceBackwards: float 
- smoothenSlopeDrstanceForwards: float 
- smoothenSlopeDrstanceBackwards: float 

Class i f ie r 
I- init (sigmoid) 
h addTrainData(xf reference): 
h train(): 
h classify(x): result 
V load(data): 
h saveQ: 

- srgmoid(x): y 
- trained: bool 
- traindata: [] 

Gauss i anC lass i f i e r 
_ in it (sigmoid) 

^0 

Class i f icat ion 
\-_init_0 
K addTrainData(directory): 
H train(sa^e): 
I- !oad(): 
I- save(): 
H classify(float[K] features); 
I- performJest(directory): fuzzy[4] 
v evaluate(testset): results 

h getTrained(): Classification 
h retrain(trainset): Classification 

V getTrainSet(): str[] 
I- readTrainSetf) 
h setTrainSetfstrf], persistent) 
I- Qei-7isrtSetf): sfrfj 
I- readTestSetQ 
\- setTestSet(str[], persistent) 

Figure 4.11: U M L diagram of M o d e l classes. 

m[0] = 0 (4.18a) 

fp(A) = Vz G (0; | A | ) : /(a[z]) = + m[*]),m[» + 1] = 5(5(A[z] + m[i\) + *p) 
(4.18b) 

To find the best fitt ing parameter p value, equation 4.18 can be altered in order to run 
the opt imal izat ion by maximiz ing conjunction w i t h vector of reference keys KX for each trait 
over the whole t ra in set VA, as shown in the formula 4.19. This operation is introduced 
later i n the table 5.1. 

argmaXpC^ fp(A) ' Kx(A)) * 100% (4.19) 
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4.4 User Interface 

Monitor as a classification server is endowed wi th simple G U I for the needs of monitor ing 
the signal real-time and recording of the data sets used for t raining, testing and evaluating 
the results. The interface is shown in the figure 4.12. 

Since the programming language used for the Moni to r was Py thon3 due to many amaz­
ing libraries focused on the machine learning and classification (numpy, scipy, matplot l ib) , 
for G U I was chosen a l ibrary TKinter - as a part of standard Py thon3 l ibrary is always 
present whenever Py thon3 is, the usage is pretty simple and it is easy to connect w i th 
matplot l ib , graph plot t ing library. The whole G U I is s t i l l designed as a prototype, for 
the system deployed to the real situations it would be probably too slow and not flexible 
enough. A s an alternative, Q t might be considered. 

Structure of the view 

Figure 4.12: Mon i to r G U I prototype wi th sample data. 

The classical menu bar w i t h dropdowns appears in the top of the window. Dropdown 
File contains option to switch to the record mode over the source in the active tab and 
opening the tab wi th a source from file. The side menu contains possible sources to read: 
multicast channels or serial ports. Checking opens a new tab wi th a real-time view of the 
signal of the source as well as the area view, classified by the system. 

In order to record a signal into a file, a recording session needs to be created and 
arranged. The session is made from recordings. The lengths of recordings and t ime delays 
before each recording are adjustable. Th is enables recording session to fulfil the needs for 
any k ind of movement to be made. To work properly wi th the program, the names of the 
exercises must match the name of the session and they must have appendixes _ 1 , _ 2 , ... . 
A n example is shown i n the figure 4.13. 

Structure 

The whole Mon i to r is made as model-view-controller pattern. The view consists of module 
app.py w i t h the class A p p controll ing the processes inside of the view. Two more modules 
are present, ui.py and views.py. 

The ui.py is a adapter over several T K i n t e r classes w i th slight extension of its function­
ality according to the needs of A p p class. It contains CheckBu t ton connected wi th a data 
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Recording: ..a/e_6/e_6_3.csv Close 
[Sessionl 

Record 
Load from file 

Delay [s]: 
IE 

Measurement X 
Name: |Sessionl 1 
Length [s]: |15 

• Signal 
Delay [s]: 

IB 
Measurement X 
Name: |Sessionl 2 
Length [s]: |15 

• Signal 
Add measurement 

Save to file 

Figure 4.13: Mon i to r G U I recording session dialog. 

source, which repeats testing the connected source availabil i ty and enables or disables itself 
by that. Notebook extends TKinter.ttk.Notebook w i t h a simple graphical widget, M e n u 
represents the menubar. 

The whole graphical design consists of mult iple parts w i th various roles, assembled 
together i n one window. For scalabili ty reasons each of this „views" is implemented as a 
separate class inside the module views.py. Classes Mul t icas t V i e w and Ser ia lView are used 
in the side menus wi th checkbuttons for each data source, multicast channel or serial port. 
SignalView and A r e a V i e w are the main part of the tab system (notebook), visualizing the 
received segment and the counted area fuzzy matr ix . The Rep layView can be seen when a 
replay is shown as a data source, it contains the but ton controll ing the replaying of the file. 
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: app.py 

A p p 
+ getQ: App 
+ init (root) 
- create_main() 
- create_window() 
- create_menuQ 
- create_tab(name) 
- c[ose_tab(name) 
- create_multicastview() 
- create_serialview() 
- create_signa!view(master, reader, recorder) 
- create_areaview(master, reader) 
- create_repiayview(master, repiayer) 
- create_recorderview() 
• startRecordingSessionQ 
- startRepiaySessionQ 
- switchRecording(recording) 
- showAboutQ 
- update_window() 
- close windowf) 
+ main!oop() 

•root; tk.TkQ 
- getReader(name): f():int[N] 
- getRecorder(name): f(name) 
- getExtractor(name): f():int[K] 
- getReplayer(name): f() 
- tabControi: ui.Notebook 
- serialView: views.SerialView 
- multicastView: views. MulticastView 
- recorderView; record. View 

ui.py 

C h e c k B u t t o n 
+• init (mäster, name) 
¥ stopUpdateQ 
¥ run() 
¥0ff() 
- updateQ 
- checked() 
• disabiedQ 

• master: tk.FrameQ 
- name: str 
- checked: f() 
- unchecked: f() 
• alive: f() 
- threadid: int 
- button: tk.CheckButton 

M e n u 
- init (root) 
- addDropdown(dropdown) 

- menubar: tk.MenuQ 

N o t e b o o k 

Jnit (ondose) 

views, py 

S e r i a l V i e w 
h init ( master) 
h begln(create, dose) 
f disableQ 
h updateQ 
Y uncheckQ 
- SOrtByNumericAppcndix(Str name) 

- root: tk.FrameQ 
- buttons: {str: tk.CheckButton()} 

M u l t i c a s t V i e w 
- init (master) 
• begm(create, dose) 
- uncheck(name) 

- root: tk.Frame() 
- buttons: {str: tk. CheckButton()} 

R e p l a y V i e w 
• init (master, replay) 
• restart() 

- master: tk.FrameQ 
- frame; tk.FrameQ 
- replay: f() 
- replayBtn: tk.ButtonQ 

S i g n a l V i e w 
¥ init (root, master, reader, recorder) 
¥ show() 
- updateQ 
¥ manuaiUpdate(event) 
¥ showMenu(event) 
¥ recordMenuHandler(fiienamer status) 

- master: tk.FrameQ 
- getData: f():int[N] 
- record: 
- afterld: 
- fig; matplotlib.pyplot.FigureO 
- subpit: SubplotQ 
- record: f() 
- afterld: int 
- canvas: FigureCanvasTkAggQ 
- menu: MenuQ 

R i g h t M e n u 
+ init (master, refresh, record) 
+ pauseQ 
+ switchRecordQ 
+ show(x,y) 

- record: f() 
- recording: bool 
- popup: tk.MenuQ 

A r e a V i e w 
I- init. (master, reader) 
h show(data) 
• updateQ 
h manualiipdateQ 

• master: tk.FrameQ 
• reader: f(): fuzzy[2][2] 
- afterld: int 
- fig: matplot!ib.pypiot.Figure() 
- subpit: SubplotQ 
• canvas: FigureCanvasTkAggQ 

Figure 4.14: Class diagram of view part. 
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Chapter 5 

Experiments 

5.1 Data acquisition 

A output of a sensor as you can see i n the figures 5.1 and 5.2 is very discriminative - w i th 
a bare eye a movement from no movement is distinguishable. A detection of presence used 
in light sensors can be implemented wi th tresholding, this att i tude is not very suitable for 
classification of anything else except the presence itself. 

In a ca lm state the sensor sends a constant s igna l 1 . Movement i n the sensed area causes 
abrupt changes of output. W h e n the object either leaves the area, or stays completely calm, 
the signal changes are getting slower and after a l i t t le while the output voltage gets i n the 
calm state again. 

10(1(1 

H0C1 

S 600-

< 

I 400 • 

200 • 

0-1 1 i i 1 1 1 

0 1000 2000 3000 4000 5000 
samples 

Figure 5.1: Signal of zero movement. 

Therefore, the nature of the signal does not seem to need a complicated method to 
perform a classification on i t . Fourier transformation and wavelet transformation were 
considered for feature extraction. The abrupt changes in the signal could be problem for 
F T , because it can not represent it efnciently[26], but unlike sinusoids, the wavelets exist 
for a finite durat ion and they are suitable for representing abrupt changes. 

The wavelet transformation is defined as a function F^s^(x). Parameters s,k are scale 
and shift, changing them i n predefined unit and interval creates a matr ix , as you can see 
in the figure 5.4. 

1 Constant signal in the terms of electricity, slightly polluted with a background noise etc. 
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N 

,̂fc)(*)=E*N*(s,fc)M (5.1) 
n=l 

F i r s t ly The data were offline analysed using Matlab, which has implemented wavelet 
transformation. The M a t l a b is not used because it is proprietary software and the program 
would be dependent on i t . Dur ing the analysis it was found, that the data are very well 
separable using continuous wavelet tranformation. 

data = csvread('walk02.csv'); 
wscalogram('image', cwt(data)); 

Figure 5.3: M a t l a b code performing cwt. 

The t raining and testing data were recorded as a part of the work, results are shown 
and described by the appendix A . 

Labeling the data set 

Classification is implemented as supervised learning. The supervisory is implemented as 
labels for recorded files. For achieving such labels a special script classifiers/labeller.py was 
made. This script uses segment.py of Mon i to r app to make the labeling possible. 

The labeling itself is made by human. We have a recorded file w i th signal i n the format 
.csv and video file of the area as well i n the format *.mp4. Dur ing the labeling, firstly 
the signal is segmented ino artefacts using classes Segment, Edge and Artefact . After that 
artefacts are shown to the person performing the labeling. 

W h e n the program is started, it requires entering a session name to label. After that 
measurements of the session are being processed. In order to work properly, i f the session 
is named X , the session measurements must be called X _ l . c s v , X_2 . c sv , ... . 

Each artefact is shown ctS ct SI gnal plot, center frame of the video and the questions, 
that the person ought to answer. The first question is „Is the person present?". C l i ck ing 0 
or 1 on the keyboard wi th active window wi th a frame the program shows another frame or 
question dependent on the answer. The consequent questions in the case of presence of the 
person are „Is the person in the center?", „Is the parson on the left?" and „Is the person 
close?". After answering the next artefact is processed. 
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Scalogram 
Percentage of energy for each wavelet coefficient 

100 20 0 30 0 400 500 600 700 800 900 1000 
Time b 

Figure 5.4: M a t l a b cwt() output of walk03.csv. 

The labeling process is shown i n the figure 5.5. 

'M: ̂ /bc/monitor martin@Lco| 
File Edit View Search Terminal Help 

(env) martin@LeopardMintVM:-/bc/monitcir$ make labe l 
Zurrent directory i s "/home/martin/bc/dionitor". 

Figure 1 

Label » d B F L R 1 
Is the person present No. 
Is the person present Yes. 

Is the person close the ce ite-
Is the person on the l e f t ? 
Is the person close? No. 

Is the person present Yes. 
Is the person close the ce i t e r 

Is the person on the l e f t ? 
Is the person close? No. 

Is the person present D 

10 2D 30 40 50 60 

Figure 5.5: Label ing method of the data set. 

5.2 Evaluation 

A several metrics can be used to evaluate the success rate of decision. In following equations, 
A stands for tuple of \A\ artefacts being evaluated, A[i] for an artefact from this set. For 
each artefact from testing set, a label for a l l traits is known. 
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a K a • K 

a 1 a 
a 0 N(a) 
a N excluded 

Table 5.1: Classifier output comparing to reference. 

For labeling purposes, a variat ion of Lukasiewicz logic was used to cover the states, 
which B o o l logic is not able to handle, as the posit ion of person in case area is empty. The 
operation i n the table 5.1 is represents comparing the computed score and the real label 
returning a score of success of the decision. 

Input conditions for fuzzy number a G (0; 1) and K G {1,0, i V } , which is in json file 
format represented by True, False and None literals respectively. The output is a success 
rate, mul t ip l ied by 100 can be converted to percentage. 

To emulate the decision by tresholding a fuzzy sigmoid can be applied to a, mapping 
fuzzy values to fuzzy values, which are more decisive. A n example is shown at the equation 
5.2. The usage and choice of such function distorts results significantly. 

f 1 a > 0.5 , . 
a{a) = < ~ (5.2) 

I 0 otherwise 

The metrics used and described below use also notat ion described by the equations 5.3. 
These tuples contains only artefacts, that are positive for the trai t X (Ax), or negative 

(AY 

A x = (Vo G A : KX(a) = 1) (5.3a) 

A°x = (Vo G Anx{a) = 0) (5.3b) 

Fi rs t possible metric is a simple average of artefacts w i th its scores by the formula 5.4 
for trait X. S imi lar ly can be counted separately success rate for A\ and A\. 

A x = r j j j ^2 a x • KX(a) (5.4) 

The metric 5.4 does not take account of artefact length as a weight. To do so, alternation 
5.5 w i t h the weight added is suggested. 

A x ' = ~ I I yZ(ax " Kx(a))\a (5.5) 

5.3 Smoothing parameters optimalization 

Opt imal iza t ion of parameters in postprocessing smoothing function was performed accord­
ing to the 4.19. The parameters for each trait were computed, as shown by the table 
5.2. 
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Direct ion Presence Distance* Center Left 
Forwards -0 .085 -0 .001 -0 .005 N 

Backwards -0 .0025 - 0 . 1 -0 .01 N 

Table 5.2: Exper imenta l ly computed smoothening parameters values. 

5.4 Results 

The table 5.3 includes certainty of decision to presence or absence of the t rai t , equal to 
100^4x . In the case of presence, positive means presence of body in area, negative means 
absence, for distance it is body being further than 4.5m when positive, closer when negative. 
Center is positive for body being i n front of the sensor, negative for body on the side. 

Since the t ra ining is done by numerical solving of gradient descent, every t ra ining results 
in different result. To have more reflective results, accuracy was measured as mean of results 
of 10 successive trainings and evaluating of the test data set for each trait . 

The parts of data set (4m * and 5m_*) were not used due to the lack of other more 
distinct data especially i n the distance trait (for example 8m_*) which significantly distorts 
the negative rate. 

Aspect Presence Distance Center Left 
Posit ive rate 
Negative rate 

75.491 74.266 61.866 52.540 
87.083 70.681 52.823 53.451 

Tota l rate 83.743 

Table 5.3: Resul t ing accurracy on testing data. 

Reading the table 5.3 as probabil i ty would be miscomprehension, to achieve the posterior 
probabil i ty for these traits, the outputs must be converted from fuzzy to bool logic (e.g. 
tresholding) and the formula 5.6 to compute the resulting posterior probabi l i ty is used over 
them. T{x) —> 0,1 is tresholding function mapping fuzzy values to bool values wi th treshold 
0.5. 

p(/c € 0, l\A)x = — i - j - r (T(ax))\a\ (5.6) 
l°l a e A K 

Aspect Presence Distance Center Left 
Posit ive rate 
Negative rate 

75.972 75.785 63.725 49.263 
86.542 69.793 53.436 59.327 

Table 5.4: Posterior probabil i ty on testing data. 

The results of posterior probability, shown i n the table 5.4, show, that it is definitely 
possible to use P I R sensors for the purpose of localizat ion of people and possibly even 
counting them. The results itself in the tables 5.3 and 5.4 are probably not sufficient for 
a deployment in the real situations. The relatively low results can be caused by multiple 
aspects. 
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The most obvious aspect that could influence the accuracy of the classification of the 
testing data is the method of labeling. The reference medium for labeling were video 
recordings, synchronized wi th the recording session i n the monitor by a Moni to r generating 
a sound at the beginning of each recording and then synchronisation using the sound track 
of the video to mark and crop the recording. 

Another aspect causing unfavourable result values could be labeling itself. It was done 
manually, so the human aspect is one of the reasons as same as the fact, that labels were 
created for each spli t ted artefact itself. Potent ia l mistakes i n segmenting and merging the 
segments into artefacts could be propagated into the results, even though there was an effort 
to reduce this threat in class Reference, which performs operations across the artefacts. 

Not mentioned, though quite important is a size of dataset. D u r i n g the whole develop­
ment, about 200 15s recordings were done, each then spli t ted into 10 - 30 artefacts, which 
each possess a separate label. For the t ra ining and testing purposes only 81 recordings were 
later included, 45 wi th no movement (empty area) and 36 included movement. 

Suggestions for improvement 

A s mentioned before, the results are not very positive for the deployment i n the real sit­
uation, e.g. controll ing of objects etc. W i t h further improvements and reducing of the 
mentioned risks it could be a very good and promising principle for certain fields, as phys­
ical security, internet of things and others. 

The improvement is necessary to reach i t . Fi rs t ly , more data and different movement 
types must be recorded in order to improve both the accuracy and possibil i ty to use the 
sensor i n general. The possible way could be changing not only the orientations and tra­
jectories of the movement, but also the speed, different surroundings, sizes of the area, 
temperature differences i n the background (usage i n sauna or a room freezers). 

The mult iple persons present, even though mechanism considered possibil i ty of counting 
the people, were not tested or measured at a l l dur ing the measuring. 

The speed of the processing program is not breakneck. Possible way could be profiling 
the program and opt imiz ing the cr i t ica l parts by rewri t ing them in compiled language 
(C++) . Since the program includes a lot of vector algebra, opt imal izat ion wi th moving the 
computat ion to G P U / S S E / A V X could be also a solution. Dur ing the offline processing, 
parallelism could be a good approach to increase a speed of processing. 

Mul t ip l e sensors do not only have to be used i n one single room being merged by fusion, 
but another improvement could be designing a server, monitor ing and identification of the 
people by a network of P I R sensors and cameras. Such a mechanism was already matter of 
research i n several theses, such as [20]. 
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Chapter 6 

Conclusion 

Nowadays P I R sensors are mostly used to detect a presence of a person. The main a im of 
the research was to t ry to use P I R sensors for moni tor ing the si tuat ion in the sensed area 
and state the count of people. For this matter a system, that would use the data from the 
P I R sensors and scan the monitor situation, should have been designed. To do so, various 
classification and recognition algorithms were studied and considered. Suggested solutions 
by the task were using either predefined fuzzy logic system or artificial learning system. 
One of the tasks was also to implement suggested algori thm and verify its functionality on 
real situations. 

The issues related to the topic, P I R sensor and M C U as for hardware and classification 
algorithms and fuzzy logic i n particular, were studied i n detail . To understand the area even 
more thoroughly, a number of theses and articles were read. The approach of evaluating 
the room occupancy using infrared radiat ion is s t i l l new and seems very promising. 

Acquired data enabled designing a theoretical system based on fuzzy logic and linear 
regression for classification itself. The system could be used not only to state either presence 
or absence of a person in front of the sensor, but also his posit ion and possibly even the 
count of people, i f mult iple are present. The design also suggests a way how to use multiple 
sensors. 

The implementation of the design includes the main processing pipeline for one sensor, 
where the signal can be either pre-recorded and read from a file, or sensed i n real t ime and 
transferred by serial port, or by multicast group. For monitor ing and debugging purposes, 
a prototype of G U I was made, showing the real t ime signal and the processing output. 

The P C B of a possible product, a sensing device, and the look of it , was suggested as 
well . A prototype of P C B was dri l led. 

The classifiers were trained wi th supervisor. To do so, a t ra in and test data set were 
recorded and labelled wi th simple labeling method, and experiments were done over i t . The 
specified formal points of the task were a l l fulfilled. 

The designed system considers much wider usage, than was implemented, as multiple-
sensor usage and the fusion algori thm. Mult iple-person situations were not tested. S t i l l the 
usage of P I R sensors in this applicat ion has bright prospects and despite the challenges, 
that are s t i l l i n the way, it is definitely worth being focus for onward research. 
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Appendix A 

P I R signal recording 

The t ra ining and testing data sets were done i n two recording session. The sessions included 
movements i n several directions, shown at the data as part of the appendix in the directory 
da ta / . The type of movement can be read from the data caption. 

First recording The first recording was made i n a area shown at A . l . The trajectories 
were concentred circles w i th sensor in the center and the radius values 3m, 6m, 9m and 
12m. The direction was either left-to-right ( L R ) or right-to-left ( R L ) . T h e mark ing of the 
data begins wi th „o", standing for older. For example 6m_RL is movement 6m from sensor 
right-to-left. 

Figure A . l : Measurement workplace. 

Other cases are recorded as well: person walking towards (C_BF) or walking away 
(C_FB) from the sensor and no movement (E). 

Second recording After the recording, a defect was found on the device and so the data 
collection was repeated. This recording has prefixes c ^ m _ and c5m_ for circular movement 
in radiuses 4 m and 5m, dBF_ and dFB_ for diagonal movement from the back to the front 
and from the front to the back and e_ for no movement. 
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The movement is LR for movement left-to-right and RL for right-to-left. A s an example, 
dFBLRl is movement for diagonal movement from the left front to the right back. 

Figure A . 2 : c 4 m _ L R _ l . 

Figure A . 3 : c 4 m _ L R _ 2 . 

Figure A . 4 : c 4 m _ L R _ 3 . 

Figure A . 5 : c 4 m _ R L _ l . 
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Figure A . 6 : c 4 m _ R L _ 2 . 

Figure A . 7 : c 4 m _ R L _ 3 . 

Figure A . 8 : c 5 m _ L R _ l . 

Figure A . 9 : c 5 m _ L R _ 2 . 
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Figure A . l l : c 5 m _ R L _ l . 

Figure A . 12: c 5 m _ R L _ 2 . 

Figure A . 13: c 5 m _ R L _ 3 . 
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Figure A .15 : d F B L R 2. 

Figure A . 16: d F B L R 3. 

Figure A .17 : d F B R L l . 
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Figure A . 18: d F B R L 

Figure A . 19: d F B R L 

Figure A .20 : d B F _ L R 

Figure A . 2 1 : d B F _ L R 
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Figure A .22 : d B F L R 3. 
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Figure A .26 : e _ l . 

Figure A .27 : e_2. 

Figure A .28 : e_3. 

Figure A .29 : e_4. 
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Figure A .30 : e_5. 

Figure A . 3 1 : e_6. 

Figure A .32 : e_7. 

Figure A . 3 3 : e_8. 
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Appendix B 

C D Structure 

Structure of files i n the attached C D is following: 

• monitor/ Classification server source codes. 

• monitor/env/ R u n environment. 

• monitor/classifiers/ Trained classifier and service scripts. 

• module/ Modu le program and device design. 

• data/ Tra in ing data. 

• xbenes49.pdf Text of thesis. 

• README.md Descript ion. 

• pirstd.pdf Documentat ion of P I R S T D . 
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