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Introduction

Language is viewed by synergic linguistics (Kohler, 2005) as a self-organizing and self-
regulating system which interacts with its environment while adapting itself to it and
manifesting itself through various phenomena we can observe. Based on our knowledge, or
more precisely, theoretical frameworks, universal hypotheses can be derived, tested and
combined into a network of laws that eventually can explain these language phenomena (Kéhler,
2012). One of these universal hypotheses is the Menzerath-Altmann law.

The law predicts that lengths of two language units of different hierarchical levels — a
hierarchical higher construct and a hierarchical lower constituent — are negatively correlated.
While the length of the construct lengthens, the length of the constituent shortens on average.
For example, the shortest words are expected to consist of the longest syllables having the most
sounds. The average number of sounds per syllable decreases while the number of syllables in
words increases until the longest words consist of the shortest syllables having the least sounds.
Deviations from this general tendency occur but do not undermine the law’s validity. The law is
stochastic and deviations are even expected “as a consequence of the stochastic nature of the
language mechanism” (Kéhler, 2012, p. 175). The tendency for the negative correlation between
lengths of two language units was observed by Menzerath (1954) and later mathematically
formalized by Altmann (1980). Nowadays, it is known as the Menzerath-Altmann law and is
perceived as a general mechanism that maintains equilibrium in cognitive workload by
regulating information flow.

Over the last four decades, the law has been corroborated when applied to various
language units and language material, and even beyond the borders of linguistics (e.g. proteins,
animal communication). However, particular language units (e.g. word) are drawing more
attention from researchers than others (e.g. phrase). Hence, knowledge about their behaviour
in relation to the law is imbalanced. Moreover, only one pair of the construct and its constituent
is usually tested (e.g. sentence and clause accordingly) despite a unit possibly occupying
different hierarchical positions (e.g. clause becoming the construct). Although a unit in one
position might behave in accord with the law, its behaviour might change if its position is
switched over to the other. It is also generally presumed that the negative correlation between
unit lengths appears when immediate hierarchical neighbouring units are analysed. This poses
a question of unit choice and unit neighbourhood which are not always apparent (e.g. clause
and word vs clause and phrase). Another issue arises with regard to the evaluation of results.
The law is corroborated if the agreement between empirically obtained results and theoretical
results predicted by the law, or more precisely, by its model, reaches a certain degree. However,
researchers do not agree on a minimum threshold at which the law becomes corroborated and
follow different rules of thumb. Generally speaking, the research on the law often shows a lack
of consensus on applied methods, which hinders appropriate comparison of achieved results
and blurs the overall picture for the scope of the law’s validity (e.g. Kéhler, 2012; Berdicevskis,
2021).

We aim to address these challenges within this thesis. Therefore, we set several general
and language-specific objectives. Firstly, we test the law throughout a hierarchy of chosen
language units in Chinese, including the phrase that has generally been drawing less attention.



The tested hierarchy consists of a sentence, clause, phrase, word, character/syllable,
component/sound and stroke. Except for peripheral units, it allows us to analyse how the units
behave in relation to the law when their hierarchical position changes from the constituent to
the construct. Secondly, we apply the law to various unit combinations to shed light on the unit
neighbourhood. Thirdly, considering the law as a general mechanism maintaining equilibrium in
cognitive workload, we evaluate construct and constituent lengths, or in other words, their
determinations with regard to limits of short-term memory represented by Miller’s ‘magical
number plus or minus two’ (1956). Fourthly, relationships between lengths of the language units
mentioned above are tested on Chinese language material. Even though two studies focusing
on Chinese (Chen and Liu, 2019, 2022) already applied the law to a hierarchy of language units,
both left the phrase level out of the analysis. Hence, including the phrase into our unit hierarchy
while using its different determinations will provide valuable insights into its behaviour towards
the law and other units in Chinese, especially when its hierarchical position changes. Finally,
both the studies (also in Chen and Liu, 2016) yielded that the law does not come into force when
applied to the word being the construct and the Chinese character being its constituent. The
results indicate that the law competes against the word length distribution in Chinese — the
prevalence of one- and two-character/syllable words (e.g. Chen, Liang and Liu, 2015) might not
provide the law with enough ‘space’ to manifest itself. The thesis aims to examine whether other
factors influence the results (e.g. frequency) or the specific word length distribution in Chinese
can be regarded as the boundary conditions for the law.

In Chapter One, we introduce the Menzerath-Altmann law in detail — we shortly describe
its discovery and then shift focus towards its interpretations that have been made so far and the
challenges its application faces. In Chapter Two, we provide an overview of studies and their
results achieved by testing given linguistic levels in various languages, including Chinese. In
Chapter Three, we present the methodology. We describe a language material under analysis,
determine each language unit and introduce individual unit combinations to which the law is
applied. In Chapter Five, we present the results. The final chapter draws conclusions.



1 Menzerath-Altmann law

The Menzerath-Altmann law deals with a relation between language units which are
positioned in a vertical hierarchy according to their size — with a bigger unit on a higher level A
while consisting of smaller units of a lower level B and with the unit on the B level while
consisting of smaller units of a lower level C (Hrebicek, 2002a, p. 25). As Hiebicek (2002b, pp.
59-60) explains, such a structure resembles Russian dolls where each element is bigger than all
smaller elements and smaller than all bigger elements at the same time (even though language
units are allowed to be equal in their size). The relation between these units is negatively
correlated — with an increase in the length of the A unit measured as a sum of B units, the mean
length of the B unit measured in the C units decreases. The calculation of the mean length can
be illustrated with a simple equation b = 5, where c is, for example, a sum of phonemes in a

word, a is a sum of syllables in the word, and, finally, b is the mean size of the syllable in the
phonemes in this word.

1.1 The law’s discovery

Observations on relations between lengths of respective units were (probably) firstly
made in phonetics, where the duration of a syllable was brought into focus (Altmann and
Schwibbe, 1989, p. 60). In this connection, studies published at the end of the 19" and beginning
of the 20" century are usually mentioned. For example, Sievers (1901) pointed out that the
duration of syllables tends to be shorter if a speech act consists of more syllables and vice versa.!
Grégoires (1899) observed changes in the duration of the same vowel, which shortens with
longer words.? Other studies subsequently appeared to confirm or question such observations
(for their overview, see Altmann and Schwibbe, 1989, p. 60).

Menzerath was, however, the first who formulated his observations in the form of laws
regulating relations between lengths of sounds, syllables and words and tried to interpret them
(Cramer, 20053, p. 660). The earlier work — Menzerath and de Oleza (1928) — presents findings
from an experiment on approximately 1500 Spanish words. Based on the results, the authors
outlined general laws describing quantitative changes in lengths of tested units — firstly, the
mean duration of a sound shortens with longer words measured either in the number of sounds
or syllables; secondly, the mean duration of a syllable gets shorter with an increasing number of
syllables in a word; lastly, mean duration of a word increases with an increasing number of
sounds or syllables in words (Menzerath and de Oleza, 1928, pp. 68-76).2 In 1954, Menzerath
published another work where he corroborated a particular lawful relationship — “[d]ie relative
Lautzahl nimmt mit steigender Silbenzahl ab”* (Menzerath, 1954, p. 100) — for more than 20k

1E.g. in Altmann and Schwibbe (1989, p. 60), Best (2007, p. 92).

2 E.g. in Cramer (2005b, pp. 41-42), Kutacka (2009a, p. 55).

3 E.g. in Cramer (20054, p. 660), Best (2007, pp. 88-93), Best and Rottmann (2017, p. 100).

4 “The relative number of sounds decreases as the number of syllables increases” (Menzerath, 1954, p.
100), translated by the author.



German words. Moreover, he generalized the findings as follows “je groRer das Ganze, um so
kleiner die Teile!”® (Menzerath, 1954, p. 101) and interpreted it as a result of economy rules.
Despite Menzerath’s appeal, mathematical formalisation and further research were not carried
out until almost three decades later in an article published by Altmann (1980).

Altmann (1980) reformulated Menzerath’s findings while using general terms common
in linguistics — a construct (being a hierarchically higher unit and corresponding to Menzerath'’s
whole) and a component or constituent (being a lower unit in the hierarchy and corresponding
to the part in Menzerath’s view). His first reformulation was as follows: “[t]he longer a language
construct the shorter its components (constituents)” (Altmann, 1980, p. 1). Based on the verbal
expression, Altmann suggested the following equation:

y =ae” %, (1)

where the independent variable x represents a construct length, the dependent variable y is a
constituent length related to the given construct, and a, c are parameters.

Since the first equation (1) only expresses a monotonic constant decrease of the
constituent length which might not always hold true, Altmann, therefore, changed the first
verbal expression to “[t]he length of the components is a function of the length of language
constructs” (Altmann, 1980, p. 3) and adjusted the equation by addition of a parameter b
responsible for “an inverse proportionality of the decrease rate to the construct length”
(Altmann, 1980, p. 3):

y = axbe*, (2)
The last formula is obtained when ¢ = 0 (Altmann, 1980, p. 3), i.e.
y = ax?. (3)

Altmann corroborated the law’s validity for Indonesian morphemes and English words —
both being the constructs to syllables measured in phonemes — by using the formula (2). The
third experiment applied the formula (1) and showed that the lengths of Bachka-German words
and syllables (measured in a unit of time) are also in accordance with the law (Altmann, 1980,
pp. 6-8).°

Thanks to the contributions of both the authors — Menzerath and Altmann — the law is
acknowledged and well-known as the Menzerath-Altmann law’.

5 “the greater the whole, the smaller the parts!” (Menzerath, 1954, p. 101), translated by the author.

& Altmann (1980, pp. 7-8) analysed a spoken German dialect of Bachka, a geographical area located in the
Pannonian basin.

7 Coined by Hrebic¢ek (1990b).

10



1.2 The law’s interpretation

The Menzerath-Altmann law, among other quantitative linguistic laws, is considered to
be one of the universal hypotheses of synergic linguistics (e.g. Koéhler, 1999, 2005, 2012).
Synergic linguistics assumes the language to be a self-organising and self-regulating system
optimally adapting itself to its environment (Kohler, 1993, p. 41). Based on the modelling,
synergic linguistics “can be used to set up universal hypotheses by deduction from theoretical
considerations, to test them, to combine them into a network of laws and law-like statements,
and to explain the phenomena observed” (Kéhler, 2012, p. 169). As Vulanovi¢ and Kéhler (2005,
p. 283) explain, such a hypothesis (or a law) derived from a model for a language mechanism
and revealing its details is representational, or in other words, a grey or white box. On the other
hand, a law which only describes a relationship between two quantities — or phenomena —
without revealing details about its internal mechanism is phenomenological, or in other words,
a black box. Several attempts have been made to shed light on the mechanism behind the
Menzerath-Altmann law.

Menzerath interpreted his conclusion “je gréRer das Ganze, um so kleiner die Teile”®
(Menzerath, 1954, p. 101) as a result of economy rules which ensure manageability of the whole
(1954, p. 101). Similarly, Altmann (1980, p. 5) associated the law with the principle of least effort
or another unknown principle that balances lengthening and shortening tendencies.

Schwibbe (1984, 1989) explored the linkage between the law and noise generated over
the course of transmission of information through a channel. The longer the information, the
higher the amount of noise in the channel and the higher the degree of activation of the central
nervous system (CNS). In order to compensate for this burden and ensure the reliability of the
transmitted information, the processing system shortens the information by splitting it into
smaller segments. Schwibbe (1989) tested his assumption on normal letters and suicide notes.
The latter showed a greater shortening tendency which probably balances a higher amount of
noise and a higher degree of activation of CNS caused by extreme stress conditions.

Kohler (1984; also in Vulanovi¢ and Kohler, 2005; Kohler, 2012) assumed that language
is sequentially processed in a so-called register which might be associated (or even identified)
with short-term memory. The register functions as storage on each level, firstly, for a currently
processed constituent and, secondly, for a result of analysis (or synthesis) — i.e. structural
information — which, according to Kohler, carries information about connections among
constituents of a language construct. The limited capacity of the register regulates storage
distribution — the more structural information the construct needs for its constituents, the less
storage is available for the constituents themselves. As a consequence, the construct length has
its upper limit. The combination of the plain information (=constituents of a given construct) and
the structural information resulting in the construct being, in fact, larger than the total of its
constituents has been further developed by Milicka (2014, p. 89).

Kutacka (2009a) made a direct link between the law and working (also called immediate
or short-term) memory by putting it into the context of the capacity theory of comprehension
(proposed by Just and Carpenter, 1992). According to the theory (Just and Carpenter, 1992, p.

8 “the greater the whole, the smaller the parts” (Menzerath, 1954, p. 101), translated by the author.
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123), each element to be comprehended has its so-called activation level. If the activation level
is above a certain value, it becomes a part of the working memory. However, working memory
has its upper threshold — if a required amount of activation for comprehension is higher than
the threshold, working memory is re-organised and old elements displaced. As Kutacka (2009a)
explained, when processing language units with their activation levels, if a greater amount of
activation is taken by the construct, less space can be used by its constituents. Or in other words,
the higher the complexity of the construct, the lower the complexity of its constituents.

Apart from Kohler (1984) and Kutacka (2009a), there are other studies which connected
the law to limits of short-term memory, or more precisely, to the ‘magical number plus or minus
two’ proposed by Miller (1956). These studies evaluated whether a constituent length under
analysis (or its determination) is in accord with this number representing an amount of
information which we are able to process in short-term memory. For example, Jiang and Ma
(2020) evaluated a clause measured in words or Macutek, Cech and Courtin (2021) the clause
measured in linear dependency segments. Jin and Liu (2017, p. 217) used Miller’s number to
point out that an informal and conversational nature of a sample of fiction prose obeys the
limited span of short-term memory and, as a result, clause lengths have a lower number of
words on average. As Jiang and Ma (2020, p. 19) added, the short-term memory limits might be
boundaries for a reasonable information flow in a language. Similarly, Araujo, Benevides and
Pereira (2020, p. 43) argued that the concept of a more complex construct having simpler
constituents is in accord with Miller’s limit of short-term memory.

Generally speaking, limits of the cognitive capacity of a human mind and its overload are
often seen as a cause of the law (e.g. Jin and Liu, 2017; Jiang and Ma, 2020; Jiang and lJiang,
2022). It is believed that greater exploitation of the capacity leads to faster release of this
cognitive burden resulting in a greater shortening tendency of the constituent lengths. For
example, Jiang and Ma (2020, pp. 17-18) revealed that texts translated into a target language
show a greater decrease in clausal lengths (being constituents to a sentence) than texts written
directly in such a language. The authors connected the extra load to double-processing of a
language material — decoding texts from a source language and encoding them into a target
language. The analysis by Jiang and Jiang (2022, pp. 7-12) showed that transcriptions of
simultaneous interpreting, i.e. interpreting which transforms a message into a target language
while the message is being produced (Strazny, 2005, p. 535), have a faster decreasing tendency
of clausal lengths (being constituents to a sentence) compared to transcriptions of consecutive
interpreting, i.e. interpreting which converts the message into the target language after the
message is produced (Strazny, 2005, pp. 534-535). The authors argued that simultaneous
interpreting exploits the cognitive capacity to a larger extent than consecutive interpreting.

Hou et al. (2017) looked at the scope of the law’s validity from a perspective of the
difference between writing and speaking — their results showed that the law was mainly
corroborated for written formal texts contrary to texts of conversational nature. When
producing a text, the former requires planning, whereas the latter lacks the need since
conversations are spontaneous and cannot be changed afterwards. Hence, the authors made a
link between the validity of the law and samples of the written language style while excluding
samples of the spoken language style from the law’s scope.

12



Fenk-Oczlon and Fenk (1995) came up with time limits that might constrain the lengths
of language units. The authors primarily focused on analysing a relationship between syllable
and sentence lengths even though the syllable is not considered a direct constituent to the
sentence in the menzerathian view (for more detail, see Chapter 1.4). The relationship was
tested on the same collection of several declarative sentences translated into almost 30
languages. The authors firstly calculated the overall mean lengths of the sentences for each
language and revealed that the lengths are mainly in the range of 7 &+ 2 syllables, i.e. Miller’s
number (1956). Secondly, when calculating the mean sizes of syllables in phonemes, results
showed that languages with a lower mean length of the sentences tend to have a higher mean
size of syllables (i.e. higher complexity) and vice versa. The authors believe that the regulation
of the syllable complexity is a consequence of the properties of the language system, which
ensures a constant and economical flow of linguistic information by using the Menzerath-
Altmann law. Keeping the length of the sentences in a certain range while adequately regulating
the syllable sizes enables to meet a limited time window for perception or production of the
sentence.

The law has also been discussed in connection with breathing and lung capacity. The
need to inhale might force a sound producer or a speaker to shorten constituents in their lengths
(Torre, Debowski and Hernandez-Fernandez, 2021, p. 2). Physical units determined by the
breathing rhythm of humans have already been tested by Rothe-Neves, Marques Bernardo and
Espesser (2017), who applied the law to a speech segment uttered in one stream, and by Torre
et al. (2019) and Hernandez-Fernandez et al. (2019), who opted for a breath group determined
by breaks for inhalation. Following the interpretation of the authors, the results corroborated
the law, and the corroboration led Hernandez-Fernandez et al. (2019, p. 12) to conjecture that
the law’s fundamentals might originate from acoustics.’

Hrebicek introduced a completely different view on the law. In his works (e.g. 1994, 1995,
1997, 2002b), the author explored a link between the law and a fractal. The fractal is understood
as a structure whose parts resemble the whole. Or in other words, the structure is self-similar
(Hrebicek, 1994, p. 84). Hrebicek (1994, p. 86) believed that a fractal character of a language
stems from the self-similarity of language constructs and its constituents whose relationships
arein accord with the law. “[T]he movement up or down the ladder of the language levels results
in the sort of symmetry which represents similarity; the mutually similar items are located inside
each other. This is the characteristic property of fractals” (Hfebicek, 2002a, p. 20). Afterwards,
the potential connection between the law and the fractal was further developed by Andres (e.g.
2010; 2014), who mathematically formalised the self-similarity dimension for the language
fractal, called a degree of semanticity, based on isomorphism between formulas of the law and
the self-similarity dimension of the mathematical fractal (Andres, 2017).

9 If reviewing the results, the achieved goodness-of-fit between a model and data expressed by the
coefficient of determination R? might not be regarded as satisfactory — in the case of English R? = 0.7
(Torre et al., 2019, p. 17), in the case of Spanish R? = 0.84 and in the case of Catalan R? = 0.47
(Hernandez-Fernandez et al., 2019, p. 10). For comparison, Macutek and Wimmer (2013, p. 233) mention
a value of 0.90 and higher to indicate a satisfactory fit.
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1.3 The law’s controversy

Even though we might have some clues about the mechanism behind the law, the law
still faces difficulties with the interpretation of parameters integrated into its models. The
degree of interpretability depends on a particular parameter in question. Nevertheless, it is
generally understood that the lack of a solid linguistic interpretation makes parameters just
numbers generated by models fitted to particular language data (e.g. Meyer, 2002, p. 69) and
makes the models mathematically descriptive rather than explanatory (Macutek and Wimmer,
2013, p. 236).

The parameter a is usually described as a value on the y-axis where a fitting curve starts
if the model (3) is applied.'®° The value approximately equals the mean size of constituents
belonging to a one-constituent construct. Kéhler (1982, p. 110) demonstrated the equality by

inserting the construct length x; = 1 into the formula (3), i.e. y = ax?

ax,? = al? = a. Therefore, the parameter a can be replaced with the empirical value of y; in

, resulting in y; =

this model, i.e.y = ylxb (e.g. Kohler, 1984, p. 180; Teupenhayn and Altmann, 1984, pp. 128-
129; Cramer, 2005b, p. 50; Kelih, 2010, p. 75). Andres et al. (2012b, p. 6) used a = % instead of

the parameter a in the formula y = ax~Pe*  leading to its modified version, i.e. y =
ylx‘bec(x‘l). However, the replacement complicates the parameter’s interpretability in this
case. Kohler (1984, pp. 180-181) assumed that the value of the parameter a is specific to a
particular language and text but later specified (2012, p. 147) that its dependency on an analysed
linguistic level overrides the influence of language, text or author. This dependency was shown
by Cramer (2005b, pp. 46-50), who re-analysed data obtained by other researchers on various
linguistic levels. Cech et al. (2020, p. 33) showed that the parameter a reaches similar values on
the word level for five texts of different types and authors (i.e. 2.55 < a < 2.64). Nevertheless,
the influence of genre, text and author has been under discussion too. Teupenhayn and Altmann
(1984, pp. 128-129) or Altmann and Schwibbe (1989, p. 43) drew such a connection to stylistics
while analysing the sentence level. Cech and Macutek (2021, p. 11) confirmed that values of the
parameter a significantly differ on the word level for poetic and prosaic texts (based on a
statistical test). Kutacka (2010, pp. 261-266) arrived at a similar conclusion when she analysed
empirical values y,, i.e. mean sizes of clauses (in words) of mono-clausal sentences.'! Her results
confirmed the influence of a text type and a language — scientific texts and English texts showed
a greater value of y; than literary texts and Polish texts.'? Kutacka’s conclusion of the empirical

10 Hiebi¢ek (1995, p. 56) and later Andres (2010, p. 110) also mentioned a connection between the
parameter a and the number of hapax legomena, however, without any further details.

11 Based on the results obtained from preliminary analysis, Kutacka (2010, p. 261) determined y; = 10 to
be a threshold value for tested text types, i.e. y; > 10 for scientific texts and y; < 10 for literary texts.
12 Kutacka (2010, p. 262) explained a higher value of y; in English by its rather analytical nature leading to
the usage of more words compared to Polish which uses affixes to express the same meaning due to its
inflectional nature.
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value being below a certain threshold for literary texts (2010, p. 262) was also corroborated on
the same linguistic level by Jiang and Ma for corpora of short stories (2020, p. 13).3

The parameter b shows a shortening tendency, i.e. a degree to which the length of the
constituent (hypothetically) shortens while the length of the construct lengthens (e.g. Kohler,
1984, p. 180; Kelih, 2010, p. 71). The greater its negative value is with respect to the model (3),
the steeper the decrease of a curve depicting the function y is (e.g. Hfebicek, 2002b, pp. 55-56).
In Kohler’s view (1984, pp. 178-181), the b parameter also reflects a degree of the increase in
structural information, which adequately changes with an increasing construct length, while
Milicka (2014, p. 89) suggested that it represents a mean length of structural information. Kéhler
(1982, p. 110) firstly assumed that the parameter b is a language and possibly text specific but
later argued (2012, p. 147) that its value mainly depends on a linguistic level under analysis
which was again corroborated by Cramer (2005b, p. 50). Similarly, the parameters b obtained
from samples of different Slavic languages (Kelih, 2008, pp. 19-20) or monolingual text types
(Kelih, 2010, p. 74) did not significantly differ (based on a statistical test), implying that “a
common statistical mechanism seems to organise the relation of word and syllable length” (Kelih,
2010, p. 74). Cech and Macutek (2021, pp. 11-12) came to the similar conclusion that the syllable
lengths decrease with the same ‘speed’ on the word level since differences between poetic texts
of one author and prosaic texts of another were not significantly different with respect to the
parameters b (based on statistical tests). On the other hand, Cech et al. (2020, p. 33) showed
that the parameter b is influenced on the word level by a text type — two presidential speeches
had values of the parameter b close to each other while other texts, each of a different text type,
differed. However, no statistical test was carried out because of the limits of the tested sample.
The influence of the text type was also demonstrated by Kutacka (2010, pp. 266-267) on the
sentence level — lower values resulting in steeper slopes of fitting curves emerged in scientific
texts while tested languages (English and Polish) did not considerably influence the value.
However, Kutacka’s assumption of the parameter b being above a certain threshold for literary
texts (2010, p. 266)* was not corroborated for all samples of short stories analysed by Jiang and
Ma (2020, p. 13). The authors concluded that “b might be more sensitive than a if used to
capture typological differences” (Jiang and Ma, 2020, p. 16). Teupenhayn and Altmann (1984, p.
129) suggested that a value of the parameter b which is outside a confidence interval (i.e. a
range of values that a parameter has with a certain degree of probability, e.g. Dekking et al.,
2005) might indicate a text being produced under abnormal circumstances (with regard to
psychology or psycholinguistics). As for the relation to the language fractal, Hrebicek (1997, p.
39) interpreted the parameter b as the inverse similarity dimension.'® Andres and Bene$ova
(2011, 2012) calculated the self-similarity dimension of the language fractal — called degree of
semanticity — as a reciprocal mean of the parameters b, which were obtained from linguistic

13 Values of the parameter a were in accord with Kutacka’s threshold (2010, p. 261) for literary texts, i.e.
a < 10.

14 Kutacka (2010, p. 266) determined a threshold value for the parameter b to be equal to —0.1, i.e b <
—0.1 for scientific texts and b > —0.1 for literary texts.

15 As Hiebicek explains (1997, p. 39), the law represents an inverse formulation of the similarity between
a whole and its part, i.e. it expresses the similarity between the mean part and the whole.
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levels tested on a sample (considered to be the language fractal if all the levels corroborate the
law).

The relation between both the parameters has been under discussion since the
mathematical formalisation of the law. Teupenhayn and Altmann addressed that “the steepness
of the curve is a function of a, i.e. the absolute value of b is proportionate to [a]” (1984, p. 129).
Cramer (2005b, p. 51) corroborated the systematic connection between the parameters by
correlation and variance analyses and assumed as well as Teupenhayn and Altmann (1984, p.
129) that the value of the parameter b could be estimated from a value of the parameter a. The
dependency of the parameter b on the parameter a was also supported by Altmann and
Schwibbe (1989, p. 43 and pp. 57-58), who expected that the higher the starting value of a fitting
curve, the steeper the slope of the curve, hence, values of both the parameters should be
correlated. The negative correlation, i.e. with increasing value of the a parameter, the value of
the b parameter decreases, was confirmed by Hammerl and Sambor (1993), Hou et al. (20193,
p. 36)or Jiang and Jiang (2022, pp. 10-11). Based on their findings, it appears that the parameter
b depends on the parameter a, and their values correlate with each other. Nevertheless, the
predictability of the parameter b remains an open question. Kéhler (1984, pp. 180-181; Kohler,
1989, p. 111; Vulanovi¢ and Kéhler, 2005, p. 283) even assumed that the parameters should be
in the linear relation, ideally, if the constituent and the structural information fully exploit the
register. Following the assumption, Kelih (2010, p. 76) modelled empirical values y, and the
parameters b by a linear equation (i.e. b = —0.2869 x SyL, + 0.6528, where SyL, is a mean
syllable length of monosyllabic words) and confirmed such a tendency on a word level for
Serbian texts of different types and their mixture. Similar results were brought by Hou et al.
(20194, p. 37) on the clausal level. However, two questions arise. First, how we can interpret the
parameters used in the linear formula (Macutek and Rovenchak, 2011, p. 141). Second, under
which condition does such a linear relation emerge because it has not been confirmed, for
example, by Macutek and Rovenchak (2011, p. 141) for Ukrainian and Indonesian canonical
word form types®. Recently, the values of both the parameters have been used for cluster
analyses which revealed a tendency of samples to cluster together according to the text types
to which they belong. Xu and He (2018, pp. 10-11) showed that corpora of spoken academic
discourse clustered together as well as corpora of written academic discourse. Hou et al. (2019b,
p. 8) confirmed a cluster for corpora of conversations while a corpus of news stayed separated.
Two clusters representing two types of interpreting (i.e. simultaneous and consecutive) can be
found in Jiang and Jiang (2022, pp. 12-14). Chen and Liu (2022, p. 8) also revealed a similar
clustering tendency of two text types (press and scientific texts). All the authors (Xu and He,
2018, p. 10; Hou et al., 2019b, p. 11; Chen and Liu, 2022, p. 8; Jiang and Jiang, 2022, p. 13)
supported the idea of using the parameters for differentiation of text types. Macutek, Cech and
Milicka (2017, p. 105) even addressed that the parameters combined with the dependency
syntax might be exploited for authorship or language typology analyses.

The parameter c is the least known parameter with respect to linguistic interpretation,
and it has been addressed to a minimal extent in comparison to a and b (to our best knowledge).

16 The canonical word form consists only of two types of phonemes — vowels and consonants (Macutek
and Rovenchak, 2011, p. 136).
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~* ijs more relevant to

Moreover, it appears, based on its value, that the exponential part e
lower linguistic levels (e.g. phonetic or word level) while being irrelevant to higher ones (e.g.
syntactic level) (Vulanovi¢ and Kohler, 2005, p. 283; Andres et al., 2012b, p. 6; Kéhler, 2012, p.
148). Andres (2014, p. 31) even raised an objection to the exponential part, which is somewhat
artificial and lacks a solid linguistic ground in his view.

The controversial interpretability of the parameters closely relates to the absence of
consensus on the choice of a particular model with regard to tested data (mentioned already by
Cramer, 20054, p. 633). In general, more parameters usually lead to a better fit. However, if an
additional parameter lacks a plausible interpretation, a model with a smaller number of
parameters should be preferred (e.g. Grzybek, 1999, p. 74; Kéhler, 2012; p. 53; Milicka, 2014, p.
96). As Kohler pointed out, it is “a trade-off between the two criteria — improvement of the
goodness-of-fit on the one hand and number of parameters on the other” (2012, p. 53).

The model (2), i.e. vy = axPe™*, where b # 0, ¢ # 0, is considered a general form of
the law (e.g. Roukk, 2007, p. 605). On the one hand, it contains the parameter ¢ without its solid
linguistic interpretation. On the other hand, it enables to reflect a tendency which contradicts
the original menzerathian assumption of the decrease in constituent lengths, i.e. a tendency of
constituent lengths to increase simultaneously with the lengths of the construct (e.g. Macutek,
Chromy and Koscova, 2018, p. 2).

This increasing tendency was already expected by Altmann (1980)'7 and later called a
second (Torre et al,, 2019, p. 14; Torre, Debowski and Hernandez-Fernandez, 2021, p. 2) or
reverse (Tanaka-Ishii, 2021, p. 11) regime of the law. It usually occurs in the form of two
phenomena across results yielded by studies. Firstly, it is expected that the longest constituent
appears together with the shortest construct and a fitting curve starts decreasing from its head.
However, some studies showed that the constituent reaches its highest value with the second
shortest construct and the peak of the fitting curve is consequently shifted (see Figure 1), e.g.
for physical units*® in Torre et al. (2019), on the syntactic level in Hou et al. (2017), Hou et al.
(2019b), Berdicevskis (2021), Tanaka-Ishii (2021), on the word level in Altmann and Schwibbe
(1989), Lehfeldt and Altmann (2002), BenesSova, Faltynek and Zamecnik (2015), Macutek,
Chromy and Ko$¢ova (2018), Cech et al. (2020). The phenomenon even led, for example,
Kraviarova and Zimmermann (2010) and Torre, Debowski and Hernandez-Fernandez (2021) to
exclude one-constituent constructs from analyses.

17 We remind the reader that the possible occurrence of such a tendency led Altmann to reformulate his
first verbal expression of a monotonical decrease to “[t]he length of the components is a function of the
length of language constructs” (Altmann, 1980, p. 3).

8 Torre et al. (2019, p. 2 and p. 16) applied the law to breath groups determined by pauses in speech for
breathing and words being measured in three different units (characters, phonemes or time units). The
shifted peak of the fitting curve appeared when the word was measured in characters and phonemes.
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truncated model
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mean syllable length in sounds
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word length in syllables

Figure 1. The example of the law’s second regime in the form of the peak of a fitting curve
being shifted.

Next, the second or reverse regime mainly occurs with the longest constructs. The
constituent lengths first decrease as expected and then start oscillating in an upward trend while
the construct lengths continue increasing. Hence, a fitting curve rises in its tail (see Figure 2).
Such an unusual behaviour diverging from the menzerathian tendency has occurred, for
example, on the syntactic level in Heups (1983), Hug (2004), Jin and Liu (2017), Hou et al. (2019b),
Berdicevskis (2021), Tanaka-Ishii (2021), Chen and Liu (2022) and on the word level in Torre,
Debowski and Hernandez-Fernandez (2021). Hug (2004, p. 9) even posed the question of
whether the scope of the law is not limited rather to the shortest constructs.

2.1
truncated model

complete model

201

191
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171

mean word length in syllables
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phrase length in words

Figure 2. The example of the law’s second regime in the form of the increase in a curve’s tail.
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It is noteworthy that the considerable fluctuation of the constituent lengths is mainly
linked to higher variability of a sample resulting in low frequencies of the longest constructs to
which the constituents belong (e.g. Altmann, 1980, p. 5, Altmann and Schwibbe, 1989, p. 37;
Macutek, Cech and Mili¢ka, 2017, p. 104). For this reason, researchers usually either omit such
observations or apply the method of the weighted average (i.e. the construct and constituent
lengths are pooled together and weighted according to their frequency). The frequency
minimum the construct must reach otherwise is treated with one of the methods mentioned
above varies across studies. The observations were omitted if their frequency f was f < 5 (e.g.
on the syntactic level in Jin and Liu, 2017; Xu and He, 2018; Jiang and Jiang, 2022; on the word
level in Wimmer et al., 2003; Macutek and Rovenchak, 2011), f < 10 (e.g. on the syntactic level
in Kéhler, 1982; Heups, 1983; Bohn, 2002; Bene3ova and Cech, 2015; Macutek, Cech and Mili¢ka,
2017; on the word level in Bohn, 2002; Macutek, Chromy and Kos¢ova, 2018; Rujevic¢ et al., 2021)
or even higher (e.g. on the syntactic level f < 50 in Berdicevskis, 2021; on the word level f <
20 in Mili¢ka, 2014; f < 25in Torre, Debowski and Hernandez-Fernandez, 2021). There are
also a number of studies which did not follow any rule of thumb as the previous works but
omitted only particular construct lengths with a low frequency (e.g. on the syntactic level in
Teupenhayn and Altmann, 1984; Kutacka, 2009b; on the word level in Altmann and Schwibbe,
1989; Grzybek, 2000; Kéhler, 2002; Lehfeldt and Altmann, 2002; Buk and Rovenchak, 2007; Kelih,
2010; Kraviarova and Zimmermann, 2010). The weighted average was applied by Macutek, Cech
and Courtin (2021) on the syntactic level for f < 10 and by Cech and Macutek (2021) on the
word level for f < 5. It is noteworthy that researchers also raised the question of whether
other factors contribute to these fluctuations (e.g. Macutek, Cech and Mili¢ka, 2017, p. 104).
Kelih (2010, p. 73) associated the irregular behaviour with long lengths of words in general, while
Macutek and Rovenchak (2011, p. 139) pinpointed (but did not test) compound words not being
possibly driven by the menzerathian mechanism. Regarding the sentence level, the text size and
its degree of regulation might be taken into account as another factor. Jin and Liu (2017)
achieved an excellent fit between a model and data when they applied the law to a collection of
Chinese microblogs, i.e. posts whose size is restricted to 140 Chinese characters per each.'® The
authors did not omit any sentence length being in the range from one to seven clauses (all
reaching the frequency f = 5), and none of the data points considerably fluctuated from a
fitting curve. The authors believe that the results reflect the self-organisational and self-
regulatory properties of the language, which responds to the size restriction and
correspondingly adapts the lengths of sentences and, consequently, the lengths of clauses
measured in words (Jin and Liu, 2017, pp. 216-217). This property might not be so noticeable if
the text size is not restricted.

b is regarded as an alternative to the general model (2), i.e.

The model (3),i.e.y = ax
y = ax?e~*, where ¢ = 0. It includes only two parameters, which makes it easier to interpret
and preferred over the general one. The model “has turned out to be the most commonly used
‘standard form’ for linguistic purposes” (Grzybek and Stadlober, 2007, p. 205), and it has become

sufficient in comparison with the model (2) (Kéhler, 1982, p. 106).

19 The fit was expressed by the coefficient of determination R?,i.e. R? = 0.998 (Jin and Liu, 2017, p. 215).
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To fit data with alternative models for the law is no exception across studies (e.g.
Lehfeldt and Atmann, 2002; Buk and Rovenchak, 2007; Kutacka and Macutek, 2007; Macutek
and Rovenchak, 2011; Milicka, 2014; Altmann and Gerlach, 2016; Best and Rottmann, 2017;
Rujevi¢, 2021). However, we will not go into detail since the work does not aim to be a complex
theoretical analysis of the law and its mathematical formalisation but rather to be an analysis of
its application to particular language data fitted by Altmann’s models, i.e. the complete model

y = axPe=¢*

and the truncated model y = ax? (with the parameter a being substituted by
empirically obtained lengths).

Finally, to illustrate the point of how the choice of the model influences results, two
examples can be used. First, when Benesova, Faltynek and Zamecnik (2015) fitted their data with
the standard model (3), i.e. y = ax?, the goodness-of-fit was low.? Since the constituent
lengths showed the second (or reverse) regime, Macutek, Chromy and Koscova (2018) re-fitted

b,—cx

their data with the general model (2), i.e. y = ax’e , and yielded a considerable

improvement of the original fit.?! The study by Rujevi¢ et al. (2021) can serve as a second
example — the general model (2), y = ax?e~¢%, fitted to word tokens of four languages did not
show good results, whereas an alternative model derived by the authors achieved an excellent

b+clogxe—d

fit. However, at the cost of the higher number of parameters, i.e. y(x) = ax * where

y(x) is a constituent length of a given construct x and a, b, c and d are the parameters.

1.4 The law’s (in)validity

The law has been corroborated by a number of studies which applied the law to various
language materials and language units (see Chapter 2). Corroboration of the law also comes
from fields across the borders of linguistics, such as musicology (Boroda and Altmann, 1991) or
biology, where the law was tested on proteins (Shahzad, Mittenthal and Caetano-Anollés, 2015),
genes and genomes (Wilde and Schwibbe, 1989; Ferrer-i-Cancho and Forns, 2010; Li, 2012;
Ferrer-i-Cancho et al.,, 2014; Nikolaou, 2014; Sun and Caetano-Anollés, 2021), or animal
communication of birds (Favaro et al., 2020; James et al., 2021), or primates (Gustison et al.,
2016; Fedurek, Zuberbiihler and Semple, 2017, Gustison and Bergman, 2017; Heesen et al., 2019;
Clink, Ahmad and Klinck, 2020; Clink and Lau, 2020; Huang et al., 2020; Watson et al., 2020;
Valente et al., 2021).%2

However, there are also results which rejected the law, e.g. for the syntactic level in
Bohn (1998, 2002), Roukk (2007), Buk and Rovenchak (2008), Kutacka (2009b), Sanada (2016),
Hou et al. (2017), for the word level in Buk (2014), Chen and Liu (2016, 2019, 2022), Macutek,
Chromy and Ko$¢ova (2018), Cech and Macutek (2021), for particular primate duets in Clink and
Lau (2020), gorillas’ close-call sequences (Huang et al., 2020). As Kéhler (2012, p. 175) pointed

20 Based on the coefficient of determination R?, i.e. R? = 0.5710 and R? = 0.6253 (Beneov4, Faltynek
and Zamecnik, 2015, p. 45).

21 R = 0.8940 and R? = 0.9618 accordingly (Macutek, Chromy and Ko$¢ova, 2018, p. 4).

22 Qverviews available in Semple, Ferrer-i-Cancho and Gustison (2021, p. 6) and Torre, Debowski and
Hernandez-Fernandez (2021, p. 2).
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out, the stochastic laws — which the Menzerath-Altmann law is believed to be — “include in their
predictions the deviations which are to be expected as a consequence of the stochastic nature
of the language mechanism concerned” (Kéhler, 2012, p. 175). The deviations from the
Menzerath-Altmann law were already anticipated by Altmann (1980, p. 5) and they are not
considered to be a reason for its rejection — as a flight of an aeroplane being beyond boundary
conditions for validity of the gravity law (Teupenhayn and Altmann, 1984, p. 130). To illustrate
the point, an example of the boundary condition for the Menzerath-Altmann law might be
monosyllabic words in old Russian before the elimination of specific vowels (Altmann and
Lehfeldt, 2002, p. 36). In the menzerathian view, the shortest construct is expected to be
composed of the longest constituents on average. However, the syllable structure in old Russian
allowed the length of the monosyllabic words to be only up to two phonemes which imposed
limitations on the law to come into force (Altmann and Lehfeldt, 2002, p. 36). This might relate
to a conjecture that the law manifest itself only when the construct length exceeds a specific
limit — if the construct is short enough, its constituents cannot or do not need to be shortened
(Schwibbe, 1984, p. 162; Kutacka, 2008, p. 174; Kutacka, 2009b, p. 27). Similarly, Sanada (2016,
pp. 267-269) argued that the construct, i.e. clause, might be restricted to have only a certain
number of its constituents, i.e. arguments of a predicate. Such a restriction might cause a low
variability of the construct lengths and consequently mean constituent lengths being rather
constant and independent of the construct. A limit imposed by a text size was suggested by Cech
and Macutek (2021, p. 8) based on results obtained from a poem whose length of 94 word types
was probably too short for the mechanism of law to be launched. Moreover, language is viewed
as a self-organising dynamic system involving cooperative and competitive processes (Kohler,
2012, p. 170). The existence of ‘forces’ overlapping or counteracting the Menzerath-Altmann
law has been mentioned, for example, by Heups (1983, p. 119), Teupenhayn and Altmann (1984,
pp. 129-130), Altmann and Schwibbe (1989, p. 38), Hug (2004, p. 9) and Cramer (20053, p. 663).
Such examples can be text production under abnormal conditions or an author pursuing a
specific goal and consequently obeying other laws which override the Menzerath-Altmann law
(Teupenhayn and Altmann, 1984, pp. 129-130), e.g. a poet who chooses particular — shorter —
syllables due to euphony (Cech and Madutek, 2021, p. 12).

However, the validity of the law does not face only the interaction of different — known
and unknown — processes or laws but also practical and theoretical challenges which relate to
sampling, interrelation of linguistic properties, units of measurement or evaluation of results (as
addressed by Grotjahn and Altmann, 1993, for modelling of the word length distribution)?3. In
the following paragraphs, we do not aim to provide an exhaustive probe into these issues but
rather to outline the complexity which arises when the Menzerath-Altmann law is applied.

As regards the sampling, one of the discussed issues is the degree of heterogeneity of a
language material (Almann, 1992, p. 287) which can lead to disagreement between the model
and data. Hence, samples should achieve homogeneity to the greatest possible extent. “[T]exts
will often be more homogeneous if they are shorter, less revised and written more
spontaneously” (Best and Rottmann, 2017, p. 39). Additionally, a sample which is homogenous,

23 The authors also discussed the problem of modelling and explanation. For more details, see Grotjahn
and Altmann (1993).
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for example, for testing the frequency of phonemes might not be homogenous enough for
testing sentence lengths and vice versa. When sampling, a property of a unit in question should
also be taken into account since the homogeneity of the same sample does not have to be
applied to more properties, or in other words, it is not transferrable between them (Altmann,
1992, p. 291). Altmann (1992, pp. 290-291) and Grotjahn and Altmann (1993, pp. 143-144)
suggest first analysing closed text parts (e.g. individual chapters) to test “whether the
parameters of the model are stationary” (Grotjahn and Altmann, 1993, pp. 143-144) and then
to analyse the whole text if the parts are homogenous. Grotjahn and Altmann (1993, pp. 143-
144) further explain this approach by different factors influencing text production and,
consequently, units and their properties throughout the text (e.g. word length). Similarly,
Wimmer et al. (2003, p. 89) argue that a long text might be produced with interruptions causing
changes, hence, it might be divided into sections (e.g. chapters), otherwise, the whole text
should be analysed. The analysis of the whole text is preferred, for example, by Best and
Rottmann (2017, p. 40), who regard the text as an individual stylistic unit or by synergic
linguistics, which considers the text to be an organised and balanced system produced under
certain initial and (hypothetically) stable conditions (Uhlifova, 1995, p. 10). Similarly, Hfebicek
(2002b, p. 43) emphasises a context which forms language units of various linguistic levels into
a text, or more precisely, a coherent structure with a clear beginning and end while not even
being interrupted by non-textual elements (e.g. pictures).

Since a text is produced in a particular context, a combination of texts can result in a
mixed — heterogeneous — sample which some researchers prefer to avoid (e.g. Altmann, 1992,
p. 291; Wimmer et al., 2003, p. 89). Altmann (1988, pp. 155-156) assumes that selections from
one text would follow a model rather than selections from several texts unless they are
homogenous. From the perspective of synergetic linguistics, either systematic or random text
selections might distort text features or even cause their loss (Uhlifova, 1995, p. 10). Best and
Rottmann (2017, p. 40) consider a mixture of texts to be a mixture of different styles violating
homogeneity. On the one hand, a mixed sample can cause a mechanism not to reveal itself and,
consequently, a tested hypothesis to be rejected, on the other hand, it can also cause the
mechanism to be amplified more than in individual texts (Cech, 2020, pp. 26-28).

Several examples can illustrate the double-edged nature of text mixing. The
disagreement between the Menzerath-Altmann law and data on the sentence level is associated
with the heterogeneity of literary text types. They are primarily written works, but due to their
frequent inclusion of dialogues, they also approximate the spoken form of a language. A
conversational property of such samples tends to shorten clauses on average which might a)
prevent the Menzerath-Altmann law from coming into play and b) lead to worse results (Kutacka,
2009b, p. 27; Jin and Liu, 2017, p. 217; Hou et al.,, 2017, pp. 10-11). Different speakers
representing different speech styles might be another factor which amplifies the degree of
heterogeneity and brings about unsatisfactory results (Altmann and Schwibbe, 1989, p. 61;
Macutek, Chromy and Koscova, 2018, p. 4, when reviewing results by BenesSova, Faltynek and
Zamecnik, 2015, who applied the law to a dialogue of four different speakers). On the contrary,
Kelih (2010, p. 74; 2012, p. 210) showed that the heterogeneity of a monolingual sample
containing several text types does not considerably lower the goodness-of-fit for word types.
Cech et al. (2020) and Jiang and Ma (2020) even achieved the best fitting results for a mixture
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of all texts under analysis. The former study tested the law on texts of different types and
showed that, on the one hand, the individual texts yielded a worse (but still satisfactory) fit, on
the other hand, they differed in values of the parameters (b, c¢) and courses of fitting curves
which might be specific to the text type or the author (Cech et al. 2020, pp. 32-35).2* In the case
of the latter study, the goodness-of-fit between the model and the data depended on the
sampling. As mentioned above, the mixed sample achieved the best fit.2> When zooming into
this sample containing four collections of Lu Xun’s short stories translated by four different
translators, we find out that the law was corroborated only for two collections.?® If we zoom
again into one of these collections, we see that only three of eight short stories translated by
the same translator corroborated the law (liang and Ma, 2020, p. 15, 24).

Studies on the Altmann-Arens’ law can also demonstrate the impact of heterogeneity
(Grzybek and Stadlober, 2007; Grzybek, Stadlober and Kelih, 2007; Grzybek, Kelih and Stadlober,
2008). The Altmann-Arens’ law deals with a positive correlation between the lengths of the
construct and its indirect constituents. Altmann (1983) interpreted Arens’ observation (1965) of
the simultaneous increase in the word and sentence lengths as a reverse tendency of the
Menzerath-Altmann law if a linguistic level is skipped. However, Grzybek and Stadlober (2007,
p. 208) re-analysed Arens’ data and revealed poor fitting results unless the data were pooled.?’
As the authors addressed, the Menzerath-Altmann law is of intra-textual nature, i.e. being
related to the internal structure of a text (or group of texts), while Arens calculated the mean
length of words and sentences in each text and analysed “the relationship between these means
across different texts” (Grzybek and Stadlober, 2007, p. 209). This led the authors to question
whether the Altmann-Arens’ law is a consequence of the Menzerath-Altmann law and, therefore,
of the intra-textual too, or it is the inter-textual law being applicable across text types (Grzybek
and Stadlober, 2007, pp. 208-209; Grzybek, Stadlober and Kelih, 2007, pp. 3-4). Firstly, Grzybek
and Stadlober (2007) tested the Altmann-Arens’ law on the inter-textual level following the
Arens’ approach. The Arens’ data being mixed with another dataset of two text types yielded
even worse results. The authors preliminarily concluded that the Altmann-Arens’ law might be
related only to particular text types that sufficiently vary (since the pooled Arens’ data showed
a good fit). Continuing to analyse the inter-textual level, Grzybek, Stadlober and Kelih (2007, pp.
5-6) showed only a weak relationship between means of the word and sentence lengths when
testing each chapter of a Russian novel or 199 Russian texts of six text types (being analysed as
the whole and as individual text types). In the authors’ view, the samples lacked sufficient length
variability. The later study (Grzybek, Kelih and Stadlober, 2008, p. 119) shifted the focus towards

2 Values of both the parameters were close to each other in the case of two texts representing
presidential speeches (Cech et al., 2020, p. 33). However, differences between the parameters were not
statistically tested because of the limits of the sample.

25 We review the results based on the coefficient of determination R? following the standard of the thesis,
i.e. R > 0.90.

%6 The third collection was slightly below the standard, i.e. R? = 0.8841.

27 Altmann (1983) used F-test, while Grzybek and Stadlober (2007) tested the data using the coefficient of
determination RZ. Due to the high variability of insufficiently large data, Grzybek and Stadlober (2007, pp.
212-213) eventually pooled the means a) into classes including five observations and b) based on intervals
of sentence lengths to make the tendency more apparent.
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the intra-textual level and revealed that as far as a sample is large and heterogeneous enough,
the expected reverse tendency appears.? The authors corroborated the tendency for a sample
of several text types (drama, comment, letters, literary texts), its partial version without literary
texts and literary texts themselves. The authors concluded that the menzerathian tendency in
the form of Altmann-Arens’ law seems to work for the external textual heterogeneity (mixture
of text types) and internal textual heterogeneity (literary texts being heterogenous enough due
to the inclusion of various textual elements, e.g. dialogues and comments (Grzybek, Kelih and
Stadlober, 2008, p. 119).

The interrelation of linguistic properties relates to the frequency which influences the
manifestation of the Menzerath-Altmann law. This issue primarily concerns lower linguistic
levels (e.g. the word) because of the higher probability that the same unit can occur more than
once within a sample. The higher the linguistic level (e.g. clause or sentence), the lower the
probability. Such a frequency reflects a unit usage, i.e. deals with unit tokens. However, there is
another approach to consider (e.g. in Altmann, 1992, p. 291) when only different forms of the
unit, i.e. its types, are analysed (e.g. different word forms from a text or lemmas from
dictionaries).?® This approach instead reflects a language structural property. The frequency of
usage (i.e. unit tokens) closely relates to Zipf's law of abbreviation (or Brevity law) which
describes the negative correlation between the unit lengths and their frequencies. Suppose the
Brevity law is taken into account. In that case, the frequencies can be biased towards shorter
units in a sample which applies not only to the construct but also to the constituent and,
consequently, imposes double limits on the Menzerarth-Altmann law to fully manifest itself (in
a similar manner discussed in Hug, 2004; Mikros and Milicka, 2014; Pelegrinova, Macutek and
Cech, 2021; Rujevic et al., 2021; Stave et al., 2021). The biasing impact of the Brevity law can be
diminished by analysing the unit types whose constituents tend to have higher mean lengths
than constituents of the unit tokens. We can take monosyllabic words in Ukrainian (Buk, 2014,
pp. 107-108) and German (Best and Rotmann, 2017, pp. 103-104) as examples. Their syllable
lengths equal 3.32 or 3.37 phonemes in the types and 2.30 or 2.88 phonemes in the tokens
accordingly. Menzerath (1954) was aware of this influence, and due to his interest in the
structure of languages, he examined the types to avoid the prevalence of words with high
frequency. Similarly, Altmann and Schwibbe (1989, p. 51) argued in favour of counting a unit
only once, i.e. its types, as well as Kelih, who explained the choice by the nature of the law being
a “construction mechanism” (2008, p. 14). As Stave et al. concluded, “Menzerath’s Law is
expected to be due to an intrinsic trade-off between the components and the carrier, and not
to the frequency of usage of the specific carrier” (2020, p. 4). On the other hand, Chen and Liu
(2022, p. 5) suggested that the analysis of the tokens might contribute to the recognition of text
types.

28 |n the case of a collection of sentences which fulfil particular conditions. The authors excluded the
shortest sentences whose words showed a monotonic decrease in their lengths, the longest sentences
and sentences with a frequency equal to or lower than 30, which showed a higher variance in word
lengths (Grzybek, Kelih and Stadlober, 2008, pp. 115-119).

2% We use the term ‘types’ to denote both — not only different word forms from a text but also basic forms
of words which correspond to entries in dictionaries, i.e. lemmas (Taylor, 2015, pp. 2-3).
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Let us review the results obtained when the Menzerath-Altmann law was applied to
word tokens and types being the construct to syllables (or characters in Chinese). In the case of
the word tokens, the corroboration of the law was yielded by Wimmer et al. (2003), Mili¢ka
(2014) and Rujevié et al. (2021) — the goodness-of-fit achieved a satisfactory value.*® However,
Wimmer et al. (2003) fitted a model only to three word lengths, while Milicka (2014) and Rujevié¢
et al. (2021) used an alternative formula. Some studies corroborated the law but not for all
samples under analysis (Madutek, Chromy and Ko3€ova, 20183'; Galieva, 2021 3%2; Torre,
Debowski and Hernandez-Fernandez, 2021 %) or not for all data points (Kraviarova and
Zimmermann, 2010*). Lastly, there are studies in which analysis of the word tokens did not
bring corroborating results at all (Alekseev, 1998; Motalova and Matouskova, 2014; Benesova,
Faltynek and Zamecnik, 2015; Chen and Liu, 2016, 2019, 2022, when testing the word measured

in Chinese characters as mentioned above).®

When it comes to the word types, the situation is
more straightforward. Almost all studies yielded corroboration of the law based either on the
apparent menzerathian decreasing tendency (Altmann and Schwibbe, 1989; Buk and Rovenchak,
2007, although when using an alternative formula; Dinu and Dinu, 2009; Altmann and Gerlach,
2016; Araujo, Benevides and Pereira, 2020) or a satisfactory goodness-of-fit (Menzerath, 19543;
Bohn, 2002; Grzybek, 1999, 2000; Kdhler, 2002; Kelih, 2008, 2010, 2012; Macutek and
Rovenchak, 2011, when also fitting an alternative formula to data). Only Cech and Macutek
(2021) did not corroborate the law for all samples.? Finally, four studies simultaneously tested
both — tokens and types — while showing only the types corroborating the law (Alekseev, 1998;
Buk, 2014; Mikros and Mili¢ka, 2014; Best and Rottmann, 2017).3 However, Buk (2014) and Best
and Rottmann (2017)% fitted the data with an alternative formula, while Mikros and Mili¢ka
(2014) just tested the monotonic decrease of the constituent lengths, which was violated by
disyllabic words in the case of the tokens.

The Menzerath-Altmann law operates with the concept of the construct and constituent
standing for units of measurement. As Altmann (1983; also Kéhler, 1982, p. 109; Altmann and
Schwibbe, 1989, pp. 46-48; Cramer, 2005a, pp. 633-634, Kéhler and Naumann, 2009, p. 38)
pointed out, the negative correlation between lengths of the construct and the constituent only

30 Expressed by the coefficient of determination R? in accordance with R? > 0.90.

31 For eight out of 10 texts with respect to R? > 0.90.

32 For three out of six if following the same standard of R? = 0.90.

33 Showing the negative correlation only for half of tested samples representing 21 languages.

34 The decreasing tendency was confirmed if the authors excluded one-constituent constructs from the
analysis.

35 The goodness-of-fit did not follow the standard of R? > 0.90, or the decreasing tendency was
considerably violated.

36 Menzerath’s data (1954) was later re-analysed by Fenk, Fenk-Oczlon and Fenk (2005), who yielded the
fit in accord with R = 0.90.

37 Two out of 13 samples did not reach R? > 0.90. Nevertheless, the goodness-of-fit of one poem was
slightly below the standard, i.e. R? = 0.883 (Cech and Macutek, 2021, p. 9), while the second might be
too short for the law to come into force.

3 |n case of the goodness-of-fit being in accord with RZ = 0.90 (if R? applied) or the presence of the
apparent decreasing menzerathian trend.

39 The tokens yielded a fit slightly below the standard, i.e. R? = 0.88 (Best and Rottmann, 2017, p. 103).
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emerges if the immediately adjacent units are tested, or in other words, the levels are not
skipped. Despite the different approach, Altmann (1983) followed up Arens’ findings (1965) of
the sentence and the word lengths being positively correlated and associated this increasing
trend with Menzerath’s law, or more precisely, with its general form — “[t]he length of the
components is a function of the length of language constructs” (Altmann, 1980, p. 3).*° For
example, if a sentence length increases along with the decrease in the length of a clause, then
the clause length decreases along with the increase in the length of its direct constituents, i.e.
words. Hence, leaving the clause out should result in the reverse tendency — the sentence length
increases along with the increase in the word length, or in other words, the word length is a
function of the sentence length. Nevertheless, testing this reverse relationship faces an issue in
obtaining sufficient data points, especially on higher linguistic levels, because the construct
lengths measured in indirect constituents (e.g. sentence in words) can vary to a larger extent
than being measured in its direct constituents and the trend might not appear (Kéhler and
Naumann, 2009, pp. 38-39; Kohler, 2012, p. 108).*

Apart from the studies by Grzybek and Stadlober (2007), Grzybek, Stadlober and Kelih
(2007), Grzybek, Kelih and Stadlober (2008), Grzybek (2010) and Grzybek (2013) which showed
the positively correlated relationship between the sentence and the word lengths either for
pooled or sufficiently large and heterogeneous data, we can find more results obtained when
various linguistic levels were skipped — either on the construct or the constituent level. Motalova
and Matouskova (2014), BeneSova and Birjukov (2015), Birjukov (2016), and Motalova and
Schusterova (2016) measured the clause (a segment between selected punctuation marks being
called a parcellate or an intercomma) indirectly in Chinese or Japanese characters (roughly
corresponding to a syllable and being measured in components). The clause in the position not
only of the construct but also of the constituent to the sentence led to similar results. Data points
were more or less scattered around the fitting curve without any predominant tendency (being
slightly increasing, decreasing or even constant). The following two triplets are other examples
of skipping linguistic levels when measuring the constituent — the clause as the constituent of
the sentence being indirectly measured in syllables and the phrase as the constituent of the
clause being indirectly measured in morphemes. The former triplet yielded the inverse
menzerathian tendency (Buk and Rovenchak, 2008), while in the latter case, the tendency was
rather constant (Sanada, 2016). The skipping also appeared on a word level. The word length
indirectly measured in grapheme or phoneme was chosen as the constituent to the phrase
(Berdicevskis, 2021) or the clause (Hug, 2004; Berdicevskis, 2021%?) and revealed both the
positive and negative correlation. The studies mentioned above have in common that they

40 Arens (1965) analysed only two coordinates per text as described above, while the menzerathian
approach considers all categories of the construct length in a text.

41 We remind the reader that Grzybek, Kelih and Stadlober (2008) included only sentence lengths with a
frequency > 30 in their analysis to reduce data variance.

42 0n the one hand, Berdicevskis (2021, p. 11) addressed that morphemes or syllables might be preferred
as the measurement units of the word. On the other hand, the author argued that word length in
phonemes or graphemes might be highly correlated with the word length in morphemes or syllables (as
he illustrated his point with the positive correlation between graphemic and morphemic lengths of words
in Swedish).
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skipped only one of the measurement units (direct or indirect constituent to the construct).
However, there are also studies which skipped both. Such an example can be the triplet
composed of the sentence, word and grapheme (phoneme or phone), which was tested by
Hrebicek (2002a), Hug (2004) and Berdicevskis (2021). The results again vary — Hrebicek (2002a)
showed fluctuation in the constituent lengths while Hug (2004) and Berdicevskis (2021) detected
both correlations. Although skipping a linguistic level mainly leads to at least ambiguous or even
worse results, Chen and Liu (2022) demonstrated that leaving a unit out can bring a better
goodness-of-fit between a model and data. Initially, the authors did not corroborate the law for
word tokens measured directly in Chinese characters and indirectly in components. Hence, the
authors decided to leave the Chinese character out and apply the law to the triplet of word,
component and stroke, which led to a considerably increased fit.** Nevertheless, going one level
above, the clause being combined with the word measured in the components yielded almost
the same results as the word measured in Chinese characters.*

The Menzerath-Altmann law seems sensitive to a choice of measurement units and their
mutual distance. If the construct and its constituent are not close (or far) enough, the analysis
brings various results. To illustrate the point, we can use the results brought by Berdicevskis
(2021). When starting with the sentence level, the negative correlation between sentence, word
and grapheme was confirmed for 26 out of 78 languages. The number of languages increased to
68 when including the clause (sentence, clause and word) but dropped to 38 languages when
changing the word to the phrase (sentence, clause, phrase). When going one linguistic level
lower, lengths of the clause as the construct and lengths of the word as its constituents
measured in graphemes were negatively correlated only in 12 languages. However, when the
clause was measured in phrases and words, the number of languages raised to 58 even though
including the phrase on the higher linguistic level yielded worse results.

Another question arises about how skipping linguistic levels relates to engaging time as
the unit of measurement. For example, the combination of the word measured in phonemes
and the phoneme measured in seconds corroborated the law despite the fact that a linguistic
level (e.g. syllable or morpheme) was skipped (Hernandez-Fernandez et al., 2019; Torre et al.,
2019).%

The last issue to be discussed here is the evaluation of results. Earlier studies (e.g.
Altmann, 1980; Kohler, 1982; Heups, 1983; Schwibbe, 1984; Teypenhayn and Altmann, 1984;
Altmann and Schwibbe, 1989) used F-test which statistically test sampled data against a null
hypothesis predicting a zero correlation between variables (Grotjahn, 1992, p. 129). However,
its use for language data was later criticised because the significance of the F-test leading to
acceptance of a model might be caused by sample size (e.g. Grotjahn, 1992, pp. 124-125). The
goodness-of-it between the model and data started to be commonly evaluated by the
coefficient of determination R? which reflects the degree of agreement between empirical and

3 From 0.1625 to 0.8982 based on values of the coefficient of determination R? (Chen and Liu, 2022, p.
5).

4 R? = 0.7657 and R? = 0.7477 accordingly (Chen and Liu, 2022, p. 5).

45 At least for English (Torre et al., 2019, p. 17) and Spanish (Herndndez-Fernandez, 2019, p. 11) based on
the coefficient of determination R?, i.e. R? = 0.90. The fit for Catalan was considerably lower, i.e. R? =
0.75 (Hernandez-Fernandez, 2019, p. 11).
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theoretical values (Kelih, 2008, p. 17; used e.g. by Priin, 1994; Hrebicek, 1995; Grzybek, 1999;
Bohn, 2002; Wimmer et al., 2003; Roukk, 2007; Kelih, 2008; Macutek and Rovenchak, 2011;
Kohler, 2012; Milicka, 2014; Bene$ova and Cech, 2015; Sanada, 2016; Macutek, Cech and Mili¢ka,
2017; Xu and He, 2018; Chen, 2018; Jiang and Ma, 2020; Macutek, Cech and Courtin, 2021; Jiang
and lJiang, 2022). Its value ranges from 0 to 1. The higher the value, the better fit between a
model and data. However, researchers do not agree on a minimum threshold for the law’s
corroboration when interpreting obtained results. According to Andres et al. (20124, p. 15), the
adequate goodness-of-fit is achieved when R? > 0.70. The minimum value for good results
starts at RZ > 0.80 for Best and Rottmann (2017, p. 101) or at R? > 0.85 for Grzybek and
Stadlober (2007, p. 208) and Kelih (2008, p. 17). Macutek and Wimmer et al. (2013, p. 233) even
refer to the rule of thumb in the form of R? > 0.90. Some authors use a scale for the
interpretation of their results. Acceptable results start with R? > 0.70 (Jin and Liu, 2017; Xu and
He, 2018; Hou et al., 2019a, 2019b; Jiang and Ma, 2020; Jiang and Jiang, 2022) or R? > 0.75
(Chen, 2018; Chen and Liu, 2019, 2022), the good results at R? = 0.80 (Chen, 2018; Chen and
Liu, 2019, 2022) or at R? > 0.85 (Jin and Liu, 2017; Jiang and Jiang, 2022) and excellent results
at R? > 0.90 (Jin and Liu, 2017; Xu and He, 2018; Chen, 2018; Chen and Liu, 2019, 2022; Hou et
al., 2019a, 2019b; Jiang and Jiang, 2022). The lack of consensus on the threshold blurs an overall
picture regarding the scope of the law’s validity. Spearman’s rank correlation coefficient is
another method applied to test the menzerathian relationship between the construct and its
constituent, and used, for example, by Kutacka (2009b), Berdicevskis (2021), Torre, Debowski
and Hernandez-Fernandez (2021). Its value ranges between —1 and 1 for the negative and
positive correlation respectively and its significance is tested by the p-value (Torre, Debowski
and Hernandez-Fernandez, 2021, p. 8). However, the coefficient tests only the correlation and
not the fit of the model to the data. As Berdicevskis pointed out, it is “not really informative for
the languages with clear non-monotonic patterns” (2021, p. 8), which occurrence is no exception
as discussed above in connection with the second or reverse regime of the law. Some studies
opted for other methods, but their usage is more or less peripheral. Hence, we will not go into
further details.
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2 Menzerath-Altmann law on language units

The law has been widely applied to various linguistic levels and their combinations.
However, the chapter primarily summarises those findings related to linguistic levels tested by
the thesis (see Table 1). As for alternative triplets which have been analysed beyond the scope
of this work, we provide their brief overview only if the same construct (i.e. sentence, clause,
syntactic phrase, word or character) is analysed and measured in its possible neighbouring units
(studies which tested triplets where linguistic levels were apparently skipped were already
introduced in Chapter 1.4). When summarising the studies, we always mention language
material under analysis due to its influence on results (as addressed in Chapter 1.4) and follow
interpretations provided by authors. Where studies achieved the corroboration of the law using
an alternative formula proposed by authors, we add this information to the overview. Otherwise,
the models derived by Altmann (1980) were applied. If the coefficient of determination R? is
used for the evaluation of the goodness-of-fit between models and data, due to the lack of a
consensus on its minimal value needed for the law’s corroboration (as discussed in Chapter 1.4),
we additionally review the results in the light of the standard followed by the thesis, i.e. the law
is corroborated when R? > 0.90 (Madutek and Wimmer, 2013, p. 233). The chapter is divided
into subchapters according to the construct in question. We start with the sentence even though
there are works which go above this level and treat the sentence as the constituent, e.g.
Hrebicek (1990a, 1995, 1997) used the sentence as a measurement unit for so-called hrebs or
semantic aggregates, Grzybek (2013) as the constituent to a chapter, Motalova and Matouskova
(2014) and Benesova and Birjukov (2015) as the constituent to a paragraph. Each subchapter
introduces results achieved for various languages excluding Chinese, towards which the focus is
shifted afterwards.

Table 1. Overview of the linguistic levels under analysis by the thesis.

Construct Direct constituent Indirect constituent
Clause Word

Sentence Syntactic phrase Word
Clause Syntactic phrase
Word Character/syllable

Clause .
Syntactic phrase Word

Syntactic phrase Word Character/syllable
Character Component

Word Character Stroke
Syllable Sound

Character Component Stroke
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2.1 The sentence as the construct

2.1.1 The sentence across languages

The determination of the sentence is not always sufficiently addressed within studies
(Kutacka, 2009b; Xu and He, 2018; Jiang and Jiang, 2022) or not addressed at all (K6hler, 1982;
Schwibbe, 1984, 1989; Teupenhayn and Altmann, 1984; Kéhler and Naumann, 2009; Kohler,
2012). If it is, utilised approaches vary. On the one hand, there is a common ground in
determining sentence borders based on punctuation marks. On the other hand, studies do not
agree on the details of the determination. Bene$ovd and Cech (2015) used only a full stop. Other
studies also considered a question mark and an exclamation mark, and the determination was
usually further specified. Authors extended the selection of the punctuation marks, e.g. by a
colon and a semicolon (Hug, 2004) or by an ellipsis*® (Roukk, 2007). An additional rule can also
condition the determination, e.g. Heups (1983) determined the sentence based on the
capitalisation of its first grapheme (even after the colon). Some authors combined both, e.g.
studies of Buk and Rovenchak (2008) and Jiang and Ma (2020) implemented the rule of
capitalisation while the former added the ellipsis as the sentence-final mark and the latter the
ellipsis, a dash and brackets. Even though Sanada (2016) used punctuation, she did not provide
details of selected marks. Last but not least, some authors relied on the sentence determination
provided by an annotation scheme of language material (Macutek, Cech and Mili¢ka, 2017;
Tanaka-Ishii, 2021; Berdicevskis, 2021; Macutek, Cech and Courtin, 2021).

2.1.1.1 The clause as the constituent

The choice of the clause as the constituent of the sentence and the word as the
constituent of the clause prevails among studies. It gives rise to the hypothesis —the longer the
sentence length measured in the number of clauses, the shorter the mean length of the clauses
measured in words.

As for the determination of the clause, or more precisely, the number of the clauses in
the sentence, authors usually count finite verbs (Kohler, 1982; Heups, 1983; Teupenhayn and
Altmann, 1984; Roukk, 2007; Bene$ova and Cech, 2015; Xu and He, 2018; Jiang and Jiang, 2022).
Nonetheless, this approach is not the only operationalisation of the clause which can be found.
Buk and Rovenchak (2008) developed an algorithm which identified the clause in Ukrainian
based on different verb forms (excluding infinitives), predicative words, punctuation marks and
conjunctions. An algorithm designed by Kéhler and Naumann (2009) for the German language
automatically detected three types of clauses — finite, infinite and verbless — while using
punctuation and conjunctions as indicators of potential clausal boundaries.*’ Jiang and Ma (2020)

% |n the realm of punctuation being chosen as unit boundaries, the ellipsis strictly denotes the
punctuation mark composed of three or six dots.

47 The authors checked manual and automatic determination of the clause on five texts and achieved 90-
95% success rate (Kéhler and Naumann, 2009, p. 38).
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analysed the finite and infinite clauses operationalised as a sequence of words with subject and
predicate between selected punctuation marks (comma, semicolon and colon). Hug (2004)
determined the clause — being called a group — solely by punctuation, i.e. comma and dash.
Similarly, Schwibbe (1984) processed the clause as a sequence of words inserted between two
punctuation marks. However, the author did not further specify their selection; moreover, he
conditioned the clausal length to be greater than two words (without any justification). The
approach to the clause while using an annotation scheme of language material was adopted by
Berdicevskis (2021). Last but not least, there are studies which did not provide (sufficient or any)
details on the clause determination (Schwibbe 1989; Kutacka, 2009b; Koéhler, 2012).

The word was mainly processed as a sequence of characters between two spaces (Heups,
1983; Hug, 2004; Roukk, 2007; Buk and Rovenchak, 2008; Bene$ova and Cech, 2015; Jiang and
Ma, 2020). Berdicevskis (2021) exploited the annotation scheme of language material with
minor adjustments, while Xu and He (2018) and Jiang and Jiang (2022) used parsing or tagging
tools for word determination. Other studies did not address the determination of the word
(Kohler, 1982; Schwibbe, 1984, 1989; Teupenhayn and Altmann, 1984; Kéhler and Naumann,
2009; Kutacka, 2009b; Kéhler, 2012).

The hypothesis was corroborated by empirical data from several languages. As regards
English, Kohler (1982) did not reject the hypothesis for a sample of sentences selected from
different texts (based on an F-test with the apparent menzerathian decreasing tendency)®,
Teupenhayn and Altmann (1984) for each sample of sentences from individual texts (based on
an F-test) and Kutfacka (2009b) for each excerpt from five out of seven books of literary and
scientific text types (based on Spearman’s correlation coefficient). The corroborating results
were also achieved when testing text collections. Xu and He (2018) applied the law to corpora
of spoken and written academic discourse, their mixed sample, and to a corpus of play and
television scripts (R? = 0.90 was reached in all the cases). Jiang and Ma (2020) tested a corpus
of English short stories and a corpus of English translations of Chinese short stories (however
when reviewing their results in the light of the standard of R? > 0.90, the law would be
corroborated only for the corpus of translations and for its two collections out of four if analysed
separately, R? of the third collection was slightly below this standard, i.e. R? = 0.8841). Finally,
Jiang and lJiang (2022) analysed corpora of transcriptions representing simultaneous and
consecutive interpreting from Chinese to English (the standard of R? > 0.90 was met).

In the case of German, the corroboration of the hypothesis was yielded by analysing
samples of sentences collected from book chapters (Kéhler, 1982, based on an F-test with the
apparent menzerathian decreasing tendency), samples of sentences from individual texts
(Teupenhayn and Altmann, 1984, based on an F-test), four separate German texts (Kéhler, 2012,
even though only three of them would meet the standard of R? > 0.90), a sample of newspaper
articles (Kéhler and Naumann, 2009, who presented the result only in the form of a graph
depicting the apparent menzerathian decreasing tendency, which, in the authors’ view,
corresponded to results based on manual processing of the clause published by other studies)

48 The re-analysis by Kéhler (2012) showed the coefficient of determination R? in accord with R? = 0.90.

31



and a corpus containing different text types, i.e. news, letters, novels, legal and scientific texts,
(Heups, 1983, based on an F-test with the apparent menzerathian decreasing tendency).*

Teupenhayn and Altmann (1984) did not reject the hypothesis for a sample of sentences
from a French text (based on an F-test), and Hug (2004) showed a negative correlation between
the tested unit lengths for almost all French newspaper articles when analysed individually
(based on a linear correlation coefficient).

Kutacka (2009b) corroborated the law for excerpts from five out of seven Polish literary
and scientific books (based on Spearman’s correlation coefficient) and Teupenhayn and Altmann
(1984) for Swedish, Hungarian, Slovak, Czech and Indonesian, each represented by a sample of
sentences from an individual text (based on an F-test). The Czech was also tested by BeneSova
and Cech (2015), who confirmed the inverse proportionality between lengths of the sentence
and clause in an essay (nevertheless, R? was below the standard of R? > 0.90, i.e. R? =
0.8737).

Berdicevskis (2021) tested 78 languages — each represented by the Universal
Dependencies (UD) treebank (Universal Dependencies Treebanks 2.8.1, Zeman et al., 2021a)
with more than 10,000 tokens or by their mixture in case a language had more than one
treebank of such a size. The results showed a negative correlation between lengths of the units
on this level for 68 languages (based on Spearman’s rank correlation coefficient). As for the rest,
none of the correlations was detected.

On the contrary, there are several studies which brought opposite results. When Hug
(2004) tested the law on the whole sample of French newspaper articles, results revealed
lengths of the sentence and the clause being correlated positively (based on a linear correlation
coefficient). Roukk (2007) did not corroborate the hypothesis mentioned above for chapters of
a German novel and their Russian translations, and a chapter of a Russian novel and its English
translation (based on R?).*® The mean lengths of the clauses showed a zig-zag tendency rather
than decreasing.”* Even though Buk and Rovenchak (2008) did not interpret their test of the
model reliability in detail, based on a curve visualising the fit between the model and their
empirical data of a Ukrainian novel, the clause lengths showed an increasing tendency
contradicting the law. However, it should be noted that their algorithm for clause determination
struggled to cope with direct speeches.>? Kutacka (2009b) did not corroborate the law for English
and Polish excerpts from two books of different text types (based on Spearman’s correlation
coefficient).

Based on the summary of all the results, it appears that Ukrainian (Roukk, 2007) and
Russian (Buk and Rovenchak, 2008) are the only languages where the menzerathian tendency
was not observed. It is noteworthy that Berdicevskis (2021) also included Ukrainian and Russian
in his study, and the results showed a negative correlation between the sentence and the clause

9 The study also contains results for each text separately (available in Appendix, Heups, 1983, pp. 124-
129).

50 Roukk (2007, p. 605) also referred to her earlier works where she did not corroborate the law applied
to speeches of children in Russian (the results should be published in Roukk, 2003a, 2003b).

51 No model was applied.

52 When comparing manual and automatic determination of the clause in the novel's first chapter, 19 %
of clauses were miscounted (Buk and Rovenchak, 2008, p. 12).
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lengths for both (although the methodology of all the three studies differs to a considerable
extent).

Lastly, two studies tested the law while adopting a different approach to the analysis.
First, Schwibbe (1984) fitted the models of the law only to mean sentence lengths and mean
clause lengths calculated for each text of a different text type (essay, letter, fiction, scientific
literature, news). His results showed the means being negatively correlated (based on an F-test).
Second, Schwibbe (1989) tested letters and suicide notes, and texts written by two age groups
while averaging the construct lengths that are usually discrete variables. In Schwibbe’s view, the
results were in accord with the law even though the author published only a graph showing the
decreasing tendency of fitting curves.

2.1.1.2 The syntactic phrase as the constituent

The clause is not the only possible unit being the constituent to the sentence. Two
studies used a syntactic phrase (or shortly phrase) measured in words and tested the hypothesis
— the longer the sentence length measured in the number of phrases, the shorter the mean
length of the phrases measured in words.

Macutek, Cech and Militka (2017) approached the constituent in the realm of
dependency grammar. The authors determined the phrase as a subtree directly hanging from a
predicate of the main clause (=sentence)*?, and Tanaka-Ishii (2021) adopted the same approach.
As for word determination, both the studies relied on an annotation scheme of language
materials (Macutek, Cech and Mili¢ka, 2017; Tanaka-Ishii, 2021).

Macutek, Cech and Mili¢ka (2017) applied the law to the Prague Dependency Treebank
3.0 (Bejcek et al.,, 2013; adjusted by the authors to some extent) and corroborated the
hypothesis based on the coefficient of determination R? meeting the standard of R > 0.90.
Tanaka-Ishii (2021) opted for Universal Dependencies (UD) treebanks (Nivre et al., 2020, ver. 2.3)
and the Penn Treebank (Marcus et al., 1994) converted to the dependency framework. In the
case of UD, the author tested a sample consisting of 129 treebanks of 76 languages and each of
the three largest UD treebanks — Czech, Russian and Japanese. The analysis of the mixed sample
revealed that the phrase lengths monotonically decrease only for sentences of the length
greater than two and lower than ten phrases (based on a decrease ratio)®*. The decreasing
tendency for a similar range was also revealed for the Czech, Russian and Japanese UD treebanks
and even for the converted Penn Treebank.

53 The authors called the construct a clause. However, language material under analysis distinguished only
predicates of main clauses (Macutek, Cech and Mili¢ka, 2017, p. 103). Therefore, we decided to introduce
the study in this chapter.

54 “The ‘decrease ratio’ indicates the average proportion of data points ... for which the mean constituent
size of x decreased as compared with that of x — 1” (Tanaka-Ishii, 2021, p. 4).
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2.1.1.3 The clause and the syntactic phrase as the constituents

The last unit triplet is formed by combining the previous two direct constituents. Making
the clause the direct constituent of the sentence and the syntactic phrase the direct constituent
of the clause results in the last hypothesis — the longer the sentence length measured in the
number of clauses, the shorter the mean length of the clauses measured in phrases.

The combination of these units has probably been analysed only in three studies (Sanada,
2016; Berdicevskis, 2021; Macutek, Cech and Courtin, 2021). Sanada (2016) determined the
number of clauses by the number of predicates (also allowing its non-verbal forms) and Macutek,
Cech and Courtin (2021) by the number of finite verbs. Berdicevskis (2021) used the annotation
scheme of language material.

When it comes to the lowest unit, Sanada (2016) considered the phrase — called
argument in her study — to be an element connected to the predicate. Berdicevskis (2021)
followed the approach proposed by Macutek, Cech and Mili¢ka (2017), i.e. the author treated
the phrase as a sub-tree directly hanging from a predicate, even though he cast doubt on this
operationalisation as well as Macutek, Cech and Courtin (2021) who addressed its main
drawbacks from several perspectives. Firstly, the previous approach resulted in constituent
lengths higher than the short-term memory limit (e.g. roughly equal to 7 + 2, as suggested by
Miller, 1956). Secondly, the treatment of the predicate would either lead to the exclusion of
sentences without phrases or to multiple inclusion of the predicate in each phrase. Lastly, the
authors raised an objection that the original approach disregarded the linear property of a
language. Taking these arguments into account, Macutek, Cech and Courtin (2021) suggested a
new unit — linear dependency segment (LDS) — defined as a group of words in a clause “in which
all linear neighbours (i.e. words adjacent in a sentence) are also syntactic neighbours (i.e. they
are connected by an edge in the syntactic dependency tree which represents the sentence)”
(Maéutek, Cech and Courtin, 2021, p. 3).5°

Sanada (2016) tested the law on a set of Japanese sentences containing the verb ‘meet’,
and her results corroborated its validity (based on the coefficient of determination R? meeting
the standard of R? > 0.90). Berdicevskis (2021) yielded a negative correlation between the
analysed unit lengths only in UD treebanks of 38 languages and a positive correlation in UD
treebanks of five languages. In the case of 35, none of the correlations was proved (based on
Spearman’s rank correlation coefficient). Macutek, Cech and Courtin (2021) analysed two Czech
dependency treebanks converted to the Surface Syntactic Universal Dependencies (SUD)
annotation scheme (Gerdes et al., 2018). The authors corroborated the hypothesis only for one
treebank and a sample which merges both (with R? > 0.90 being satisfied). Even though the fit
of the second treebank was considerably lower (i.e. slightly above 0.61), the authors argued in
favour of the apparent decreasing tendency of the LDS lengths.

55 We are aware that the determination of the proposed unit does not solely rely on the dependency
syntactic criterion but also takes the criterion of the word order into account. However, its position in the
hierarchy of language units corresponds to a level between the clause and the word. Hence, we include it
in chapters on the syntactic phrase.
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2.1.2 The sentence in Chinese

Studies focusing on Chinese combined the sentence with the clause and the word.
Hence, the hypothesis — the longer the sentence length measured in the number of clauses, the
shorter the mean length of the clauses measured in words — was tested.

The sentence in Chinese was usually determined as a segment between punctuation
marks, i.e. a full stop, a question mark, an exclamation mark (Bohn, 1998, 2002; Hou et al., 2017)
or an ellipsis®® (Jin and Liu, 2017). Some authors relied on the sentence determination provided
by an annotation scheme of language material (Wang and Cech, 2016; Hou et al., 2017; Chen,
2018; Chen and Liu, 2019, 2022; Berdicevskis, 2021) or available software (Sun and Shao, 2021).

Since tested samples usually lacked annotation of the clause, there is an apparent
consensus among studies to prefer particular punctuation marks as indicators of clausal borders.
Authors usually chose a comma (Chen and Liu, 2022) together with a semicolon (Hou et al., 2017;
Chen, 2018; Chen and Liu, 2019) and a colon (Bohn, 1998, 2002; Jin and Liu, 2017). Sun and Shao
(2021) used all these marks and extended the selection by the ellipsis. Jin and Liu (2017)°’, Chen
(2018), and Chen and Liu (2019, 2022) explained this preferred determination by a rough
correspondence between the Chinese clause and a segment inserted into two punctuation
marks while referring to Luke (2006). Wang and Cech (2016) and Berdicevskis (2021) are the
only studies which did not use punctuation to identify the clause in Chinese. While the former
study determined the clause as a sequence of words connected through syntactic relations,
which includes a subject and a predicate, Berdicevskis (2021) relied on the annotation of
language material.

Lastly, the word was mainly determined by software (Hou et al., 2017; Jin and Liu, 2017;
Sun and Shao, 2021)% or authors relied on the annotation or word segmentation of language
material under analysis (Bohn, 1998, 2002; Hou et al., 2017; Chen, 2018; Chen and Liu, 2019,
2022; Berdicevskis, 2021). Wang and Cech (2016) did not specify any detail concerning the word
determination, but the description of language material and methodology implies that they also
used the annotation.

We start with studies which corroborated the hypothesis mentioned above with respect
to interpretations provided by authors. Bohn (1998, 2002) did not reject the hypothesis when
testing a corpus of news (the coefficient of determination R? reached the standard of R? >
0.90). Wang and Cech (2016) concluded that samples of Chinese monolingual sentences and
Chinese-English code-switching sentences follow the menzerathian tendency despite some
deviations in the latter sample (nevertheless, R? only of the former sample is in accord with the
standard of R? > 0.90). Hou et al. (2017) corroborated the hypothesis for a) a corpus of news

56 We remind the reader that the ellipsis strictly denotes the punctuation mark composed of three or six
dots.

57 Jin and Liu (2017) tested the approach on 1000 randomly selected sentences and found that the clausal
segmentation based on the punctuation marks reached 95% accuracy. However, details about the test
are not provided.

8 Hou et al. (2017) and Jin and Liu (2017) used the Chinese Lexical Analysis System ICTCLAS (Institute of
Computing Technology of Chinese Academy of Science, n.d.), while Sun and Shao (2021) used the
Language Technology Platform developed by Harbin Institute of Technology (Che, Li and Liu, 2010).
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broadcasting and b) text collections of written text types from the Lancaster Corpus of Mandarin
Chinese (LCMC, McEnery, Xiao and Mo, 2003). When evaluating their results, R? > 0.90 is
reached only in the case of news broadcasting and four® out of 11 LCMC text collections. Jin and
Liu (2017) showed corroborating results of four corpora of different text types — microblogs,
news, prose and fiction (nonetheless, only the microblogs meet R? > 0.90). Chen (2018) and
Chen and Liu (2019, 2022%) also tested LCMC, and, in the author’s view, the sample did not
reject the hypothesis. However, none of these studies showed R? reaching R? = 0.90).
Berdicevskis (2021) confirmed a negative correlation between the units on this level for a mixed
sample of UD treebanks (based on Spearman’s rank correlation coefficient). Finally, Sun and
Shao (2021) did not reject the hypothesis for five corpora of news, novels, prose, scripts and
textbooks (R? reaches the standard of R? > 0.90 in novels, prose and scripts while in textbooks
is slightly below, i.e. R? = 0.8848).

Cases which did not pass the criteria for the law’s corroboration in the view of authors
were reported only in two studies.®! Firstly, when Bohn (1998, 2002) tested an individual text
and secondly when Hou et al. (2017) tested corpora of texts representing informal, spontaneous
language (sitcom conversations and TV talk shows) and fictional and humorous texts from LCMC.

2.2 The clause as the construct

2.2.1 The clause across languages

Compared to the sentence level, the clause in the position of the construct has been
studied to a considerably lesser extent and the clause determination varies across studies. The
clause was determined based on the presence of a finite verb (Tuldava, 1995) or a predicate
(Sanada, 2016), based on punctuation marks (Hug, 2004, who used a comma and dash as clause-
final marks) or annotation of language material (Coloma, 2015, 2020; Berdicevskis, 2021 while
applying minor modifications). As for the studies published by Benesova (2011), Andres and
BenesSova (2011, 2012) and Andres et al. (2012a), the construct under analysis was termed as
sentence/clause (Andres and BeneSova, 2011, 2012) or even syntactic construction (Benesova,
2011; Andres et al., 2012a) but always identified by its finite or infinitive verb functioning as a
predicate (Benesova, 2011, p. 38; Andres et al., 2012a, p. 10). Based on this determination, it
appears that rather the clause was analysed. Since the thesis considers the sentence to be a
higher language unit which can include more than one predicate, we decided to introduce these
studies within this chapter.

59 a) news reportage, b) news editorials, c) skills, trades and hobbies, and d) academic prose.

80 The LCMC sample tested by Chen and Liu (2022) contained two text collections of press reportages and
academic prose.

51 Following the interpretation of the authors, empirically gained data showed an increasing tendency of
mean clause lengths contradicting the law, or a value of the coefficient of determination R? was lower
than 0.70.
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2.2.1.1 The word as the constituent

When it comes to the direct and indirect constituents of the clause, studies mostly agree
on the choice of the word to be the direct one but differ in the choice of a measurement unit
for the word. Researchers opt for a syllable, a phoneme or a grapheme. Hence, the following
hypothesis and its alternatives were tested — the longer the clause length measured in the
number of words, the shorter the mean length of the words measured in syllables, phonemes
or graphemes.

The word was determined as a sequence of graphemes between spaces (Hug, 2004;
Benesova, 2011; Andres and BenesSova, 2011; Andres et al., 2012a). BenesSova (2011), Andres
and Benesova (2011, 2012), and Andres et al. (2012a) also introduced an alternative approach
to the word, which was regarded as a word form compounded from a carrier of a lexical meaning
(e.g. noun) and a carrier of grammatical meaning (e.g. preposition, definite or indefinite article).
Coloma (2015, 2020) and Berdicevskis (2021, with minor adjustments) used an annotation
scheme of language material, and Tuldava (1995) did not address the determination of the word
at all.

As for the lowest unit, the syllable was chosen by Tuldava (1995), BeneSova (2011),
Andres and Benesova (2011, 2012), and Andres et al. (2012a). However, details about its
operationalisation are not included in these studies. Coloma (2015, 2020) opted for the
phoneme and relied on phonetic transcription of language material. Hug (2004) and Berdicevskis
(2021) combined the clause and the word with the grapheme. However, neither the phoneme
nor the grapheme is usually perceived as the word direct constituent.

Most studies analysing the clause level show a certain degree of specificity in their
approach. We start with those which do not methodologically diverge from mainstream works
and end with studies that explicitly claim to apply the law while being methodologically on the
borderline.

Similarly to the sentence level, Hug (2004) found, based on a linear correlation
coefficient, that the clause length in words and the word length in graphemes were negatively
correlated when French newspaper articles were tested separately (70 out of 103 articles).
Otherwise, their mixed sample showed a positive correlation. The analysis of the identical triplet
by Berdicevskis (2021) showed a negative correlation only in the case of UD treebanks of 12
languages. 29 of them were identified with a positive correlation. In the case of the rest (37),
none of the correlations was confirmed (based on Spearman’s rank correlation coefficient).
However, as the author pointed out, the correlation coefficient is not informative for the
treebanks showing a non-monotonic decrease.

BenesSova (2011), Andres and BenesSova (2011, 2012), and Andres et al. (2012a) deployed
the law primarily for the identification of a language fractal. The authors applied the law to a
Czech journalistic article (BenesSova, 2011; Andres et al., 2012a) and the English poem ‘The Raven’
and its different translations into Czech, German (Benesova, 2011; Andres and Benesova, 2011)
and Slovak languages (Andres and BeneSova, 2012). From the perspective of the approach to
the language fractal and follow-up fractal analyses, the authors concluded that selected samples
corroborated the hypothesis (however, the question remains whether the hypothesis would be
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corroborated in these samples with regard to the standard of R? > 0.90, e.g. R? obtained from
the journalistic article reached only the value of 0.65, Andres et al., 20123, p. 28).

The last three studies differ in methodology to the largest extent. Coloma (2015, 2020)
used transcriptions of a short fable in 100 languages provided by International Phonetic
Association. Similarly to Schwibbe (1984), the author calculated the mean lengths of the clause
and word per language transcription and fitted the law’s models to these means. The fit
expressed by the coefficient of determination R? was poor (R? < 0.60 when testing 50
languages in 2015 and R? < 0.50 when testing the second half of the languages in 2020).
Tuldava (1995) primarily tested informational measures of dependency while using the law
applied to an Estonian fiction text. However, the author did not draw any further conclusions
about the relationship between the lengths of the clauses and words.

2.2.1.2 The syntactic phrase as the constituent

A syntactic phrase is the second alternative to the direct constituent of the clause. Even
in this case, studies do not agree on the choice of the indirect constituent. The phrase is
measured either in words or morphemes. Concerning these choices, the tested hypothesis was
as follows — the longer the clause length measured in the number of phrases, the shorter the
mean length of the phrases measured in words or morphemes.

As was already introduced above, Sanada (2016) determined the phrase as an element
connected to a predicate and Berdicevskis (2021) followed the approach by Macutek, Cech and
Milicka (2017), who determined the phrase as a whole subtree directly dependent on a
predicate. It should be pointed out that Macutek, Cech and Mili¢ka (2017) analysed only phrases
belonging to predicates of main clauses, i.e. phrases were eventually the direct constituents of
sentences.

Going to the lowest level, Sanada (2016) opted for a morpheme whose boundaries were
identified by software and manual correction (although the question arises whether the
morpheme is the direct phrasal constituent). Berdicevskis (2021) chose the word and relied on
tokenisation of language material (with minor modifications).

As for the results, Sanada (2016) did not corroborate the law for a sample of Japanese
sentences containing the verb ‘meet’ (the coefficient of determination R? did not exceed the
value of 0.60). Berdicevskis (2021) revealed, based on Spearman’s rank correlation coefficient,
a negative correlation in UD treebanks of 58 languages and a positive correlation in UD
treebanks of two languages. None of the correlations was detected for the rest (18).

2.2.2 Clause in Chinese

The clause in the position of the construct also occurred in studies focusing on Chinese.
The clause was mostly combined with the word (being its direct constituent) and the Chinese
character (being its indirect constituent), which resulted in the hypothesis — the longer the
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clause length measured in the number of words, the shorter the mean length of the words
measured in Chinese characters.

The punctuation marks being borders for the clause prevailed. Authors determined the
clause by using a comma (Chen and Liu, 2022) in combination with a semicolon (Chen and Liu,
2019) and a colon (Bohn, 1998, 2002; Hou et al., 2019a, 2019b). Only Berdicevskis (2021)
deployed an annotation of language material. The word was identified by means of a program
for word segmentation (Hou et al.,, 2019a, 2019b)%?, or language materials were already
annotated or segmented into words (Bohn, 1998, 2002; Chen and Liu, 2019, 2022; Hou et al.
2019a; Berdicevskis, 2021). Lastly, the word length was measured in the number of Chinese
characters, which roughly corresponds to the number of syllables except for erization (Bohn,
1998, 2002; Hou et al. 2019a, 2019b; Berdicevskis, 2021; Chen and Liu, 2022).

Let us summarise the achieved results according to the interpretations of the authors.
The hypothesis mentioned above was corroborated by Bohn (1998, 2002), who tested an
individual text and a sample of news. However, the coefficient of determination R? of the text
was below the standard of R? > 0.90, i.e. R? = 0.8789, and the sample did not even reach or
approximate it. Hou et al. (2019a) did not reject the hypothesis for samples of news broadcasting,
sitcom conversations and TV talk shows. When reviewing their results, none of the values of R?
follow the standard of R? > 0.90. However, Hou et al. (2019a) fitted the data with a linear
model of the law.%® When Hou et al. (2019b) refitted the data with the complete model, only the
sitcom conversations would not corroborate the law concerning R? > 0.90. The law also applied
to the Lancaster Corpus of Mandarin Chinese (LCMC) by Hou et al. (2019a), who tested its five
text collections, and by Chen and Liu (2022), who tested a sample containing its two text
collections (nevertheless, R? did not reach the standard of R? > 0.90 in any of these studies).
Berdicevskis (2021) applied the law to mixed UD treebanks and confirmed neither a negative
nor a positive correlation.®* The only language material which was reported not to be in line with
the law was a mixture of news broadcasting, sitcom conversations and TV talk shows (Hou et al.,
20193, based on R?).%

Lastly, Chen and Liu (2019, 2022) tested an alternative to the word constituent. The
authors left Chinese characters out and measured the word in subparts of the Chinese
characters, i.e. components. Both the studies applied the law to LCMC (not further specified in
2019, while to a sample of two text collections in 2022) and achieved similar results as in the
case of the Chinese characters. Nevertheless, none of the values of R? corroborate the law when
taking R? > 0.90 into account.®

62 Hou et al. (20193, 2019b) used the Chinese Lexical Analysis System ICTCLAS (Institute of Computing
Technology of Chinese Academy of Science, n.d.).

8y = bx +In(a)

64 Based on data available at Github (AleksandrsBerdicevskis/menzerath/results means clause 50.tsv,
2021). If an absolute value of a correlation coefficient ranged in the interval of (0.30; 0.70) and the p-
value was greater than 0.05, none of the correlations was confirmed, as in the case of Chinese.

% The authors considered their results tolerable if 0.70 < R? < 0.90 (Hou et al., 2019a, p. 29). However,
R? of this sample was extremely below the lower threshold.

8 Chen and Liu (2019, 2022) used the same model to fit the data (y = ax?e~°*) and the coefficient of
determination R? obtained from the triplet of the clause, word and component reached the value of
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2.3 The syntactic phrase as the construct

The syntactic phrase in the construct position was analysed only by Berdicevskis (2021),
who chose the word and the grapheme as its direct and indirect constituents respectively and
tested the hypothesis — the longer the phrase length measured in the number of words, the
shorter the mean length of the words measured in graphemes. As mentioned above,
Berdicevskis (2021) operationalised the phrase as a whole subtree which directly depends on a
predicate and is measured in the number of words belonging to it (Macutek, Cech and Mili¢ka,
2017). An annotation scheme of language material provided the word determination, and the
word length was expressed as a sum of its graphemes (although the grapheme might not be the
direct constituent of the word in all languages). Based on Spearman’s rank correlation
coefficient, a negative correlation between lengths of these units was identified only in UD
treebanks of 11 languages, while a positive correlation in 22. None of the correlations was
identifiable within the rest (45).

Berdicevskis (2021) also included Chinese in his analysis of the phrase level. The results
showed that none of the correlations was confirmed.®” Otherwise, no other studies applied the
law to the phrase in Chinese. Chen and Liu (2019, 2022) explained its exclusion by a problematic
determination. In addition, the authors concluded with regard to their results that the word can
be the direct constituent of the clause. However, when reviewing the results by optics of the
standard followed by this work (R? > 0.90), the law would not be corroborated. Similarly, Sun
and Shao (2021) added that the phrase might correspond to the clause.

2.4 The word as the construct

2.4.1 The word across languages

Several approaches to determining the word appeared among studies which tested the
word in the position of the construct. The orthographical approach, i.e. identification of the
word as a sequence of graphemes between two spaces, was followed by Alekseev (1998), Buk
and Rovenchak (2007), Kelih (2008, 2010, 2012), BenesSova (2011), Andres and Benesova (2011),
Andres et al. (2012a), Benesova, Faltynek and Zamecnik (2015), Altmann and Gerlach (2016),
and Torre, Debowski and Hernandez-Fernandez (2021). Another approach was related to so-
called zero-syllable words (i.e. particular non-vocalic words). As Wimmer et al. (2003, p. 105)
addressed, these words should be either excluded from analysis or joined to words to which
they relate. The exclusion of the zero-syllable words was applied by Grzybek (2000), Wimmer et

0.7657 (2019, 2022) and from the triplet of the clause, word and character the value of 0.7477 (this
combination was tested only in Chen and Liu, 2022).

57 The data for this linguistic level is available at

(AleksandrsBerdicevskis/menzerath/results_means _phrasewordgrapheme 50.tsv (2021). We remind the

reader that the absolute value of a correlation coefficient is in the interval of (0.30; 0.70) and the p-value
is greater than 0.05.
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al. (2003), Buk and Rovenchak (2007), Kraviarova and Zimmermann (2010) and Buk (2014). The
second method, i.e. joining the zero-syllable words (e.g. prepositions, conjunctions, particles) to
words that they either precede or follow, was adopted by Benesova (2011), Andres and
BenesSova (2011, 2012), Macutek and Rovenchak (2011), Andres et al. (2012a), Macutek, Chromy
and Kos¢ovd (2018), Cech et al. (2020), Cech and Macutek (2021) and Rujevi¢ et al. (2021).
Similarly, Lehfeldt and Altmann (2002) concatenated the word and its neighbouring clitic(s) to
one phonological word form (the determination of clitics in old Russian was based on a study by
Zaliznjak, 1985). Benesova (2011), Andres and BenesSova (2011, 2012), and Andres et al. (2012a)
merged English and German articles with the following words (being called a compound analytic
word form by the authors). There are also studies which re-analysed data published by earlier
works (Altmann, 1980; Altmann and Schwibbe, 1989; Grzybek, 1999, 2000; Fenk, Fenk-Ozlon
and Fenk, 2005; Macutek and Rovenchak, 2011) or used available language material, i.e. words
from dictionaries (Menzerath, 1954; Grzybek, 2000; Koéhler 2002; Dinu and Dinu, 2009) or a
tokenised corpus (Araujo, Benevides and Pereira, 2020). Mikros and Milicka (2014) and Galieva
(2021) developed a script for text processing but did not directly address tokenisation. Lastly,
some studies provided results but not details how the word was operationalized (Altmann and
Schwibbe, 1989; Fenk and Fenk-Oczlon, 1993; Hrebicek, 1995; Fenk, Fenk-Oczlon and Fenk, 2005;
Milicka, 2014; Best and Rottmann, 2017). Since word recognition based on the orthographical
criterion is commonly used in quantitative linguistics, it can be expected that the authors
adopted this pragmatic approach.

2.4.1.1 The syllable as the constituent

The syllable as the direct constituent of the word prevails. As for the word indirect
constituent, a phoneme (or sound) and grapheme were chosen, while the former was usually
preferred. The combination of these units led to the following hypothesis — the longer the word
length measured in the number of syllables, the shorter the mean length of the syllables
measured in phonemes or graphemes.

Regarding the determination of the syllable, the sonority of syllabic elements and the
sonority sequencing principle were employed. According to the principle, the highest degree of
the sonority is assigned to a syllabic nucleus (vowel or syllabic consonant) representing its
sonority peak (e.g. Hall, 2006, p. 330). Hence, the number of peaks equals the number of
syllables in the word. The sonority sequencing principle was deployed either for the automatic
segmentation of the words into syllables (Rujevi¢ et al., 2021, who combined it with the
maximum onset principle for consonants in an intervocalic position; Torre, Debowski and
Hernandez-Fernandez, 2021), or just for the determination of the number of syllables in the
word (Menzerath, 1954; Kelih, 2008, 2010, 2012; Macutek and Rovenchak, 2011; Mikros and
Milicka, 2014; Macutek, Chromy and Ko$¢ova, 2018; Cech and Madutek, 2021). Alekseev (1998)
relied on graphemics in connection with syllable borders but did not provide further details.
Dinu and Dinu (2009) and Araujo, Benevides and Pereira (2020) used an annotation of language
material, while Altmann and Gerlach (2016) relied on the Moby Hyphenation List (Ward, 2002).
Some studies re-analysed previously published data (Altmann, 1980; Altmann and Schwibbe,
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1989; Grzybek, 1999, 2000; Fenk, Fenk-Oczlon and Fenk, 2005; Macutek and Rovenchak, 2011).
Last but not least, there are a number of studies which lack information about the syllable
operationalization (Altmann and Schwibbe, 1989; Fenk and Fenk-Oczlon, 1993; Hfebicek, 1995;
Grzybek, 2000; Kohler, 2002; Lehfeldt and Altmann, 2002; Wimmer et al., 2003; Fenk, Fenk-
Oczlon and Fenk, 2005; Buk and Rovenchak, 2007; Kraviarova and Zimmermann, 2010; BenesSova,
2011; Andres and BeneSova, 2011, 2012; Andres et al., 2012a; Buk, 2014; Milicka, 2014;
Benesova, Faltynek and Zameénik, 2015; Best and Rottmann, 2017; Cech et al., 2020; Galieva,
2021).

As for the indirect constituents of the word, we introduce their determination according
to units for which researchers explicitly opted. Let us start with the phoneme. Some studies used
graphemes and converted them into phonemes based on rules specific to a language under
analysis (Menzerath, 1954, who termed the unit as the sound; Kéhler, 2002; Macutek and
Rovenchak, 2011; Mikros and Milicka, 2014; Rujevi¢ et al., 2021; probably also in Lehfeldt and
Altmann, 2002%). Mac&utek, Chromy and Ko$¢ova (2018) directly counted graphemes due to
their close correspondence to the phonemes in Czech. Galieva (2021) only referred to the
phoneme as one symbol in Tatar without specifying its operationalisation. Altmann and Gerlach
(2016) used The CMU Pronouncing Dictionary version 0.7b (Carnegie Mellon University, n.d.) for
the phoneme determination and Araujo, Benevides and Pereira (2020) relied on a phonetic
transcription of language material. Some data were just re-analysed and the indirect constituent
called either as the phoneme (Altmann, 1980; Altmann and Schwibbe, 1989; Fenk, Fenk-Oczlon
and Fenk, 2005; Macutek and Rovenchak, 2011) or sound (Grzybek, 1999, 2000). Lastly, authors
which also used the inventory of phonemes or (speech) sounds of a language under analysis are
as follows Altmann and Schwibbe (1989), Fenk and Fenk-Oczlon (1993), Hrebicek (1995),
Wimmer et al. (2003), Fenk, Fenk-Oczlon and Fenk (2005), Kraviarova and Zimmermann (2010),
Benesova (2011), Andres and Benesova (2011, 2012), Andres et al. (2012a), Buk (2014), Milicka
(2014), Best and Rottmann (2017), Cech et al. (2020) and Cech and Madutek (2021).

The lowest unit was explicitly termed as the grapheme by Alekseev (1998), Grzybek
(2000), Kelih (2008, 2010, 2012), Benesova, Faltynek and Zamecnik (2015) and Torre, Debowski
and Hernandez-Fernandez (2021). However, as Kelih (2012, p. 205) pointed out when analysing
Slovene, the grapheme closely corresponds to the phoneme in Slavic languages (cf. Macutek,
Chromy and Kosc¢ova, 2018, who called the lowest unit the phoneme when analysing Czech).

Lastly, Buk and Rovenchak (2007) and Dinu and Dinu (2009) analysed in their studies
both — phoneme and grapheme. However, when presenting the results of the law’s application,
the former study did not specify the choice, and the latter study termed the indirect constituent
as the phoneme but used the term letter for quantitative and descriptive properties of language
material.

As for the summary of results, we evaluate language material under analysis concerning
word tokens and word types®® due to their impact on the results (see Chapter 1.4) and follow

%8 The authors only mentioned phonological interpretation of letter sequences without a further
specification (Lehfeldt and Altmann, 2002, p. 38).

9 We remind the reader that we use the notion ‘types’ not only for basic forms of words, i.e. lemmas, but
also for different word forms of a lemma (Taylor, 2015, pp. 2-3).
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interpretation published by authors. Firstly, studies on the triplet of the word, syllable and
phoneme are summarised.

When starting with the Czech language, Milicka (2014) primarily tested different models
of the law on word tokens from a novel. The coefficient of determination R? reached a value
higher than 0.90 at least in the case of a formula derived by the author.”” Ma&utek, Chromy and
Koscova (2018) did not reject the hypothesis for word tokens from most of the analysed
interviews and Cech et al. (2020) for words from individual texts and their mixed sample
(however, whether the tokens or the types were analysed is not specified). Both the studies
followed the standard of R? > 0.90. Finally, Cech and Macutek (2021) tested the types, and
their results showed the corroboration of the hypothesis for most of the poetic and prosaic
samples while also following R? > 0.90 (only R? of two poems out of 13 reached lower values,
one of which was slightly below the standard, i.e. R? = 0.883).

Wimmer et al. (2003) and Kraviarova and Zimmermann (2010) yielded corroborating
results for the Slovak language represented by word tokens from a poem (Wimmer et al., 2003,
with R? exceeding 0.90) and word tokens from separate text excerpts (Kraviarova and
Zimmermann, 2010). However, the authors of the latter study did not provide the goodness-of-
fit between a model and data, and only word lengths greater than one syllable showed the
menzerathian decreasing tendency.

As regards the Serbo-Croatian language, Altmann and Schwibbe (1989) and Grzybek
(1999, 2000) corroborated the hypothesis for word types from a dictionary published by Gaji¢
(1950), the former study based on an F-test, whereas the latter study based on R? (being in
accord with R? > 0.90). Rujevi¢ et al. (2021) tested word tokens from Serbian and Croatian
translations of Russian chapters. The excellent fit (as evaluated by the authors, R? is not
available) was achieved only when the authors fitted their alternative model with four
parameters to the data.”* As mentioned in Chapter 1.3, the more parameters a model has, the
better results might be obtained, however, at the cost of lower interpretability of additional
parameters. Hence, “models with more than three parameters ... are seldom useful in linguistics”
(Kohler, 2012, p. 53).

As for the Russian language, Lehfeldt and Altmann (2002; also in Lehfeldt, 2007) did not
reject the hypothesis for words from text samples representing old Russian after the fall of jers”
(R? exceeded the value of 0.90). The authors did not specify whether the tokens or the types
were analysed. However, their approach implies the tokens. Rujevi¢ et al. (2021) tested Russian
on word tokens from chapters of a novel and the hypothesis was corroborated only when the
authors fitted their model to the data (the goodness-of-fit met the standard R? > 0.90).7

cpmin (1,Lp—1)
Ln

L,_ is the mean length of its constituents, a,,, b,, and c,, are parameters (Milicka, 2014).

b+clogxe—dx

. . b .
0 The alternative model is L,,_, = a,, + L—" + , Where L, is the construct length of a level n,
n

"1 The alternative model is y(x) = ax , Wwhere y(x) is the mean length of the constituent of a
given construct x, and a, b, c and d are parameters (Rujevi¢ et al., 2021).
72 |.e. vowels b and b which were reduced in Russian (Lehfeldt and Altmann, 2002, pp. 39-41).

—dx

73 The alternative model is y(x) = ax?*¢198%*¢=4% where y(x) is the mean length of the constituent of a

given construct x, and a, b, ¢ and d are parameters (Rujevi¢ et al., 2021).
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Regarding studies on Ukrainian, Macutek and Rovenchak (2011) corroborated the
hypothesis when applying the law to canonical word form types from different text types and
their mixture.” The authors followed the standard R? = 0.90 but used a modified formula.”®
Buk (2014) did not reject the hypothesis for word types from a novel, however, R? > 0.90 was
also obtained by fitting an alternative model to the data.’® Contrary to these two studies, Rujevi¢
et al. (2021) tested Ukrainian on word tokens from translated chapters of a Russian novel and
only the formula derived by the authors yielded an excellent fit (R? is not available).”’

Altmann (1980) and Altmann and Schwibbe (1989) re-analysed English word types from
data published by Roberts (1965). Even though the studies differ in word lengths, both
corroborated the hypothesis (the latter study based on an F-test with the apparent
menzerathian decreasing tendency visualised). Altmann and Gerlach (2016) did not reject the
law for English word types from a sample consisting of a book.”® Although the authors primarily
tested different models including Altmann’s complete formula by a likelihood method, the fit
between the models and the data showed the apparent menzerathian decreasing tendency.

Altmann and Schwibbe (1989) and Fenk, Fenk-Oczlon and Fenk (2005) re-analysed
German word types from a dictionary based on which Menzerath (1954) came to his conclusion.
The studies did not reject the hypothesis. The former used an F-test and showed a fitting curve
following the menzerathian decreasing trend. The latter used the coefficient of determination
R? and showed a fit being in accord with R? > 0.90. The hypothesis was also not rejected by
Best and Rottmann (2017), who tested both — word tokens and word types — from a German
prose text. The types satisfied R > 0.90 while R? for the tokens was slightly below the
standard, i.e. R? = 0.88. The data was, however, fitted by an alternative formula.”

Araujo, Benevides and Pereira (2020) corroborated the law for word types from a
Brazilian Portuguese corpus (based on the menzerathian decreasing trend while using a
logarithmic transformation).® In the case of Italian, Altmann and Schwibbe (1989) and Fenk,

74 The phonemes are reduced only to vowels and consonants in these words (Macutek and Rovenchak,
2011, p. 136).

75 The alternative model is Sp (W) = aW? + 1, where Sp is the mean length of syllables measured in the
number of phonemes, Ws is the word length measured in the number of syllables, a and b are parameters
and 1 is a constant added with respect to syllables having at least one phoneme (Macutek and Rovenchak,
2011).

76 The alternative model is L(s) = L, + Bs®, where L is the mean syllable length measured in phonemes,
s is the word length measured in syllables, L, is the mean syllable length in a hypothetically infinite word,
B and c are parameters (Buk, 2014).

btclogxg=dx \yhere y(x) is the mean length of the constituent of a

7 The alternative model is y(x) = ax
given construct x, and a, b, c and d are parameters (Rujevi¢ et al., 2021).

78 Altmann and Gerlach (2016) also tested English word types from an English Wikipedia. However, we are
not able to evaluate the law’s corroboration based only on the results of the likelihood analysis presented
in the study.

c
78 The alternative model is y = ax”e(§+dx), where y is the mean constituent lengths, x is the construct

length, a, b, c and d are parameters (Best and Rottmann, 2017).
80 The results and the follow-up discussion in Araujo, Benevides and Pereira (2020) imply that the
decreasing tendency concerns the types. Despite the decrease in the syllable lengths, the coefficient of

44



Fenk-Oczlon and Fenk (2005) re-analysed word types from a dictionary published by Rettweiler
(1950; and re-published by Menzerath, 1954). While the former authors did not reject the
hypothesis based on an F-test and the visualised menzerathian decreasing tendency, the latter
authors achieved the standard of R? > 0.90 only when they used their polynomial model.®
Mikros and Milicka (2014) confirmed the monotonical decreasing tendency for word types and
not word tokens when analysing a Greek corpus (the data was not fitted with any model).
However, when Rujevi¢ et al. (2021) fitted these Greek word tokens with their formula, the
result showed an excellent fit.®2 Kéhler (2002) analysed Hungarian word types from a dictionary
and the hypothesis was not rejected (the standard of R? > 0.90 was reached). While taking
fluctuations in constituent lengths into account, Galieva (2021) concluded that Tatar word
tokens from poems and prosaic texts showed the general menzerathian tendency and a
reasonably good fit. Nonetheless, only three out of six samples would meet R? > 0.90. Hiebi¢ek
(1995) corroborated the hypothesis for words from a Turkish text, but the choice of tokens or
types was not specified (R? > 0.90 was satisfied). Finally, there are corroborating results for
Indonesian word types which were analysed by Altmann and Schwibbe (1989, based on an F-
test with the apparent menzerathian decreasing tendency)®® and Indonesian canonical word
form types, which were initially published by Altmann et al. (2002) but re-analysed by Macutek
and Rovenchak (2011). The authors yielded a satisfactory fit (i.e. above R? > 0.90) while using
their alternative formula.®

The results which did not corroborate the law according to authors were yielded for
Czech by Macutek, Chromy and Kosc¢ova (2018) when testing word tokens from two interviews
and by Cech and Macutek (2021) when testing word types from a poem. Lehfeldt and Altmann
(2002; also in Lehfeldt, 2007) also rejected the hypothesis. The authors applied the law to words
from a text excerpt representing old Russian before the reduction of the jers (the methodology
implies the analysis of the tokens). On the one hand, R? of both Altmann’s — truncated and
complete — models did not reach or approximated R? > 0.90, on the other hand, a model
suggested by the authors accorded with the standard).®®> Buk (2014) rejected the hypothesis for
word tokens from a Ukrainian novel even if the author additionally tested direct and author’s
speeches separately. Mikros and Milicka (2014) showed that the monotonic decreasing

determination R? reached low values, which the authors explained by applied models determined for all
data in a sample and not only for commonly used averages (Araujo, Benevides and Pereira, 2020, p. 39).
81 The alternative model is not provided.

btclogxg=dx \yhere y(x) is the mean length of the constituent of a

82 The alternative model is y(x) = ax
given construct x, and a, b, c and d are parameters (Rujevi¢ et al., 2021).

8 The same data were probably re-analysed by Fenk, Fenk-Oczlon and Fenk (2005), who showed the fit
reaching the standard of R? > 0.90. However, the authors referred to Menzerath (1954), although
Menzerath (1954) did not publish any data on Indonesian.

8 The alternative model is Sp (W) = aW? + 1, where Sp is the mean length of syllables measured in the
number of phonemes, Ws is the word length measured in the number of syllables, a and b are parameters
and 1 is a constant added with respect to syllables having at least one phoneme (Macutek and Rovenchak,
2011).

8 The alternative model is y = Kx~?e~%*e¢/*, where y is the mean constituent length, x is the construct
length, K, a, b and ¢ are parameters (Lehfeldt and Altmann, 2002).
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tendency is violated when Greek word tokens from a text and a corpus are analysed (the data
was not fitted).

Lastly, there are studies which are specific in their approach. As mentioned in Chapter
2.2.1.1, BenesSova (2011), Andres and BeneSova (2011, 2012), and Andres et al. (2012a) used the
law primarily for the fractal analysis. The authors tested a Czech journalistic article and the
English poem ‘The Raven’ and its different translations into Czech, German and Slovak. It can be
concluded based on their approach that some samples corroborated the law (even though the
journalistic text, for example, did not reach R? > 0.90, Andres et al., 2012a, p. 28). Fenk and
Fenk-Ozclon (1993) and Fenk, Fenk-Oczlon and Fenk (2005) firstly calculated the mean word
lengths (in syllables) and the mean syllable lengths (in phonemes) for each language under
analysis and then tested the menzerathian relationship on these means. Both studies yielded
similar results — values of R? were very low. However, when Fenk, Fenk-Oczlon and Fenk (2005)
followed the standard methodology, their sample of three different languages satisfied R >
0.90.

Let us summarise results from studies that opted for the grapheme as the indirect
constituent. Kelih (2008) corroborated the hypothesis for Czech word types from a translation
of a Russian text (results met the standard of R? > 0.90) and Bene$ova, Faltynek and Zéameénik
(2015) for Czech word tokens from a dialogue transcription. As for the latter study, the authors
considered the tendency being in accord with the law, although not fully satisfied. Nonetheless,
a value of R? was considerably below the standard, i.e. R? = 0.6253. The hypothesis was not
rejected by Kelih (2008) for Macedonian word types from a translated Russian text and by Kelih
(2010) for Serbian word types from different text types and their corpus. Both the studies
showed R? in agreement with RZ > 0.90. The same results (i.e. R? being above 0.90) were
achieved in the case of Slovenian word types from a dictionary (Grzybek, 2000), translated
Russian text (Kelih, 2008) and different text types and their mixture (Kelih, 2012). As for the
Russian language, Kelih (2008) did not reject the hypothesis for word types from a novel (with
respect to R? > 0.90) and Alekseev (1998) showed the decreasing tendency for Russian word
types from a sample of letters. Russian word tokens tested by Alekseev (1998) on individual text
types and a whole corpus violated this tendency by reaching the maximum of syllable lengths
with 2-syllable or even 3-syllable words. Lastly, Torre, Debowski and Hernandez-Fernandez
(2021) applied the law to word tokens from individual samples of 21 languages. The authors
excluded monosyllabic words from the analysis and evaluated the results based on Spearman’s
rank correlation coefficient. Approximately half of the languages followed the monotonically
decreasing tendency, whereas almost all of them corroborated the second regime of the law (as
discussed in Chapter 1.3).

Studies which lack precise information about the indirect constituent under analysis
showed the menzerathian decreasing tendency of fitting curves — Buk and Rovenchak (2007)
while applying an alternative formula to Ukrainian word types from a novel®, and Dinu and Dinu
(2009) in the case of Romanian word types from a dictionary.

8 The alternative modelis M = M, + Bs®, where M is the mean syllable length, s is the word length, M,
is the mean syllable length in a hypothetically infinite word, B and ¢ are parameters (Buk and Rovenchak,
2007).
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Finally, we briefly outline studies which analysed combinations of units beyond the
scope of this thesis while keeping the word as the construct. Rovenchak (2015) brought results
when applying the law to the word measured in syllables and the syllable measured in moras.
Gerlach (1982)¥, Krott (1996), Hfebitek (1995, 2002a), Mili¢ka (2014), and Pelegrinovd, Madutek
and Cech (2021) measured the word directly in morphemes and indirectly in phonemes (or
sounds). Some studies also tested the word measured in morphemes but opted for the
grapheme as its sub-constituent, e.g. Krott (1996), Polikarpov (2000)%, Bene$ov4, Faltynek and
Zamecnik (2015) and Stave et al. (2020). Researchers also analysed the word level while
measuring its constituents (syllables or phonemes) in time units, e.g. Altmann (1980)%,
Hernandez-Fernandez et al. (2019) and Torre et al. (2019). Lastly, there are studies on the
relationship between the word length measured either in syllables or graphemes and the mean
number of word meaning(s) while fitting data with the law’s models, e.g. Altmann, Bedthy and
Best (1982), Rothe (1983), Fickermann, Markner-Jager and Rothe (1984), Sambor (1984), and
Schwibbe (1984). By the optics of the menzerathian relationship, the question arises whether
the number of the meanings can be considered the sub-constituent to the word and, therefore,
its measurement unit.

2.4.2 Word in Chinese

Only a few studies applied the law to the word in Chinese. The choice of the word direct
constituent is usually straightforward — the number of Chinese characters in a word roughly
equals the number of syllables. However, the choice of the indirect constituent depends on
researchers giving a preference either to phonetic transcriptions using alphabetic characters (i.e.
phonemes or letters) or to the Chinese writing system (i.e. components or strokes). Concerning
this variability, the following hypotheses were tested — 1) the longer the word length measured
in the number of syllables, the shorter the mean length of the syllables measured in phonemes
or graphemes, and 2) the longer the word length measured in the number of Chinese characters,
the shorter the mean length of the Chinese characters measured in components or strokes.

The word was directly determined based on a dictionary under analysis (Bohn, 1998,
2002) and annotation of a corpus (Chen and Liu, 2019, 2022). Motalova and Matouskova (2014)
carried out the word segmentation manually while applying syntactic rules by Svarny and Uher
(2001), and Chen and Liu (2016) segmented their sample into words by software®.

To our best knowledge, the combination of the word, syllable and phoneme (or
grapheme) was tested only by Chen and Liu (2016). As mentioned above, the number of syllables
equals the number of Chinese characters. Hence, the authors just used the Chinese characters
for the syllable count. In the case of the phoneme, a pronunciation list for Chinese characters

87 Later re-analysed by Altmann and Schwibbe (1989), Mili¢ka (2014) and Best and Rottmann (2017).

88 Later re-analysed by Mili¢ka (2014).

8 Also in Gersi¢ and Altmann (1980) and Altmann and Schwibbe (1989).

% |.e. the Chinese Lexical Analysis System ICTCLAS (Institute of Computing Technology of Chinese
Academy of Science, n.d.).
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was used (without a reference). The grapheme was determined as a Latin letter of pinyin
transcription.®® The study analysed word tokens from a corpus of dialogic text and did not
corroborate the hypothesis either for the phoneme or the grapheme.??

The word was measured in Chinese characters when giving preference to the Chinese
writing system. Regarding the sub-constituents, the number of strokes in each Chinese character
is immutable, whereas the number of the components depends on a chosen approach. Bohn
(1998, 2002) decomposed the Chinese characters based on a modified list of components
published by Stalph (1989) and Chen and Liu (2016, 2019, 2022) based on the CJK Unified
Ideographs of Unicode (Laboratory for Chinese Character Research and Application, n.d.) which
includes sums of the components and the strokes for more than 20k Chinese characters.
Motalova and Matouskova (2014) introduced their approach to the components (for more detail,
see Chapter 2.5).

The law was corroborated for the triplet of word, character and component only when
Bohn (1998, 2002) tested word types from a dictionary (the coefficient of the determination R?
agreed with R? > 0.90). The analyses of word tokens achieved opposite results when Motalova
and Matouskova (2014) analysed an individual text, Chen and Liu (2016) a prose text corpus and
Chen and Liu (2019, 2022) The Lancaster Corpus of Mandarin Chinese. Chen and Liu (2019, 2022)
also applied the law to the triplet of the word, character, and stroke, but the word tokens yielded
similar unsatisfactory results. Since Chen and Liu corroborated the hypothesis neither for the
component (2016, 2019, 2022) nor the stroke (2019, 2022), the authors decided to leave the
Chinese character out of the unit hierarchy and to measure the word directly in components
and indirectly in strokes. In their view, the results corroborated the law. R? obtained from The
Lancaster Corpus of Mandarin Chinese was only slightly below the standard, i.e. R? = 0.8982
(Chen and Liu, 2019, 2022). However, R? in Chen and Liu (2016) was provided only illustratively
for three out of 20 texts and only one of them would reach the standard of R? > 0.90.

2.5 Character as the construct

The last language unit being the construct tested within this thesis is a basic unit of
Chinese and Japanese writing systems — the character — being measured directly in its
components and indirectly in its strokes. Hence, the final hypothesis is as follows — the longer
the character measured in the number of components, the shorter the mean number of the
components measured in strokes.

In general, the character always occupies a graphic field of the same size without regard
to its complexity. When the language is considered, the writing systems differ. The Chinese script
is rather homogenous — either in its simplified or traditional form. The Japanese script combines
three different types of characters, i.e. logographic Chinese characters known as kanji and
syllabary characters known as kana (hiragana and katakana). The Chinese characters have been
analysed so far by Bohn (1998, 2002), Motalova et al. (2013), Motalova and Matouskova (2014),

91 The authors converted the Chinese characters into pinyin by a Java library Pinyin4j (Pinyin4j, n.d.).
92 Specified by authors in their later study (Chen and Liu, 2022, p. 4).
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Matouskova and Motalova (2015) and Matouskova (2016). Priin (1994) tested the kanji
characters, and BenesSova and Birjukov (2015) and Birjukov (2016) the Japanese script in its
complex form.

The component is generally considered a structural unit smaller than the character but
greater than the stroke. As for its precise determination, Priin (1994) opted for a list of
components of kanji characters compiled by Stalph (1989), which was also used by Bohn (1998,
2002) with slight modifications. The rest of the studies adopted an alternative graphical
approach which determined the component as a stroke or a group of strokes connected to each
other while being separated from other groups or strokes (Motalova et al., 2013; Motalova and
Matouskova, 2014; BenesSova and Birjukov, 2015; Matouskova and Motalova, 2015; Birjukov,
2016; Matouskova; 2016). Regarding the strokes, each character in both languages has its
immutable inventory.

In the case of types, the hypothesis was corroborated for kanji characters from a list of
regular — joyokanji — characters (Priin, 1994) and simplified Chinese characters from a computer
standard GB 2312-80 (Bohn, 1998, 2002). The coefficient of the determination R? followed the
standard of R? > 0.90 in both the studies. The same results were achieved for the tokens while
testing the simplified Chinese characters (Motalova et al., 2013; Motalova and Matouskov3,
2014; Matouskova and Motalova, 2015, with one exception when goodness-of-fit did not reach
R? > 0.90; Matouskova, 2016) as well as the traditional Chinese characters (Motalova and
Matougkova, 2014; Matouskova, 2016; satisfying R% = 0.90).

The corroboration of the hypothesis did not come from one translation of the poem ‘The
Raven’ (Matouskova and Motalovda, 2015) and studies by BeneSova and Birjukov (2015) and
Birjukov (2016), who analysed individual Japanese texts including all the three types of the
characters (kanji, hiragana and katakana). All the studies tested tokens.
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3 Methodology

3.1 Language material

The choice of the language material was motivated by the possibility of analysing all
chosen language units, including those which are determined based on dependency syntax.
Therefore, we primarily opted for a material released by the Universal Dependencies (UD)
project (e.g. Nivre et al., 2016; Nivre et al., 2020; de Marneffe et al., 2021) which builds on
dependency grammar and provides treebanks for various languages while utilising a unified
morphosyntactic annotation (Zeman et al., 2021b). We use three UD treebanks for Chinese —
Chinese-HK UD treebank (Wong et al., 2017), Chinese Parallel Universal Dependency (Zeman et
al., 2017) and UD Chinese GSDSimp (UD Chinese GSDSimp, 2021).* When the law is applied to
the word and character level, we additionally opted for The Lancaster Corpus of Mandarin
Chinese (McEnery, Xiao and Mo, 2003). For an overview of the samples, see Table 2.

The Chinese-HK UD treebank (Wong et al., 2017)% was manually annotated using the
UD framework. It contains 1004 sentences from two sources which considerably differ in their
properties. The first source (650 sentences) combines subtitles of three short movies, which
mainly include informal utterances of various speakers composed of short sentences. The
second source (354 sentences) is an excerpt from proceedings of a presidential election during
a legislative council meeting®. Utterances of speakers are rather formal and sentences are
longer (the mean sentence length in words is 12.18 in the proceedings while 5.88 in the subtitles,
Poiret et al., 2021, p. 23). From the perspective of the heterogeneity having an impact on results,
as discussed in Chapter 1.4, the subtitles mix different movies, or in other words, different
contexts. Hence, the degree of their heterogeneity is higher. Moreover, the short sentences
might prevent the law from coming into force, as pointed out, for example, by Kutacka (2009b),
Jin and Liu (2017) and Hou et al. (2017), who tested samples of conversational nature. For this
reason, we decided to split the treebank and to analyse only the proceedings, labelled as HK-P,
which does not distort the material homogeneity as much as the subtitles.

The Chinese Parallel Universal Dependency treebank (Zeman et al., 2017)°, labelled as
PUD, was automatically transformed into the UD framework. The treebank consists of 1000
sentences randomly selected from news and Wikipedia. The sentences were originally collected
from different language sources (most of the sentences — 750 — were written in English) and
subsequently translated by professional translators into target languages using only English
versions. We analyse the treebank as a whole (labelled as PUD). However, due to the usage of

9 We decided not to analyse the fourth UD Chinese CLF treebank (Lee, Leung and Li, 2017) because it
includes essays written by non-native speakers learning Chinese.

9 Information is also available in the UD online guideline (UD Chinese HK, 2021) and on Github
(UD_Chinese-HK, 2021).

% The meeting of the Legislative council of the Hong Kong Special Administrative Region of the People's
Republic of China (HKSAR) on 12th October 2016 (Poiret et al., 2021, p. 23).

% Information is also available in the UD online guideline (UD Chinese PUD, 2021) and on Github
(UD_Chinese-PUD, 2021).
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the two different sources, which might influence the degree of heterogeneity, we also perform
the analyses on data from the news (500 sentences labelled as PUD-N) and Wikipedia (500
sentences labelled as PUD-W) separately.

The last UD treebank, i.e. Chinese GSDSimp treebank (UD Chinese GSDSimp, 2021),
labelled as GSD, was also automatically converted into the UD framework and includes 3997
sentences collected from Wikipedia. Contrary to the PUD treebank, only one source was used
to collect the sentences. Hence, the whole treebank is analysed.

Last but not least, the additional sample of The Lancaster Corpus of Mandarin Chinese
(McEnery, Xiao and Mo, 2003), labelled as LCMC, contains 45,590 sentences collected from texts
of 15 different text types written in mainland China. All texts are segmented into paragraphs,
sentences and words carrying part-of-speech annotation. The corpus does not annotate clauses
and dependency relations which are crucial for determining higher linguistic levels tested in the
thesis. Hence, we exploit the sample only on the word and character level.

Table 2. Overview of language material.

Basic data HK-P PUD PUD-N PUD-W GSD LCMC

Number of sentences 354 1,000 500 500 3,997 45,590

Number of word tokens* 4,303 17,844 8,699 9,145 80,978 827,625

Number of word types

(in Chinese characters)* 778 4,943 2,876 3,081 15,815 42,506

*excluding punctuation marks and words including non-Chinese graphemes (e.g. Latin letters, Arabic
numerals, symbols)

3.2 Language units

The chapter describes the determination and operationalisation of language units we
chose to analyse with respect to the Chinese language and the assumption that the
menzerathian relationship between the construct and the constituent lengths occurs when
neighbouring units are tested.

3.2.1 The sentence

The sentence is represented in UD as a tree (see Figure 3), which is built on asymmetric
and directed binary relations represented by tree edges between words represented by tree
nodes (e.g. Nivre et al., 2020, p. 4035; de Marneffe et al., 2021, p. 257; Syntax: General Principles,

97 Information is also available on Github (UD_Chinese-GSDSimp, 2021).
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2021). Only one word is promoted to be a head of the whole sentence — called root® — while
the rest of the words directly or indirectly — through other words — depends on it.

<root>

RIyiE

root

NOUN\

&

A WhE B £F PN my  Sou .
nsubj aux cop aclkrelcl compound appos appos  punct
NOUN AUX AUX VERB NOUN PR;?PN XE) PUNCT

T4 F # ( )
acl:relcl obl mark:rel punct punct
ADJ \o NOUN PART PUNCT PUNCT

At = # AR 3300

oblitmod advmod mark:rel case compound nummod

NOUN ADV PART ADP  NOUN NUM

ARG Al

compound case:loc

NOUN ADP

LA CA 4 BN AT RE & ARV 7E A TG AT 3300 SFE A IR A28 (Otzi) ©
Hdéngtdng shiddi zui yduming de rén kénéng shi shénghud zai géngyudn gidn 3300 nidn de mundiyi bingrén Aozi (Otzi).
‘Likely the most well-known person from the Copper Age is Otzi, the frozen mummy who lived during 3300 BC.’
Source: CoNLL-U Viewer (CoNLL-U Viewer), adjusted by the author.

Figure 3. The example of a sentence in the form of a UD tree (sentence ID w02008038, PUD
treebank).

As for the governance of a dependency relation between two words, the priority is given
to content words while function words directly depend on them (Nivre et al., 2020, pp. 4035-
4036; de Marneffe et al., 2021, p. 257; The Primacy of Content Words, 2021). Hence, nodes in
dependency trees are arranged rather horizontally than vertically. Or in other words, the trees
grow rather into the breadth than the depth, which flattens syntactic structures and impacts the
lengths of given linguistic levels (e.g. phrases). This choice, however, comes under criticism. The
main objection is mixing semantic and syntactic criteria — “positioning content words over
function words is a semantic criterion, but the actual annotation choices are expressed in terms
of syntactic category, a syntactic criterion” (Osborne and Gerdes, 2019, p. 10).°

To decompose the structure of the sentence into its smaller parts, i.e. clauses, their
heads, i.e. predicates, are taken into account. If the sentence consists only of one predicate (i.e.
a root), it is categorised as a simple sentence (or in terms of UD as a simple clause, e.g. de
Marneffe et al.,, 2021, pp. 272-276; Simple Clauses, 2021). If two or more predicates are

% |n the UD perspective, the root is only a notional node (labelled as <root> in Figure 3) which a sentential
head (A T34/, mundiyi, ‘mummy’) depends on via the root dependency relation (Syntax: General
Principles, 2021). However, we call the head of a whole sentential structure the root for easier reference.
9 E.g. There is an alternative to UD, which builds solely on syntactic criteria, called Surface Syntactic

Universal Dependencies (SUD). SUD represents a surface-syntactic annotation scheme for dependency
treebanks which prioritizes function words over content words, contrary to UD (Gerdes et al., 2018).
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identified (one being the root while the rest being heads of other simple clauses), the sentence
is classified as a complex sentence (or in terms of UD as a complex construction or complex
clause, e.g. de Marneffe et al., 2021, pp. 276-279; Complex Clauses, 2021).

The clauses in the complex sentence are interconnected either through coordination or
subordination. Coordination (de Marneffe et al., 2021, pp. 276-277; Coordination, 2021) occurs
when two or more clauses of the same level are identified (with or without conjunction between

them). Despite their symmetric relation and heads being of the same level, the dependency tree
structure does not allow them to be treated equally. The first predicate governs the whole
coordinate structure and predicates of other clauses depend on it via the UD conjunct relation
(conj) while respecting their linear order. Subordination (de Marneffe et al., 2021, pp. 27-278;
Subordination, 2021) emerges between two clauses of different levels. From the view of the
dependency tree, a predicate of a subordinate clause directly depends on its governor which
belongs to a higher clause and which the subordinate clause develops.

3.2.2 The clause

The simple clause consists of a head, i.e. verbal or non-verbal predicate, and its directly
orindirectly dependent words (if any). The simple clause can correspond to a sentence with only
one predicate (a root) and, consequently, can be represented by a whole tree. Otherwise, it is a
subtree corresponding to the main clause or a clause integrated into a sentential structure
through coordination or subordination. The determination of coordinate or subordinate clauses
relies on the UD annotation for particular dependency relations that their predicates carry. In
the case of coordination, if a predicate governs a word which depends on it via the UD conjunct
relation (conj), we consider the dependent word to be a predicate of another — coordinate —
clause. When it comes to subordination, UD distinguishes five basic relations assigned to a
predicate of a subordinate clause — clausal subject (csubj), clausal complement (ccomp,
xcomp), adverbial clause modifier (advc1) and adnominal clause modifier (ac1).

The annotation of UD treebanks is crucial to our analysis since determining the clause in
Chinese encounters numerous difficulties (as pointed out, for example, by Hou et al., 2017; Jin
and Liu, 2017; Xu and He, 2018). Clauses are commonly determined based on the presence of
predicates expressed by finite verbs (applied, for example, by Koéhler, 1982; Heups, 1983;
Teupenhayn and Altmann, 1984; Roukk, 2007; Benesova and Cech, 2015; Xu and He, 2018;
Macutek, Cech and Courtin, 2021; Jiang and Jiang, 2022). However, this approach is not
applicable to the Chinese language. The verbs cannot be inflected (only joined with aspect
markers, e.g. Li, 2016, p. 81), and they are not the only category which functions as the predicate
in Chinese. Adjectives also typically occupy the predicate’s position (Huang, Jin and Shi, p. 276),
and other non-verbal categories are allowed too, e.g. prepositions (Li, 2016, p. 88) or nouns (Shi,
2016, p. 249). For this reason, our clause determination is not conditioned by any additional rule
and we rely entirely on the UD annotation for the clausal dependency relations described above.
The following overview (Table 3) provides descriptions and examples to illustrate how the
subordinate clauses are determined for Chinese in UD (de Marneffe et al., 2021, p. 266 and pp.
277-280; Universal Dependency Relations, 2021; Dependencies, 2021).
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Table 3. Overview of subordinate clauses in UD.

Clause Description & Example UD label

The clause functions as an active or a passive subject of a predicate.
(See csubj: clausal subject, 2021a; csubj: clausal subject, 2021b)

°
<root>
o)
BiE
root
NOUN
] ® e
Clausal =ROROER o csubj
csubj cop nmod punct )
subject jVERB AUX NOUN PUNCT csubj:pass
'y °
E:3 B id 3]
nsubj mark:rel case:loc case
PRON PART NOUN  PART
TR RER RIS
WS yaogiu de shi filii shang de chéngqing.
‘I ask for a legal clarification.’
(sentence ID 742, HK-P treebank)
The clause functions as an object. It is not obligatory for a subject of
the clausal complement to refer to any argument within its
governing clause. In case of its omission, the subject is known and
pragmatically understood. The relation is also applied if the clausal
complement:
1) follows a verb + 1% (de, particle) together with its subject,
2) isin the position of a copula’s argument (7, shi, ‘to be’),
3) follows the head 72 (shi, ‘to be’) in construction 7&--[f](de,
grammatical particle).
(See ccomp: clausal complement, 2021a; ccomp: clausal
complement, 2021b)
[}
<root>
Clausal :é1§
complement root ceomp
P VERB
° °
Eid 1= 3
nsubj ccomp  punct
PRON VERB PUNCT
HR WR 8

obj:periph /' nsubj  advmod
NOUN NOUN ADV
d

X ]
det det
DET DET

G L BRARME T AT WL # T
Zhe gingkuang wdé xiangxin sugydu yiyudn dou mingbai.
‘I believe that all members of the legislative body understand this
situation.’
(sentence ID 811, HK-P treebank)
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The clause also functions as the object. Unlike ccomp, the open
clausal complement has a subject which is obligated to
unambiguously refer to an argument in a governing clause, i.e.
subject or direct object. The relation is also applied to secondary
predicate, optional and obligatory resultatives, obligatory
depictives, the construction verb + 1% (de, particle) followed by the
open clausal complement without the subject or a particular
predicative adjective.

(See xcomp: open clausal complement, 2021a; xcomp: open clausal
complement , 2021b)

L ]
<root>

B
Open clausal root

xcom
complement VERB P
| ® ®
A WR =i c
advcl obj xcomp  punct
VERB NOUN VERB PUNCT
L ] [ ] ®
ng 3] b=y
mark obj punct obl
SCONJ NOUN PUNCT jNOUN
L ]
Hith = Hith
det case det
DET ADP DET

TSR A R R, T LR A
Rugud ydu qita weénti, ging yiyudn zai gitd chdanghé ticha.
‘If there are other questions, | ask members of the legislative body
to raise them on another occasion.’
(sentence ID 709, HK-P treebank)

The clause represents a — temporal, conditional, purpose,
Adverbial consequence —adjunct which modifies a predicate or modifier word
clause of a governing clause.
modifier (See advcl: adverbial clause modifier, 2021a; advcl: adverbial clause
modifier, 2021b)

advcl
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L
<root>

]
=
root
VERB
® [ ] [ ] e [ ]
) aTLL L RRE [EEE o
punct aux obl obj punct
PUNCT AUX NOUN NOUN PUNCT
L]
FE o

advcl case

VERB\ ADP
g og * RE
mark nsubj advmod/ obj
SCONJ PRON ADV NOUN

E-4

nmod

PRON

Y
5]
case
PART

U BRAN Al e e, AT BATA)R R AR HY T B
Rugud ni bl téngyi wé de juéding, kéyi xiang fdting tichd zhiyi.
‘If you disagree with my decision, you can challenge it in court.’
(sentence ID 952, HK-P treebank)

The clause represents adnominal dependent which modifies a
noun. The clause can also occur in the form of depictives which are
considered to be reduced non-verbal clauses. The clause can
precede the noun (with or without ff], de, grammatical particle) or
follow it without a function word between them.

(See acl: clausal modifier of noun (adnominal clause), 2021a; acl:
clausal modifier of noun, 2021b)

®
<root>
®
i
Clausal ;’F?E)N
modifier of ® @ e ° acl
R m@ 2 2
noun advmod nsubj cop  punct
ADV NOUN AUX PUNCT
& [
BE EBX
acl amod
VERB, ADJ
“ o
* | i3]
nsubj compound:vv  mark:rel
PRON VERB PART

Il A = 2 B R ) i A4 2
Gangcdi wo lidyi dao zuida de wenti shi shénme?
‘What is the biggest issue which | just noticed?’
(sentence ID 846, HK-P treebank)

All the examples of the UD trees were created by CoNLL-U Viewer (CoNLL-U Viewer) and adjusted by the
author.
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The clausal syntactic relation can also occur in a special form of parataxis (Table 4).

Table 4. Overview of a clausal extension — parataxis.

Clause Description & Example Tag

Parataxis is usually used for relation between a predicate and
another clausal element which are placed next to each other
without any further specification of their coordinate, subordinate
or argument relation. The inventory of parataxis includes: side-by-
side sentences separated by a colon or semicolon or placed next to
each other without punctuation marks or a linking word, reported
speeches without subordinate clausal structure, parenthetical
comments, clausal interjections and tag questions.

(See parataxis: parataxis, 2021a; Parataxis: parataxis, 2021b)

[ ]
<root>
...
i
root
Parataxis MER parataxis
L} L ] [ ] L ] ® ® ®
Ay MR B g A , //%m .
advmod nsubj advmod aux obj punct parataxis punct
ADV NOUN ADV AUX NOUN PUNCT VERB PUNCT
L} [ ]
E % H F
det det nsubj  advmod
DET DET PRON ADV
i
clf
NOUN

WA 2 A it Efiad X s, A EIA .

Gangcdi dud wei yiyudn yi shué guo zhé didn, wo bu xidngshu.
‘Many members of the legislative body have already made this
point, | will not go into details.’

(sentence ID 998, HK-P treebank)

The example of the UD tree was created by CoNLL-U Viewer (CoNLL-U Viewer) and adjusted by the author.

The subordinate clause can be operationalised in two different ways. The first approach
regards the subordinate clause as an integral part of its governing clause and a separate clause
at the same time. To illustrate the approach, we use a sentence from the PUD treebank as an
example (Figure 4). When respecting the linear order of the sentence, the first subtree (framed
in the violet box) identified by its clausal head 5% (acl:relcl; yduming, ‘well-known’)
would be processed. The second subtree (framed in the green box) governed by the clausal head
£V (acl:relcl; shénghud, ‘to live’) would follow. Finally, the processing would be carried
out on the whole tree (framed in the blue box), which includes the main clause governed by the
head A3t (root; mundiyi, ‘mummy’) and the two previous clauses integrated into it as
adnominal dependents modifying the subject (\, nsubj; rén, ‘person’) and the root (/A& J51H,
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root; mundiyi, ‘mummy’). This inclusive approach, however, results in multiple processing of
the same sentential segments.

[
<root>
AR
root
NOUN\.
— e ® o
A aEE 2 H£iF KA k74 Otzi °
nsubj aux cop  aclrelcl compound appos appos  punct
NOUN AUX AUX  VERB NOUN PROPN X PUNCT
[ J L]
'8 3 # ( )
acl:relcl obl mark:rel punct punct
jADJ \. NOUN PART PUNCT PUNCT
BfE & # % BT 3300
obl:tmod advmod mark:rel case compound nummod
NOUN ADV PART ADP  NOUN NUM
AR Al
compound case:loc
NOUN ADP

LA CA 4 BN AT RE & ARV 7E A TG AT 3300 SFE A IR A28 (Otzi) ©
Hdéngtdng shiddi zui yduming de rén kénéng shi shénghud zai géngyudn gidn 3300 nidn de mundiyi bingrén Aozi (Otzi).
‘Likely the most well-known person from the Copper Age is Otzi, the frozen mummy who lived during 3300 BC.’
Source: CoNLL-U Viewer (CoNLL-U Viewer), adjusted by the author.

Figure 4. The example of the inclusive approach to clauses (sentence ID w02008038, PUD
treebank). Tree nodes and edges belonging to the same clause are framed in a box of a given
colour.

The second approach disregards the dependency relation between clauses, or more
precisely, the edge between a head of a subordinate clause and its governor. Consequently, it
treats each clause separately. Using the previous sentence as the example (Figure 5), the first
two clauses (highlighted in violet and green) would be processed in the same manner, while the
treatment of the last clause (highlighted in blue) would differ. Both its edges, i.e. between 1)
%4 (acl:relcl; yduming, ‘well-known’) and A (nsubj; rén, ‘person’) and between 2) =75
(acl:relcl; shénghud, ‘to live’) and A T4 (root; mundiyi, ‘mummy’), would be ignored
(illustrated by dotted grey lines) and the clause would be treated only as a given subtree. This
exclusive approach (applied by Kéhler and Naumann, 2009; Berdicevskis, 2021; or used in Prague
Dependency Treebank 3.0, Bejcek et al., 2013) prevents multiple processing of the same
sentential segments. For this reason, we utilise only the second approach.
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[
<root>

P LT

root

NOUN \
é

®
A aAEE 2 = F/IN RI% Otzi 5
nsubj aux cop aclrelcl compound appos appos  punct
NOUN AUX AUX VERB NOUN PROPN X PUNCT
o ®
EoE F 3] ( )
aclrelcl obl mark:rel punct punct
jADJ NOUN PART PUNCT PUNCT
B = 9 1= AT 3300
obl:tmod advmod mark:rel case compound nummod
NOUN ADV PART ADP  NOUN NUM
LT Bl
compound case:loc
NOUN ADP

LA CA 4 BN AT RE & ARV 7E A TG AT 3300 SFE A IR A28 (Otzi) ©
Hdéngtdng shiddi zui yduming de rén kénéng shi shénghud zai géngyudn gidn 3300 nidn de mundiyi bingrén Aozi (Otzi).
‘Likely the most well-known person from the Copper Age is Otzi, the frozen mummy who lived during 3300 BC.’
Source: CoNLL-U Viewer (CoNLL-U Viewer), adjusted by the author.

Figure 5. The example of the exclusive approach to clauses (sentence ID w02008038, PUD
treebank). Tree nodes and edges belonging to the same clause are highlighted in the same
colour.

Let us compare our approach with other studies on Chinese. The determination of the
clause followed by the thesis is similar to the determination used by Berdicevskis (2021). Both
approaches differ only in the treatment of the conjunct (conj) and the open clausal
complement (xcomp). Berdicevskis (2021) processed con7j as a clausal dependency relation if
a word with the conj tag or its governor was a verb, and he treated xcomp as a clausal
dependency relation only if a word carrying this tag was a verb. However, an objection to his
study can be raised — results of Chinese appear to be biased. A sample tested by Berdicevskis
(2021) included both versions of the largest Chinese UD treebank (i.e. GSD), which differ only in
the usage of various forms of Chinese characters (i.e. traditional and simplified).1®® Hence, each
sentence was double processed while the form of the Chinese characters did not have any
impact on the results of syntactic levels under analysis. The majority of other studies on Chinese
determined the clause based on selected punctuation marks (Bohn, 1998, 2002; Hou et al., 2017;
Jin and Liu, 2017; Chen, 2018; Chen and Liu, 2019, 2022; Hou et al., 2019a, 2019b; Sun and Shao,
2021). Some authors argued in favour of this approach because a segment between two
punctuation marks approximates the clause (e.g. Jin and Liu, 2017; Chen and Liu, 2019, 2022).
However, such a determination does not have to be grammatically exact (Chen, 2018; Chen and

100 7o compile a final sample for a given language, each treebank was conditioned to contain at least 10k
tokens. As for Chinese, only the GSD and PUD treebanks should satisfy the condition. However, the
number of sentences processed by Berdicevskis (2021) for Chinese exceeded 11k (AleksandrsBerdicevskis
/menzerath/data_means/Chinese_sent.tsv, 2021) which implies inclusion of both the versions of GSD
treebank (GSD contains ca 4k sentences and PUD 1k sentences).
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Liu, 2019, 2022). It is noteworthy that Western-derived punctuation was integrated into Chinese
relatively recently. Such efforts mainly appeared in the "20s and ’30s of the 20" century (e.g.
Mullaney, 2017). Hence, its usage might not be still stabilised and could even differ among
authors (e.g. lead to its overuse, Hou et al., 2017).

3.2.3 The syntactic phrase

In general, the syntactic phrase (or shortly phrase) represents any subtree starting with
a word (a node) being a phrasal head and continuing with other — directly or indirectly —
dependent words (nodes). Regarding its determination, we firstly follow an approach introduced
by Macutek, Cech and Mili¢ka (2017). As mentioned in Chapter 2.1.1.2, the authors determined
the phrase as a complete subtree directly hanging from a predicate of the main clause, while
predicates of coordinate or subordinate clauses were disregarded due to annotation limits of
analysed language material. Since we can distinguish coordinate or subordinate clauses in the
UD treebanks, we approach the syntactic phrase in two different ways.’®! Firstly, we precisely
follow Macutek, Cech and Mili¢ka (2017), i.e. only phrases directly depending on a head of a
sentence (i.e. a root) are taken into account. Secondly, we apply the same approach to all clausal
heads identified within a sentence (Berdicevskis, 2021).

In the case of the first approach, the syntactic phrase is viewed as a complete subtree —
starting with its phrasal head and ending with its terminal node(s). Due to the fact that it directly
hangs from the root of a sentence, we term it a ‘sentential’ phrase. As an illustration (Table 5
and Figure 6), a sentence from the PUD treebank is used and decomposed into seven phrases
which directly depend on the root A J3}f (root; mundiyi, ‘mummy’).

101 We are fully aware that the coordination concerns not only with the clausal but also phrasal level.
When determining a clause, we rely on UD annotation for dependency relations. As regards the
determination of a coordinate clause, we use the UD dependency relation of the conjunct (conj), (cf.
Berdicevskis, 2021). However, when determining the phrase, we rely on structures of dependency trees.
Except for the need to identify the coordinate clause, we do not aim to investigate the relation between
the coordination and the law and test the impact of the coordination on the results. It is another complex
theoretical issue which can be approached in several ways (cf. Osborne, 2019a), hence, we do not go into
the depth and take the coordination into account on the phrasal level.
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Table 5. The example of sentential phrases in a sentence (sentence ID w02008038, PUD

treebank).

ID Phrase in characters

1 A REaAIA

Phrase in pinyin
héngtdng shidai zui yduming de
rén

Translation into English
‘the most well-known person
from the Copper Age’

2 HRE kénéng ‘probably’
3 & shi i’
A HEVELE/A JUHT 3300 4 shénghud zai gongyudn gidn ‘who lived during 3300 years
| 3300 nidn de B.C.
5 VKA bingrén ‘ice-man’
6 Wz Aozi ‘Otzi’
7 Otz - -
®
<root>
e {
: P LT
root
NOUN
) L ]
A AEE | 2 37 KA R Otzi o
nsubj ||aux || cop | aclrelcl compound | appos appos  punct
NOUN || AUX || AUX || VERB NOUN PROPN || X PUNCT
® )
a4 F 3] ( )
acl:relcl obl mark:rel punct punct
ADJ \O NOUN PART PUNCT PUNCT
A4 = ;1] £ ”IT 3300
obl:tmod advmod mark:rel case compound nummod
NOUN ADV PART ADP NOUN NUM
4T3A i
compound case:loc
NOUN ADP

LA AR B 44 I NPT RE R ARG LE A TG T 3300 AE A JITHIK N BL2E (Otzi) «

Hdéngtdng shiddi zui yduming de rén kénéng shi shénghud zai géngyudn gidn 3300 nidn de mundiyi bingrén Aozi (Otzi).

‘Likely the most well-known person from the Copper Age is Otzi, the frozen mummy who lived during 3300 BC.’
Source: CoNLL-U Viewer (CoNLL-U Viewer), adjusted by the author

Figure 6. The example of sentential phrases in a sentence (sentence ID w02008038, PUD
treebank). Each box frames one sentential phrase.
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The second approach treats the phrase as a subtree that hangs from the head of each
simple clause. The phrase cannot be the clause itself,’% and any clause embedded into it is
excluded. Both conditions prevent multiple processing of the same sentential segment which
would act as a phrase or its integral part and then as the clause itself. We term the phrase
‘clausal’ and illustrate it with the same sentence used in the example above. Firstly, heads of
simple clauses are identified (highlighted in orange in Figure 7): 1) fi % (acl:relcl; yduming,
‘well-known’), 2) A% (acl: relcl; shénghud, ‘to live’), 3) K JiHH (root; mundiyi, ‘mummy’).
Secondly, subtrees directly dependent on the heads are determined and checked whether they
are not clauses themselves (e.g. the subtree governed by the word £, shénghud, ‘to live’, is
disregarded as the clausal phrase of the root A& J3{Jt, mundiyi, ‘mummy’) or whether they do
not contain another clause (e.g. the clausal phrase of the root A& J3}*, mundiyi, ‘mummy’,
governed by the word A, rén, ‘person’, is reduced by a clause which it contains). As we can see
(Table 6 and Figure 7), the inventory of the phrases changed.

Table 6. The example of clausal phrases in a sentence (sentence ID w02008038, PUD treebank).

ID Phrase in characters Phrase in pinyin Translation into English

1 AR hdngténg shidai ‘copper Age’

2 I zui ‘the most’

3 de ‘grammatical particle’

4 A rén ‘person’

5 TWRE kénéng ‘probably’

6 & shi ‘Is’

7 ARIETEAJLAET 3300 4 shéngh'u/é 2di gongyudn gidn ‘lived during 3300 years B.C.
3300 nian

8 M de ‘grammatical particle’

9 KA bingrén ‘ice-man’

10 Bz Aozi ‘Otzi’

11 Otz - ;

102 C f, “phrases are distinguished from clauses mainly by the absence/presence of a finite verb” (Osborne,

20193, p. 6).
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<root>
VLT
root
NOUN
M o e e ® ) I'® ®
A AlEE || 2 &£F KA B Otzi o
nsubj |laux | cop | aclrelcl compound | |appos appos | punct
NOUN || AUX || AUX| VERB NOUN PROPN || X PUNCT
) o ]
A4 F 3] ( )
acl:relcl obl mark:rel punct punct
ADJ NOUN| | PART PUNCT PUNCT
® L] [ ]
B4 53 # i 2T 3300
obl:tmod | |advmod | | mark:rel case compound nummod
NOUN ADV PART ADP  NOUN NUM
4 B
compound case:loc
NOUN ADP

LA CA 4 BN AT RE & ARV 7E A TG AT 3300 SFE A IR A28 (Otzi) ©
Hdéngtdng shiddi zui yduming de rén kénéng shi shénghud zai géngyudn gidn 3300 nidn de mundiyi bingrén Aozi (Otzi).
‘Likely the most well-known person from the Copper Age is Otzi, the frozen mummy who lived during 3300 BC.’
Source: CoNLL-U Viewer (CoNLL-U Viewer), adjusted by the author

Figure 7. The example of clausal phrases in a sentence (sentence ID w02008038, PUD
treebank). Phrases belonging to the same simple clause are framed in boxes of the same
colour.

Both the approaches, however, have their drawbacks. In the case of the first approach,
sentences whose roots do not govern any phrases have lengths equal to zero because the root
is not the phrase itself (e.g. K JJft, root, mundiyi, ‘mummy’, highlighted in orange in Figure
6).1 Hence, these sentences are excluded from the analysis. In the case of the clausal phrase,
similarly, clauses consisting only of its heads are not analysed when the clause becomes the
construct (e.g. H %, acl:relcl, yduming, ‘well-known’ highlighted in orange in Figure 7). The
guestion arises of how to treat these clauses of zero lengths with respect to sentences. One
method might be to include clauses without phrases in the sum of all clauses in a sentence.
However, the number of phrases would remain unchanged. As a result, the mean clause length
would be lowered. Another method might be to disregard these clauses without phrases
completely, i.e. they would not be included in the sum of the clauses in the sentence. The mean
clause length would not be lowered in this case, but even more nodes would be left out of the
analysis. The question is how much these methods influence the results when the law is applied.
Hence, we test both. The clausal phrase faces another methodological difficulty. Due to the
criterion that the phrase must not be the clause itself, not all dependency relations, i.e. edges,
between the clausal head and its directly dependent elements are taken into account. For
example, the relation between K Jifft (root, mundiyi, ‘mummy’) and 7% (acl:relcl,

103 The sentential phrase can be treated with other alternative methods, e.g. by including the root in each
sentential phrase (cf. Macutek, Cech and Courtin, 2021). Nevertheless, these methods also have their
drawbacks. Since we do not test them, we do not go into further details.
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shénghud, ‘to live’) is neglected (depicted by the dotted grey line in Figure 7). If the inclusive
approach is applied, all the elements directly dependent on the clausal head would be
considered but at the cost of multiple processing of the same sentential segment.

As mentioned in Chapter 2.1.1.3, the approach by Macutek, Cech and Mili¢ka (2017) was
later revised by Macutek, Cech and Courtin (2021). The authors discussed its drawbacks not only
from the perspective of the predicate’s exclusion or inclusion but also in connection with a)
phrasal lengths being above a threshold of the short-term memory and b) the linear property of
language being ignored. For this reason, the authors suggested an alternative approach which
determines a unit corresponding to the phrase level as “the longest possible sequence of words
(belonging to the same clause) in which all linear neighbours (i.e. words adjacent in a sentence)
are also syntactic neighbours (i.e. they are connected by an edge in the syntactic dependency
tree which represents the sentence)” (Macutek, Cech and Courtin, 2021, p. 3).1% The authors
term the unit as a linear dependency segment (LDS) and we illustrate it with the same sentence
used in the previous examples (see Table 7 and Figure 8). Based on results from Czech
dependency treebanks, Macutek, Cech and Courtin (2021) tentatively concluded that LDS might
be a legitimate language unit, but it needs to be tested on other typologically different languages
and on triplets of units where LDS occupies different positions than the one being analysed.
Nevertheless, the approach appears to be overcoming the difficulties of the sentential and
clausal phrase described above.

104 Due to the word order that the approach takes into account, the linear dependency segment does not
entirely correspond to the phrases mentioned above, which determination relies on the syntactic
dependency criterion. However, due to its position in the unit hierarchy corresponding to a level between
the clause and word, we include the linear dependency segment into chapters on the syntactic phrase.
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Table 7. The example of linear dependency segments in a sentence (sentence ID w02008038,

PUD treebank).
ID LDS in characters
1 AR
2 RHAN
3 A
4 WJgE
5 &
6 i
7 fE
8 AJCHI
9 3300 4
10 1
11 RJIHHKA
12 W%
13 Otzi

LDS in pinyin
héngtdng shidai
zui yduming de
rén

kénéng

shi

shénghud

zai

goéngyudn qidn
3300 nidn

de

mundiyT bingrén

Aozl

65

Translation into English
‘copper Age’

‘the most well-known (+
grammatical particle)’

‘person’

‘probably’

‘i’

‘lived’

‘during’

‘B.C.

‘3300 years’
‘grammatical particle’

‘frozen mummy’

‘Otzi’
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root
NOUN .
® o o e é f® ) °
PN aHe || 2 45FE kA ik Otzi o
nsubj || aux || cop | aclrelcl compound | |appos appos | punct
NOUN || AUX || AUX| | VERB NOUN PROPN || X PUNCT
[} o ® [
| F 0] ( )
acl:relcl obl mark:rel punct punct
ADJ NOUN | PART PUNCT PUNCT
[
At = 9] E: BT 3300
obl:tmod | jadvmod  mark:rel case |compound | nummod
/NOUN ADV PART ADP | NOUN NUM
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compound case:loc
NOUN ADP

LA CA 4 BN AT RE & ARV 7E A TG AT 3300 SFE A IR A28 (Otzi) ©
Héngtdng shiddi zui yduming de rén kénéng shi shénghud zai géngyudn gidn 3300 nidn de mundiy bingrén Aozi (Otzi).
‘Likely the most well-known person from the Copper Age is Otzi, the frozen mummy who lived during 3300 BC.’
Source: CoNLL-U Viewer (CoNLL-U Viewer), adjusted by the author

Figure 8. The example of linear dependency segments in a sentence (sentence ID w02008038,
PUD treebank). LDSs belonging to the same simple clause are framed in boxes of the same
colour.

The only study that tested the syntactic phrase in Chinese was published by Berdicevskis
(2021), who followed the determination proposed by Macutek, Cech and Mili¢ka (2017) and
analysed the clausal phrases. Apart from the objection to his methodology raised above (see
Chapter 3.2.2), we lack information on how the author dealt with issues related to potential
multiple processing of the same sentential segments and clausal heads without phrases. Other
studies on Chinese which did not intentionally integrate the phrase into menzerathian
hierarchies of language units justified the exclusion by the difficult phrase determination in
Chinese (Chen and Liu, p. 2, 2019, 2022, p. 4). Additionally, the studies argued that the phrase
might be dispensable because of the neighbourhood between the clause and word (Chen and
Liu, 2019, p. 7) or its approximation to the clause (Sun and Shao, 2021, p. 36). Due to the lack of
ample evidence, the thesis tests all the phrases introduced above — sentential, clausal and LDS
— to shed light on their behaviour when occupying different positions in the menzerathian
hierarchy of language units in Chinese.

66



3.2.4 The word

UD and its annotation build on dependency relations between words (de Marneffe et
al.,, 2021, p. 257; Tokenisation and Word Segmentation, 2021), representing nodes in a
dependency tree and carrying morphosyntactic annotation (see Figure 9).

®
<root>
""" KIF
root
NOUN
. ® ®
A ATRE | = £E KA g Otzi
nsubj | aux | cop | aclrelcl compound appos appos  punct
NOUN | |AUX | AUX | VERB NOUN PROPN | X PUNCT
|4 ® [ ]
EoE] F 1 ( )
acl:relcl obl mark:rel punct punct
ADJ NOUN || PART PUNCT PUNCT
®
Bt = 8 ® ATT 3300
obl:tmod | advmod | mark:rel case | [compound nummod
NOUN ADV PART ADP | INOUN NUM
AL B
compound case:loc
NOUN ADP

LA CA 4 BN AT RE & ARV 7E A TG AT 3300 SFE A IR A28 (Otzi) ©
Hdéngtdng shiddi zui yduming de rén kénéng shi shénghud zai géngyudn gidn 3300 nidn de mundiyl bingrén Aozi (Otzi).
‘Likely the most well-known person from the Copper Age is Otzi, the frozen mummy who lived during 3300 BC.’
Source: CoNLL-U Viewer (CoNLL-U Viewer), adjusted by the author.

Figure 9. The example of words in a sentence (sentence ID w02008038, PUD treebank). Tree
nodes considered to be the words under analysis are framed in blue boxes.

The word segmentation in the UD is driven by algorithms which are specific to a given
language. In the case of the Chinese-HK UD treebank (Poiret et al., 2021, pp. 5-6), the algorithm
follows segmentation guidelines (Xia, 2000) which was developed for the Chinese Treebank®
(Xue et al., 2013), a large Chinese corpus using phrase structure annotation®. Roughly speaking,
the guidelines see the word as a basic syntactic element, called a syntactic atom (Xia, 2000, p.
5). Due to certain factors which complicate the determination of word boundaries in Chinese
(i.e. a lack of spaces between words, minimal inflection or disagreement on segmentation of
complicated constructions), the guidelines utilise several rules to identify the word, i.e. 1) a
bound morpheme is a part of a word, 2) segmentation of complex internal structures is preferred,
3) the meaning of morphemes in a word is not compositional, 4) morphemes of a word cannot

105 Formerly known as the Penn Chinese Treebank.

106 The dependency (DS) and phrase (PS) structures differ mainly in the form of relations (being between
a parent and child in DS and between siblings in PS), syntactic structures (which is verb central in DS and
binarily divided into two phrases in PS), correspondence between words and nodes (being one-to-one in
DS while PS also allows one-to-many) and headedness (each node has only one governor except for a root
in DS which is not necessary for PS), (Osborne, 2019b, pp. 362-365).
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be separated by insertion of another morpheme, 5) a morpheme of a word is not replaceable
by a phrase, 6) segmentation can be driven by the number of syllables (Xia, 2000, pp. 4-5). The
Chinese-HK UD treebank only diverges from the Chinese Treebank in the treatment of verbal
compound structures — resultative compounds (verb + resultative suffix, e.g. f{%f, zuohdo,
‘done’ or ‘finished’) and potential complement (verb + potential complement + verb, e.g. XA
F|, mdibuddo, ‘be unable to buy’), (Poiret et al., 2021, p. 6). The former always splits them into
separate word tokens while the latter treats them variously based on the rules. Information on
the word segmentation in GSD and PUD is not available. In the case of LCMC, the word
segmentation was performed using the Chinese Lexical Analysis System ICTCLAS (Institute of
Computing Technology of Chinese Academy of Science, n.d.).

Generally, the Chinese word in the UD and LCMC samples corresponds to a string of
Chinese — traditional or simplified — characters. However, the samples also include words which
partly or entirely consist of non-Chinese graphemes, i.e. letters of the Latin alphabet, Arabic
numerals and/or other symbols (e.g. 3000 or Otzi in our example, highlighted in grey in Figure
9).1%7 We treat these words differently with respect to their position in the unit hierarchy. If such
a word is the direct constituent to higher linguistic levels in the UD treebanks, we include it in
the analysis because it occupies a syntactic position which cannot be left out. On the other hand,
one Chinese grapheme, i.e. character, roughly corresponds to a syllable, whereas one non-
Chinese grapheme mostly represents a letter or numeral. Hence, both the types do not
correspond to each other, which amplifies the heterogeneity of the samples. For this reason, we
also test the exclusion of those constructs in which words partly or entirely consist of non-
Chinese graphemes. If such a word is the construct itself, we directly exclude it from the analysis
of the UD treebanks and LCMC due to a higher degree of homogeneity. Punctuation marks are
also annotated in the UD treebanks and LCMC (e.g. a full stop ‘. ’ and parentheses * () ’
highlighted in grey in Figure 9). However, we do not take them into account at any level (even
though there are studies which treat them as language units, e.g. Hug, 2004, Benesova and
Birjukov, 2015).

Finally, the frequency of the word being the construct must be considered. As discussed
in Chapter 1.4, tokens and types have different impacts on results. The tokens reflect the
frequency of use and seem to be governed by the Brevity law rather than the Menzerath-
Altmann law. The usage of shorter units is preferred in this case which might prevent the
Menzerath-Altmann law from coming into force. On the contrary, the types should not be biased
in this way. When taking a look at the results on the word level in Chinese, the law was
corroborated only by Bohn (1998, 2002), who tested word types. Results of the word tokens
were in contradiction to the law (Motalova and Matouskova, 2014; Chen and Liu, 2016, 2019,
2022) unless a direct measurement unit of the word (i.e. Chinese character) was skipped (Chen
and Liu, 2016, 2019, 2022). In addition, the tokens and the types have not been tested on the
same language material in Chinese. The thesis fills the gap and the law is applied to both.

107 The non-Chinese words or words that mix both — Chinese and non-Chinese — graphemes account for
0.19 % of word tokens and 0.89 % of word types in HK-P, 3.60 % of word tokens and 8.86 % of word
types in PUD, and 3.03 % of word tokens and 9.24 % of word types in GSD.
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3.2.5 The character, component and stroke

The Chinese character represents a basic graphic unit of the Chinese script and
corresponds to a syllable with one exception (see Chapter 3.2.6). Its structure is divisible either
into components or strokes. The inventory of strokes for each character is immutable, whereas
the inventory of components depends on a chosen segmentation strategy. To process the
character length, we decided to use an open-source document published by Beijing Language
and Culture University which contains a list of components and the number of strokes for each
of 6,647 Chinese characters.'® However, to use the document, all words in the samples must be
written in simplified Chinese characters. LCMC consists of texts written in simplified characters
and the UD Chinese GSDSimp treebank is already a result of automatic conversion and manual
correction performed by the UD project itself. Only the UD Chinese HK and PUD treebanks
contain words written in traditional Chinese characters. For this reason, we had to convert these
two treebanks into their simplified forms by virtue of available software (3Z#k Wénlin Software
for Learning Chinese: Version 4.0.2, 2011).

The simplified Chinese characters and their strokes are immutable. Hence, their
determination is the same across studies. On the other hand, approaches to the component lack
a consensus. Bohn (1998, 2002) and Chen and Liu (2016, 2019, 2022) used different sources
containing the decomposition of Chinese characters into their components, while Motalova et
al. (2013), Motalova and Matouskova (2014), Matouskova and Motalova (2015) and
Matouskova (2016) introduced their determination.

As for the Chinese character being the word direct constituent, Chen and Liu (2019, 2022)
opted for the component and stroke to be both its measurement units. The authors did not
corroborate the law for any of the triplets. However, they tested only word tokens. For this
reason, we decided to follow their approach and test the influence of both the units on the
Chinese character when not only the word tokens but also the word types are analysed.

Lastly, similarly to the word, we consider the frequency factor and analyse the tokens
and the types with respect to the Chinese characters. The analysis of the tokens prevails while
the types were analysed only by Bohn (1998, 2002) and no study, to our best knowledge, tested
both.

3.2.6 The syllable and sound

The Chinese syllable consists either of a vowel or a combination of a vowel, glide(s)
and/or consonant(s) (Wee and Li, 2015, p. 475). It corresponds to a Chinese character with one
exception, i.e. erization, which is captured by one syllable but two characters, e.g. X ]|, zher
'here'). Due to this high correspondence and the fact that to determine the number of syllables
in a word (not syllable boundaries) is sufficient from the menzerathian perspective, the Chinese
characters, which are primarily used to capture Chinese words, can be the only measurement
unit of the word (applied, for example, by Chen and Liu, 2016). As far as erization is concerned,

108 5Y ={= B j5] 88 (Dictionary of Chinese Character Information), accessed: December 2, 2021.
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we disregard quantitative differences between characters and syllables because erization occurs
in our samples to a minimal extent.®

The determination of the sound relies on the International Phonetic Alphabet (IPA). We
firstly automatically converted the Chinese characters into pinyin, i.e. Hanyu Pinyin, ‘Chinese
Phonetic Writing’, by virtue of an open-source tool, a Python library pypinyin (Python-pinyin,
2022). Secondly, we compared both the alphabetic systems to identify those cases when one
pinyin letter does not correspond to a sound in IPA, or in other words, there is no one-to-one
correspondence between them. Based on the identified differences (see Table 8), we drew up
several rules (Lin, 2007, pp. 121-129) for developing an algorithm which automatically alters
pinyin, i.e. uses an alternative symbol to lengthen or shorten the pinyin transcription. The

applied rules are as follows:

1. Firstly, the post-alveolar affricative <ch, zh>, fricative <sh> and the velar nasal
<ng> consonants are captured by two letters in pinyin, while in IPA being only
one sound [ts"], [ts], [s] and [n] respectively. Hence, the digraphs are reduced to
one symbol.

2. Secondly, “labial consonant cannot be followed by a mid vowel in CV
[consonant-vowel] syllable” (Lin, 2007, 119). Therefore, if the syllable starts with
<b>, <p>, <m> and <f>, the vowel <o> in pinyin is prolonged by one symbol to
correspond two sounds in IPA [wo], i.e. <bo>, <po>, <mo>, <fo> vs [bwo], [p"wo],
[mwo], [fwo] (Lin, 2007, p. 128).

3. Thirdly, the rules have an impact on the diphthongs <ai>, <ao>, <ei> and <ou>,
each of which is viewed as a complex vowel modifying only its quality in a
syllable (Lin, 2007, p. 69), or in other words, as one sound. For this reason, the
digraphs are reduced to one symbol.

4. Fourthly, another quantitative difference is caused by the schwa (Lin, 2007, p.
127). The algorithm inserts it in syllables where <i> / [j] is preceded by a
consonant and directly followed by the velar nasal <ng> / [n] (e.g. <bing> vs
[bjan]).}° The insertion of the schwa is also applied to those syllables where <u>
/ [w] is preceded by a consonant different from the alveolo-palatals <j> / [tg],
<>/ [t¢"] and <x>/ [¢], and followed by the alveolar nasal <n>/ [n] (e.g. <dun>
vs. [twan]).1t!

5. Lastly, if <yu> / [y] occupies the initial position of a syllable and precedes <e> /
[e] or <an> / [en], the syllable length changes from <yue> and <yuan> to [ye]
and [yen] accordingly (Lin, 2007, p. 129).

109 HK-P does not contain any case of erization. PUD contains four cases out of 17,844 word tokens, GSD
16 cases out of 80,978 word tokens and LCMC 663 cases out of 827,625 word tokens.

110 The only syllable not affected by the rule is <ying> / [jan] because 1) it starts with a semi-vowel (called
glide) and 2) there is no quantitative difference in length of <yi> and [ja].

111 The schwa is not inserted if a syllable starts with the semi-vowel (glide) <y>/ [y].
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Table 8. Overview of quantitative differences between pinyin letters and sounds in IPA.

Number of Number of Difference

Sound type Pinyin IPA
yp y letters sounds *
Post-alveolar affricate ch, zh tsh, ts 2 1 -1
Post-alveolar fricative sh 3 2 1 -1
Velar nasal ng n 2 1 -1
Labial consonant b, p, m, f +
0 WO 1 2
vowel
ai, ao, ei, ai, au, ei,
Diphthong oo 2 1 -1
ou ou
Consonant + vowel +
i jo 1 2
velar nasal ng
Consonant + vowel +
u E] 1 2
alveolar nasal n
Glide + e/an yu y 2 1 -1

*when IPA is compared to pinyin

Due to the close correspondence between sounds and pinyin letters, we do not expect
considerable differences between the syllable lengths measured in sounds and pinyin letters.
Hence, we determine the length of the syllable only as a sequence of a letter(s) and/or symbol(s)
used for the pinyin alteration (Table 9), or in other words, as a sequence of sounds.
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Table 9. The example of pinyin and its alternation corresponding to sounds in IPA (sentence ID
w02008038, PUD treebank).

Number of Syllables in Number of Syllables in Number of

Word o Difference*
syllables pinyin letters sounds sounds
21 5 2 ['hong', 'tong'] 8 ['hon', 'ton'] 6 -2
AR 2 ['shi', 'dai'] 6 ['Si', 'd#'] 4 2
& 1 ['zui'] 3 ['zui] 3 0
5% 2 ['you', 'ming'] 7 ['v#', 'mjan'] 6 -1
i 1 ['de'] 2 ['de'] 2
A 1 ['ren'] 3 ['ren'] 3
o] BE 2 ['ke', 'neng'] 6 ['ke', 'nen'] 5 -1
= 1 ['shi'] 3 ['$i'] 2 -1
HE 2 ['sheng', 'huo'] 8 ['Sen', 'huo'] 6 2
b 1 ['zai'] 3 ['z#'] 2 -1
NTT 2 ['gong’, 'yuan'] 8 ['gon’, 'yeen'] 6 -2
By 1 ['gian'] 4 ['gian'] 4
F 1 ['nian'] 4 ['nian'] 4
i 1 ['de'] 2 ['de'] 2
['mu’, 'nai',
L 3 yi ’ [mu, 'n#, il ° *
KA 2 ['bing', 'ren'] 7 ['bjan’, 'ren'] 7 0
B % 2 ['ao', 'zi' 4 ['#, 'zi' 3 -1

*when IPA is compared to pinyin

The inventory of the Chinese syllables does not differ across studies on Chinese.
However, differences occur when it comes to a phoneme or sound. Schusterova et al. (2013)
and S¢igulinskd and Schusterova (2014) determined the phoneme based on a Czech
transcription, while Chen and Liu (2016) used a pronunciation list of the Chinese characters
without any reference.

3.3 Language unit combinations and their quantification

As discussed in Chapter 1.4, it is assumed that the menzerathian tendency between the
lengths of the construct and the constituent appears as far as immediately neighbouring units
are concerned (e.g. Altmann, 1983; Cramer, 2005a). Hence, the choice of the direct constituent
to the construct exerts a strong influence on results, although their neighbourhood is not always
unambiguous. The following section introduces the measurement units, i.e. the direct
constituents, which we opt for all the constructs.
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Sentence

Measurement unit: clause — The sentence length is measured in the number of clausal
heads, i.e. words which carry the dependency relations of root, csubj, ccomp, xcomp, acl,
advcl, parataxis or conj if it inherits the predicate function.

Measurement unit: sentential phrase — The length of the sentence is expressed as the
number of nodes which directly depends on a root of a sentence. Sentences consisting only of
the root are disregarded because their lengths equal zero. The root is not considered to be the
phrase.

Clause

Measurement unit: word — The clausal length is calculated as a sum of words a) which
directly or indirectly (through other words) depend on a clausal head and b) which do not belong
to another clause. The clausal head is included in the sum of words in the clause.

Measurement unit: clausal phrase — In this case, we count all words a) which directly
depend on the clausal heads (root, csubj, ccomp, xcomp, acl, advcl, parataxis or
con’j with the predicate function) and b) which are not the clausal heads themselves, i.e. do
not carry these clausal dependency relations. The clausal head is not determined as the phrase.

Measurement unit: linear dependency segment (LDS) — The length of the clause is
expressed as the number of LDSs identified as the longest possible chains of words which are
connected syntactically in a dependency tree (i.e. by an edge) while respecting the word order
in the clause. LDS includes the clausal head.

Syntactic phrase

Measurement unit to the sentential phrase: word — The length of the phrase is expressed
as a sum of words which includes a word directly dependent on the root (i.e. a phrasal head)
and all other words directly or indirectly (through other words) dependent on it.

Measurement unit to the clausal phrase: word — This phrase is also measured as a sum
of the words. However, the sum includes 1) a node which directly depends not only on the root
but also on other clausal heads (csubj, ccomp, xcomp, acl, advcl, parataxis or conj
with the predicate function) and 2) words which are directly or indirectly (through other words)
dependent on it unless they belong to another clause.

Measurement unit to the linear dependency segment (LDS): word — The length of LDS is
expressed as the number of words which are connected via dependency relations and are linear
neighbours. Even though the punctuation marks are included in dependency trees as integral
nodes, they do not interrupt the dependency relations or linear neighbourhood between the
words.

Word

Measurement units: character/syllable — The word length is always measured as the
number of Chinese characters which correspond to syllables in Chinese only except for erization
(as addressed in the previous Chapter 3.2.6).

73



Character

Measurement unit: component or stroke — The length of the simplified Chinese
character is calculated either as a sum of its components, each of which consists of a partial
number of strokes, or as a total number of all strokes.

Syllable
Measurement unit: sound — The syllable length is expressed as a sequence of letters
and/or symbols representing sounds in IPA.

To analyse the menzerathian relationship, we always need a triplet of language units —
construct, constituent and sub-constituent. The length of a unit of the highest position, i.e. a
construct, is measured as a sum of lower units, i.e. constituents, from which the construct is
directly constructed. The length of the constituent is measured in the lowest units in this
hierarchy of three, or in other words, in its direct constituents or indirect constituents of the
construct (i.e. sub-constituents). All analysed triplets are included in Table 10 with studies on
Chinese which tested them. As can be seen, the law has been applied to the phrase and the
word types to the least extent. In addition, the phrase and the linear dependency segment
proposed by Macutek, Cech and Milicka (2017) and Macutek, Cech and Courtin (2021)
accordingly have been tested by the authors only with respect to a particular position (i.e. being
constituent and sub-constituent of the sentence respectively), even though the unit can be
integrated up to three triplets (i.e. being construct, constituent and sub-constituent). For this
reason, the thesis tests the language units in all possible positions to shed light on their
behaviour when the position is changed and the Chinese language is tested.
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Table 10. Overview of linguistic levels analysed by the thesis and studies on Chinese.

Construct

Sentence

Clause

Sentential phrase
Clausal phrase
LDS

Word type

Word token

Character type

Character token

*data not reliable

Direct constituent

Clause

Sentential phrase
Clause
Clause

Word

Clausal phrase
LDS

Word

Word

Word
Character
Character
Syllable

Character

Character
Syllable
Component

Component

Sub-constituent

Word

Word
Clausal phrase
LDS

Character/syllable

Word

Word
Character/syllable
Character/syllable
Character/syllable
Component
Stroke

Sound

Component

Stroke
Sound
Stroke

Stroke

Studies on Chinese
Bohn (1998, 2002); Wang and Cech
(2016); Hou et al. (2017); Jin and Liu
(2017); Chen (2018); Chen and Liu
(2019, 2022); Berdicevskis (2021)*;
Sun and Shao (2021)

Berdicevskis (2021)*

Bohn (1998, 2002); Hou et al,
(2019a,  2019b); Berdicevskis
(2021)*; Chen and Liu (2022)
Berdicevskis (2021)*

Berdicevskis (2021)*

Bohn (1998, 2002)

Motalovd and Matouskova (2014);
Chen and Liu (2016, 2019, 2022);
Chen and Liu (2019, 2022);

Chen and Liu (2016)

Bohn (1998, 2002)

Motalovd et al. (2013); Motalova
and Matouskova (2014);
Matouskova and Motalova (2015);
Matouskova (2016)

Finally, we exemplify the calculation of the construct and constituent lengths for each

triplet in Table 11, Table 12 and Table 13 while using the same sentence from PUD (Figure 10)
as an example.
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<root>

root
VERB

AT BE iﬁu%’lu °

nsubj advmod ccomp punct
NOUN\ ADV VERB PUNCT

ith &

nmod compound punct nsubj
PRON NOUN PUNCT NOUN
&

]

case

PART

Wi TS BTAT, fRIELA AHELLESS.
Ta de sudyan sudxing, jidnzhi ling rén ndnyizhixin.
‘What she is saying and what she is doing, it — actually, it is unbelievable.’
Source: CoNLL-U Viewer (CoNLL-U Viewer), adjusted by the author.

Figure 10. The example of a sentence (sentence ID n01002058, PUD treebank).

Table 11. Calculation of unit lengths belonging to triplets on the syntactic level.

Construct x Constituent y Sub-constituent Length xand y
Sentence x =2
Clause
Word y=(6+2)/2 = 4.00

W B w B T M OH & AN X BLE A

=]

Sentence Sentential x=3

phrase Word y=#4+1+2)/3=233

wowo 5 B T M OE A AN K ML B

Sentence x=2

Clausal phrase y=2+1)/2=150

Clause

WMo 5 BT M H 4 AN O LB O
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Sentence x=2
Clause

LDS y=(3B+1)/2 =200

wow o F M O47T WM OH 4 AN X OB F

Clause Word X=6

Character y=QA+14+2+2+4+2+1)/6=1.50

ich FIRREY Bt A7 w OH | 2 AN LB OfF
Clause Clausal phrase x=2
Word y=04+1)/2=250
wow B g BT M HE 4| AN OB E
Clause LDS x=3
Word

y=(2+2+2)/3 =200

wo® | P F M O4T M H & | AN MU A R
Sentential
Word x=2
phrase
Character y=(1+4)/2=250
wom B s BT 4T ™M OH 4| AN LB (E
Clausal phrase x=1
Word
Character y=1/1=1.00
(LA N/ = S /S S - = M /NS I A S A =+
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LDS x=2
Word
y=(1+4)/2=250

Character

i I

OB O O OE 4| A BB

Table 12. Calculation of unit lengths belonging to triplets on the word level. The word DL & {5
(ndnyizhixin, ‘be difficult to believe’) is used.

Construct x Constituent y Sub-constituent

Length x and y
Word Character

x=4

Component y=0Q2+2+3+2)/4=225

X g A AN

=]
Word x=4
Character
Stroke y=(10+4+13+9)/4=9.00
Character 1: Mi— 7 % % ¥ A M A 7B % U Character3: B—' WM M mEEmm s mmm
Character 2: Ll—> 1 1 1/ 14 Character4: > ' { { " &HE
Word x=4
Syllable
Sound y=B+2+2+3)/4=250
nh a n y i S | X i

Table 13. Calculation of unit lengths belonging to the triplet on the character level. The character
M (ndn, “difficult’) is used.

Construct x

Constituent y Sub-constituent Length x and y
Character x=2
Component
Stroke
Component 1: ¥ — 7 X

y=(2+8)/2 =5.00
Component 2: fE— 7 1 1 1 £ 4F &
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3.4 Testing the model reliability

Based on the quantification of the language material, the construct length, its frequency,
and the mean constituent length are calculated for each triplet mentioned above. As addressed
in Chapter 1.3, the low frequency of the constructs (mostly of the longest lengths) might result
in irregular behaviour of its constituents. To avoid possible biased results by these so-called
outliers, we treat them with the method of the weighted average (e.g. applied by Macutek, Cech
and Courtin, 2021). If the frequency of a construct length is lower than 10 (as applied on the
syntactic level, e.g. by Kéhler, 1982; Bohn, 1998, 2002; Macutek, Cech and Mili¢ka, 2017; or on
the word level, e.g. by Macutek, Chromy and Koscova, 2018; Rujevic¢ et al., 2021), we pool the
construct with its shorter neighbour(s) until their frequency sum meets our requirement (i.e.
being equal or greater than 10). The lengths of the construct and constituent are subsequently
calculated as the weighted average of the pooled values while using the frequency as their
weights (see Table 14).

Table 14. The example of the calculation of the weighted average. Original values of the
construct length (x), its frequency (f), and the constituent length (y) are presented on the left,
while the weighted values are on the right. Values to be pooled are highlighted in grey.

CYrxfi (4% 9) + (6% 1)

Yw =Ty T 9+1
x f y =4.20 x f y
1 1989 239 ) 1 1989 239
2 2155 258 = Zzig’ifi _(244x9)+(217x1) 2 2155 258
3 150 276 i fi I+1 3 150 276
4 9 244 =24 42 10 242
6 1| 21 ; ; ;

where x,, is the weighted average construct
length, y,, the weighted average constituent
length, x;, y;, f; are values to be pooled.

We fit the weighted values with two models proposed by Altmann (1980), i.e. the
complete model y(x) = ax?e* with three parameters a, b, and ¢, and the truncated model
y(x) = ax? with the parameter a being replaced by the constituent length of the one-
constituent construct y; (c.f. Kelih, 2010; Cech and Macutek, 2021), and the parameter b. The
choice is motivated by the possibility of the former model reflecting the second (or reverse)
regime of the law while the latter model includes only one parameter, which eases its
interpretability, as discussed in Chapter 1.3, The NLREG Version 6.3 (Sherrod, 2005) software is
used for the fitting of both the mathematical models to data in order to obtain values of the
parameters and the coefficient of determination R%. We interpret the goodness-of-fit as reliable
if the coefficient of determination R? reaches the value equal to or greater than 0.90 (Macdutek
and Wimmer, 2013, p. 233).
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4 Menzerath-Altmann law applied

The chapter brings results which we yield for all the triplets introduced above. We divide
the chapter first according to constructs and then according to its (direct and indirect)
constituents. Each unit combination introduces a hypothesis which is followed by obtained
results from all samples (HK-P, PUD, PUD-N, PUD-W, GSD and on the word and character level
also from LCMC) presented in tables and figures. The figure includes graphs visualising the
behaviour of obtained lengths and the fit of both the models for each sample separately. We
use the same scale of both axes for all the samples to display their differences (if any). Next, we
address and interpret the results and, if possible, apply an alternative approach. The sub-chapter
on the construct ends with an overall summary.

As for the discussion, firstly, we comment on whether the constituents show an increase
in their lengths, or in other words, the second (or reverse) regime. It should be emphasised that
we consider the second regime in the strict sense, i.e. if any constituent length increases in
comparison to its predecessor, even though we are fully aware that these increases might be
only fluctuations from the overall decreasing trend.

Secondly, we comment only on the parameters of the truncated model, i.e. a and b,
because the complete model lacks a linguistic interpretation of the parameter c. We compare
values of each parameter across the samples and evaluate the relationship between both the
parameters a and b if the coefficient of determination R? meets the standard of R? > 0.90 in
most samples. Otherwise, we only address considerable changes in their values if different
approaches are applied.

Thirdly, we follow studies (e.g. Jin and Liu, 2017; Jiang and Ma, 2020; Macutek, Cech and
Courtin, 2021) that assessed constituent lengths with respect to the short-term memory limit
proposed by Miller (1956), i.e. 7 + 2.*2 However, in Miller’s view, itis not up to 7 + 2 items that
limit the short-term memory but rather 742 chunks resulting from a “process of organising or
grouping the input into familiar units or chunks” (Miller, 1956, p. 93). Miller (1956, p. 93)
illustrated the chunks with an example of a radiotelegraphic code — sounds as first-level chunks
are grouped into letters, letters as second-level chunks into words and words as third-level
chunks into phrases etc. This structure resembles the structure of constructs and constituents,
or in other words, the menzerathian hierarchy of language units. Hence, we use Miller’s limit to
evaluate not only the constituent but also the construct.’® The constituent length might meet
the limit of the short-term memory span, but its construct might not.

Finally, we created scripts for data processing that are available on Github, where all
processed data (including their non-weighted versions) can be found as well.}*4

112 The concept of short-term (immediate or working) memory limits has been heavily discussed later (cf.
Cowan 2000) while suggesting even a lower span, i.e. about four items (Cowan, 2000).

113 |n the case of the construct and constituent being pooled due to insufficient frequency, we evaluate
their pooled value presented in this work.

114 Available at https://github.com/TerezaMotalova/menzerath-altmann law_in chinese.
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4.1 The sentence as the construct

4.1.1 The clause and word as constituents

Hypothesis: the longer the sentence length measured in the number of clauses, the shorter the
mean length of the clauses measured in words.

The results obtained by applying the law to all the samples are presented in Table 15
and Figure 11. SL denotes the sentence length measured the in the number of clauses, f(SL)
its frequency and MCL the mean clause length measured in the number of words. The table
contains the parameters (a, b, c) and the coefficient of determination R%of both models — the
truncated model y(x) = ax” labelled as M1 and the complete model y(x) = ax?e* labelled
as M2. In case of the former, the parameter a equals a value of the mean clause length of one-
clause sentences, i.e. MCL;. If a value of MCL is higher compared to its predecessor (=second
regime), we highlight the respective cells in yellow.
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Table 15. MAL applied to the triplet of the sentence, clause and word.

HK-P PUD PUD-N PUD-W GSD
SL f(st) MCL SL f(st) MCL SL f(st) MCL SL f(st) MCL SL f(st) MCL
1 75 5.63 1 175 12.50 1 83 10.99 1 92 13.87 1 407 11.64
2 97 4.62 2 271 8.21 2 115 7.97 2 156 8.39 2 840 7.39
3 73 4.43 3 248 6.29 3 133 6.17 3 115 6.44 3 830 5.93
4 56 3.92 4 140 5.24 4 77 4.98 4 63 5.55 4 636 5.28
5 23 3.67 5 84 4.85 5 46 4.50 5 38 5.27 5 446 4.95
6.57 30 3.67 6 51 4.08 6 28 4.28 6 23 3.83 6 290 4.70
7 20 437 7.33 18 425 7.92 13 4.05 7 186 4.57
8.64 11 3.79 8 137 4.26
9 93 4.25

10 39 4.25

11 40 4.02

12 18 3.79

13 11 4.07

14.38 13 3.61

17.36 11 3.99

M1 M2 M1 M2 M1 M2 M1 M2 M1 M2

a 5.63 5.53 a 1250  12.05 10.99 10.92 13.87 13.14 a 11.64 10.91
b -0.25 -0.29 b -0.59 -0.70 -0.52 -0.57 b -0.66 -0.79 b -0.48 -0.65
c -0.02 c -0.04 c -0.02 c -0.05 c -0.05
R? 0.9744 0.9779 R? 0.9924 0.9964 R? 09890 0.9897 R? 0.9878 0.9923 R? 0.9228 0.9915

Q
Q

o
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Figure 11. MAL applied to the triplet of the sentence, clause and word.



The goodness-of-fit between both the models and the data reaches the standard of
R? > 0.90. Hence, the hypothesis is not rejected for the triplet of the sentence, clause and word.

The second (or reverse) regime, i.e. mean clause lengths which increase in comparison
to its predecessors (highlighted in yellow in Table 15), is observed only in curve tails of three out
of five samples (i.e. in PUD, PUD-W and GSD). As Tanaka-Ishii pointed out, the “problem is that,
for every point, the variation is usually very large. As a result, only the mean value exhibits a
tendency to drop” (2021, p. 2). However, even the mean values do not have to decrease (as
discussed in Chapter 1.3). The low frequency of a given construct length can lead to the deviation
of its constituent from the menzerathian decreasing trend, and the law might not manifest itself
compared to constituents of highly frequent constructs. Moreover, the less frequent construct
lengths might possess specific properties (e.g. structure or content) which counteract the law.

The parameter a of M1 has the lowest value in HK-P (a = 5.63). In the case of the other
samples, it reaches higher values and, in PUD-W, is the highest (a = 13.87). Its value appears to
be under the influence of a) a linguistic level, i.e. measuring clauses in words leads to a higher
variance in their lengths, and b) a text type which consequently comes into play. While PUD and
GSD are of descriptive and informative nature (involving news and/or Wikipedia articles), HK-P
inclines towards spoken nature (represented by proceedings), which usually shortens clausal
lengths in words (as pointed out by several authors in connection with literary text types
containing dialogues, e.g. Kutacka, 2009b, p. 27; Jin and Liu, 2017, p. 217; Hou et al., 2017, pp.
10-11). As for the parameter b of M1, the highest value is reached in HK-P (b = —0.25), where
the shortening tendency of the fitting curve is minimal compared to the other samples, while
the parameter in PUD-W reaches the lowest value (b = —0.66) and makes the slope of the curve
the steepest. The values of both the parameters support the assumption of their negative
correlation (Figure 12) — the higher the value of the parameter a, the lower the value of the
parameter b (as confirmed e.g. by Hammerl and Sambor, 1993; Hou et al., 2019a; Jiang and Jiang,
2022).

0 2 4 6 8 10 12 14 16
0.00
-0.10
0.20
-0.30
T 0.0
g HK-P ,
2 .0.50
g; -0.60 PUD
070 PUD-N
-0.80 PUD-W
-0.90 ®GSD
-1.00

Paramater a

Figure 12. The parameters a and b of M1 for the triplet of the sentence, clause and word.
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As for the construct, the scales of the sentence lengths obtained from HK-P, PUD and its
versions do not exceed the upper short-term memory limit expressed by Miller's number 7 + 2
(Miller, 1956), while the scale from GSD does (i.e. 1 < SL < 17.36). GSD differs from the other
samples in size, which leads us to an assumption of higher variance in its sentence lengths.*®
Another factor to consider is the UD annotation for the clausal dependency relations. Hence,
the question arises of whether an alternative approach to the clause would result in a different
scale of sentence lengths. For comparison, we opt for the clause determination which was
adopted by studies on Chinese and which relies on selected punctuation marks. We choose a
comma ‘, ’(Chen and Liu, 2022), together with a semicolon ‘; ’ (Hou et al., 2017; Chen, 2018,
Chen and Liu, 2019) and a colon “: ’ (Bohn, 1998, 2002; Jin and Liu, 2017), and also extend the
whole selection by an ellipsis ‘...”/"......" (Sun and Shao, 2021). The obtained results are given in
Table 16 and Figure 13.

115 Almost 4k sentences in GSD versus 1k sentences in PUD and 354 sentences in HK-P.
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Table 16. MAL applied to the triplet of the sentence, clause and word — punctuation approach.

HK-P PUD PUD-N PUD-W GSD

SL f(sL) McCL SL f(SL) McCL SL f(SL) McL SL f(sL) McCL SL f(SL) mcL
1 140 7.85 1 249 12.63 1 134 12.55 1 115 12.73 1 756 13.10
2 138 6.27 2 435 8.90 2 219 8.98 2 216 8.81 2 1513 8.77
3 54 5.98 3 229 7.34 3 108 7.11 3 121 7.54 3 964 7.89
4.32 22 5.37 4 68 7.14 433 39 6.79 4 37 7.20 4 434 7.33
5.42 19 6.28 5.27 11 6.71 5 180 6.95

6 80 7.04

7 41 6.71

8.38 29 5.87

M1 M2 M1 M2 M1 M2 M1 M2 M1 M2
a 7.85 7.45 a 12.63  11.58 a 12,55 11.28 a 12.73 11.21 a 13.10 12.05
-0.27 -0.36 b -0.44  -0.63 b -0.47 -0.68 b -0.43 -0.70 b -0.39 -0.57
c -0.05 c -0.09 c -0.11 c -0.13 c -0.07

R?  0.9752 0.9850 R? 0.9793 09946 R? 0.9816 0.9927 R? 0.9653 0.9982 R? 0.9257 0.9734
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Figure 13. MAL applied to the triplet of the sentence, clause and word — punctuation approach.



Firstly, the coefficient of determination R? of M1 and M2 achieved by the punctuation
approach meets the standard of R? > 0.90 and the hypothesis is not rejected. Secondly, the
punctuation approach mostly yields higher values of the M1 parameters a and b, which appear
to be influenced by the determination of a linguistic level. However, the relationship between
the parameters cannot be determined compared to the negative correlation yielded by the UD
approach (see Figure 14).

0 2 4 6 8 10 12 14 16
0.00
-0.10
-0.20
-0.30
Q
E -0.40 i b
g -0.50 )
£ .0.60 PUD
[a W
-0.70 PUD-N
-0.80 PUD-W
-0.90 ® GSD
-1.00

Paramater a

Figure 14. The parameters a and b of M1 for the triplet of the sentence, clause and word —
punctuation approach.

Thirdly, the range of the sentence lengths decreased in all the samples, in the case of GSD from
1<SL<1736to1 < SL < 8.38. Despite SLs not exceeding the upper threshold of short-
term memory, two issues remain to tackle. While the UD annotation might be overly grained,
the segment between two punctuation marks might not exactly correspond to the clause in
Chinese (c.f. Chen, 2018; Chen and Liu, 2019, 2022), especially with respect to the fact that
Western-based punctuation was integrated into Chinese relatively recently (see Chapter 3.2.2).
Another issue arises with the mean clausal lengths of one-clause sentences MCL;s. Although
SLs do not exceed the upper limit of the short-term memory span, MCL4s do except for HK-P.

The latter issue also appears in GSD, PUD and its versions when the UD approach is
applied. It might imply that the word is not a proper measurement unit for the clause with
respect to a sufficient granularity of the unit hierarchy. The only exception is HK-P, where not
only MCL, but also other mean clause lengths are shorter than in the other samples. As
mentioned above, HK-P rather represents the spoken text type which generally has shorter
clauses.
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4.1.2 The sentential phrase and word as constituents

Hypothesis: The longer the sentence length measured in the number of sentential phrases, the
shorter the mean length of the sentential phrases measured in words.

Table 17 and Figure 15 show results achieved when the phrase is the direct constituent
of the sentence. SL denotes the sentence length measured in the number of phrases, f(SL) its
frequency and MPL the mean phrase length measured in the number of words. The data are
fitted by both the models, i.e. y(x) = ax? labelled as M1 and y(x) = ax?e* labelled as M2.
The values of their parameters (a, b, ¢) and the coefficient of determination R? are presented
in the table. As for M1, we use the mean phrase length of one-phrase sentences, i.e. MPL,, as
the parameter a except for PUD-N and PUD-W. In these two samples, one-phrase sentences SL;
are pooled with the neighbouring construct length SL, due to their insufficient frequency
(f(SLy) =7 and f(SL,) = 4 accordingly). Consequently, the pooled SL;s equal 1.93 (and not
1) and the equation MPL, = aSle = al1? = ais no longer valid (cf. Kdhler, 1982, p. 110). For
this reason, we exceptionally calculate the value of the parameter a by means of the NLREG
software. Finally, if a value of MPL is higher compared to its predecessor (=second regime), we
highlight the respective cells in yellow.
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Table 17. MAL applied to the triplet of the sentence, phrase and word.

HK-P PUD PUD-N PUD-W GSD

SL f(st) MPL SL f(st) MPL SL f(st) MPL SL f(st) MPL SL f(st) MPL
1 13 3.77 1 11 11.27 1.93 102 7.98 193 59 7.99 1 40 19.03
2 63 3.87 2 150 7.74 3 120 5.44 3 115 5.14 2 360 8.41
3 82 3.17 3 235 5.29 4 106 4.03 4 126 4.07 3 895 5.51
4 91 2.98 4 232 4.05 5 101 3.63 5 88 3.80 4 1034 4.62
5 62 2.93 5 189 3.71 6 45 3.38 6 65 3.67 5 878 4.21
6 25 2.53 6 110 355 754 26 2.98 7 31 341 6 485 4.21
7.19 16 2.32 7 49 3.24 8.31 16 2.97 7 179 4.07
8.46 24 2.99 8 80 4.34

9 32 3.74

10.29 14 4.04

M1 M2 M1 M2 M1 M2 M1 M2 M1 M2
a 3.77 4.27 a 11.27  11.30 a 13.16 14.18 a 12.13 13.83 a 19.03 15.46
b -0.18 0.07 b -0.66 -0.69 b -0.79 -1.24 b -0.70 -1.30 b -0.90 -1.45

c 0.11 c -0.01 c -0.13 c -0.16 c -0.21
R?Z 0.7728 0.9379 R? 0.9875 0.9879 R*> 0.9825 0.9964 R? 0.9530 0.9884 R? 0.9332 0.9970

*calculated by means of the NLREG software
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The goodness-of-fit is in accord with the standard of R? > 0.90 and the hypothesis is
not rejected except for HK-P fitted by M1. HK-P is the only sample where MPL, has the highest
value contradicting the menzerathian decreasing tendency (highlighted in yellow in Table 17).
The second regime of MPL, might not be caused by an unusual behaviour of phrases belonging
to two-phrase sentences SL,, but by phrases of one-phrase sentences SL; which are the least
frequent. SL; makes up only of 3.69 % of all sentences in HK-P.}'¢ Seven out of 13 one-phrase
sentences are short responses of speakers (e.g. ¥¥H. , hdo de, ‘ok; all right’; RNEX . , bu
yaojin, ‘never mind; not important’; it =&, , xiéxie zhiixi, ‘thank you, Chairman’). Their
phrases consist only of one word (a root is excluded), which considerably lowers MPL;. The
increasing trend in MPLs also appears with longer SLs in GSD (highlighted in yellow in Table 17)
— specific properties or a lower frequency of SLs can be taken into account.

As for the M1 parameters, HK-P is not considered because R? < 0.90. Hence, the
parameter a reaches the lowest value in PUD, i.e. a = 11.27. GSD shows its highest value which
equals 19.03. PUD also has the highest parameter b (b = —0.66) and GSD the lowest (b =
—0.90). The negative correlation between values of both the parameters occurs — the higher
the value of the former, the lower the value of the latter (see Figure 16).

0 2 4 6 8 10 12 14 16 18 20
0.00

-0.10 PUD
-0.20
-0.30
-0.40
-0.50 ® GSD
-0.60
-0.70
-0.80
-0.90 ®
-1.00

PUD-N

PUD-W

Parameter b

Paramater a

Figure 16. The parameters a and b of M1 for the triplet of the sentence, phrase and word
(excluding HK-P).

The issue of the SLs being considerably above the memory span limit (i.e. 7 + 2, Miller,
1956) does not arise within this triplet. In the case of HK-P, PUD and its versions, the sentence
lengths measured in phrases are in a similar range as the sentences measured in clauses. They
mainly differ in the frequency distribution. In the case of GSD, not only the frequency
distribution but also the scale of SLs considerably changed. While SL had up to 17.36 clauses in
the previous triplet, SL of this triplet has only up to 10.29 phrases. It is noteworthy that the

116 §1,, made up of 21.19 % of all sentences in the previous triplet of the sentence, clause and word.
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clauses were processed on all levels of depth in dependency trees, whereas the phrases are
processed only on the levels immediately neighbouring the root.

As for MPL, the HK-P, PUD-N and PUD-W samples do not struggle with exceeding the
upper limit of the short-term memory span (7 £+ 2, Miller, 1956), but the upper threshold is
exceeded by MPL, in PUD and GSD.’ Firstly, SL,s have an extremely low frequency. They form
1.10 % of all sentences in PUD and 1.00% in GSD, which might result in irregular behaviour of
their MPL,s (as in the case of HK-P described above).!® Secondly, the determination of the
phrase as a whole subtree directly depending on a root can contribute to higher MPL;s. The
most frequent construction of SL;s consists of a root governing a clausal complement (i.e.
ccomp).!*® The roots are mostly expressed by the stative verb of existence (5, ydu, ‘to be; to
exist’) or by verb phrases (e.g. {£1it, chudnshué or 3BFR, juchéng, bearing the meaning ‘it is said
that’) and their clausal complements govern complex structures having a high number of words.
Thirdly, the UD annotation of some words is inaccurate, resulting in biased syntactic structures.
To illustrate the point, we can use an example of the word [& J4 (yinwéi, ‘because; for; on
account of’) which is annotated as a root and a verb while being conjunction in the following
one-phrase sentence [ A (1A —EEEBANFHRRE 7 I E BAEMSEIER Y
mho (YInwei women bu yiding néng lijié hé bianshi ronghé le waixing siwéi hé gaodéng waixing
kéji de wupin., ‘Because we may not be necessarily able to understand and recognise objects
which combine alien thinking and advanced alien technologies.’, GSD, sentence ID train-s3359).

Macutek, Cech and Mili¢ka (2017) also yielded a higher value of MPL; when analysing
the Prague Dependency Treebank 3.0 (Bejcek et al., 2013). Despite SL, not suffering from an
extremely low frequency, “there are 7,125 clauses (more than 12%) which contain only one
phrase, and their mean length in words is 9.47 (which means that are many phrases longer than
9.47)” (Madutek, Cech and Courtin, 2021, p. 2). Their results and the results yielded by the thesis
indicate that the high lengths of MPL; are caused by coordinate and subordinate clauses which
the sentential phrases include (e.g. the root governing ccomp as mentioned above).?° Hence,
the appropriateness of the units chosen for this triplet is brought into question. The phrase does
not appear to be the direct measurement unit for the sentence — a linguistic level might be
skipped (e.g. a clause).

17 However, MPL, is pooled in PUD-N and PUD-W.

118 S, of the previous triplet formed 17.50 % of all sentences in PUD and 10.18% in GSD.

119 Nine out of 11 sentences have this structure in PUD and 27 out of 40 in GSD.

120 seven out of 11 one-phrase sentences in PUD and 35 out of 40 one-phrase sentences in GSD contain
at least one clause (i.e. one clausal dependency relation).

93



4.1.3 The clause and clausal phrase as constituents

Hypothesis: The longer the sentence length measured in the number of clauses, the shorter the
mean length of the clauses measured in clausal phrases.

The results of the clause and the phrase being direct and indirect constituents of the
sentence accordingly are presented in Table 18 and Figure 17. SL stands for the sentence length
measured in the number of clauses, f(SL) for its frequency and MCL for the mean clause length
measured in the number of phrases. The parameters (a, b, c) and the coefficient of
determination R? of the truncated model M1, i.e. y(x) = ax?, and the complete model M2, i.e.
y(x) = axPe¥, are included in the table. We use MCL, as the parameter a to fit M1 to the
data. Finally, if a value of MCL is higher compared to its predecessor (=second regime), we
highlight the respective cells in yellow.
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Table 18. MAL applied to the triplet of the sentence, clause and phrase.

HK-P PUD PUD-N PUD-W GSD
SL f(st) MCL SL f(st) MCL SL f(st) MCL SL f(st) MCL SL f(st) MCL
1 73 3.22 1 175 3.99 1 83 3.95 1 92 4.03 1 407 3.66
2 97 244 2 271 2.83 2 115 2.84 2 156 2.82 2 840 2.57
3 73 2.26 3 248 244 3 133 2.48 3 115 2.40 3 830 2.15
4 56 2.01 4 140 2.15 4 77 2.12 4 63 2.19 4 636 1.95
5 23 191 5 84 2.06 5 46 1.94 5 38 2.20 5 446 1.92
6.57 30 1.74 6 51 181 6 28 1.89 6 23 1.71 6 290 1.83
7 20 18 7.33 18 1.78 7.92 13 1.82 7 186 1.77
8.64 11 1.69 8 137 1.71
9 93 1.72
10 39 1.67
11 40 1.60
12 18 1.54
13 11 142

14.38 13 1.56
17.36 11 1.61

M1 M2 M1 M2 M1 M2 M1 M2 M1 M2
a 3.22 3.13 a 3.99 3.84 a 3.95 3.81 a 4.03 3.83 a 3.66 347
b -0.33 -0.38 b -0.43 -0.52 b -0.43 -0.52 b -0.43 -0.55 b -0.37 -0.50
c -0.02 c -0.04 c -0.04 c -0.05 c -0.04

R?  0.9893 0.9931 R? 0.9865 0.9959 R’ 0.9921 0.9974 R?> 0.9660 0.9786 R?  0.9069 0.9833
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Making the hierarchy of the language units more granular does not lower the goodness-
of-fit. R? of both the models meets the standard of R? > 0.90 in all the samples. Hence, the
hypothesis is not rejected. The increase in MCLs in PUD, PUD-W and GSD mostly occurs with
longer SLs (highlighted in yellow in Table 18) and might be caused either by a low frequency of
given SLs or their specific properties. Moreover, SLs in GSD struggles with the same issue of
exceeding the upper limit of the short-term memory span (i.e. 7 + 2, Miller, 1956) as in the case
of the triplet composed of the sentence, clause and word (see Chapter 4.1.1).

The parameter a of M1 reaches the lowest value in HK-P (a = 3.22) and the highest
value in PUD-W (a = 4.03). The differences in their values across the samples are not as striking
as in the first triplet on the sentence level. Hence, the inclusion of the phrase, or more generally,
a linguistic level seems to have a stronger influence than a text type in this case. Neither
considerable differences between the parameters b of M1 are observed. Their values range only
between —0.33 (HK-P) and —0.43 (PUD-W). Hence, the slope of the curves decreases with a
similar ‘speed’ across the samples. As for the relationship between the parameters, taking HK-
P, PUD and GSD into account, the trend of their values being negatively correlated appears (see
Figure 18). In the case of PUD and its versions, the differences between the parameters are
minimal.

0 1 2 3 4 5
0.00
-0.10
-0.20
-0.30
Q
= -0.40 ¢
£ HK-P
g -0.50
© PUD
5 -0.60
e 0.70 PUD-N
-0.80 PUD-W
-0.90 ® GSD
-1.00

Paramater a

Figure 18. The parameters a and b of M1 for the triplet of the sentence, clause and phrase.

As addressed in Chapter 3.2.3, when processing the clausal phrases, clausal heads are
not parts of the phrases and are not the phrases themselves. The exclusion of the clausal heads
raises an issue of how to treat a clause consisting only of its head with respect to the sentence
length and mean clause length. So far, we have adopted the following approach — if a clause
without phrases is identified, it is included in the sum of clauses in a sentence while the number
of phrases remains the same. The question is to which extent this approach influences SL and
MCL. Hence, we also test an alternative approach —we entirely exclude clauses without phrases
from the analysis, i.e. sums of clauses in sentences do not include them. The results are
presented in Table 19 and Figure 19.

97



86

Table 19. MAL applied to the triplet of the sentence, clause and phrase — the exclusion of clauses without phrases.

HK-P PUD PUD-N PUD-W GSD

SL f(st) MCL SL f(st) MCL SL f(st) MCL SL f(st) MCL SL f(st) MCL
1 92 3.17 1 192 4.01 1 92 3.97 1 100 4.04 1 593 3.69
2 110 2.68 2 300 2.86 2 127 2.87 2 173 2.85 2 1059 2.72
3 78 2.49 3 252 2.56 3 140 2.58 3 112 2.53 3 858 2.39
4 46 2.32 4 130 2.26 4 74 2.19 4 56 2.36 4 589 2.27
5 14 2.29 5 78 2.16 5 38 2.14 5 40 2.19 5 383 2.25
6.42 12 2.12 6 31 2.17 6 19 2.19 6.63 19 2.12 6 203 2.16
7.35 17 199 7.10 10 1.93 7 132 2.06

8 86 2.12

9 40 1.99

10 21 1.94

11 18 2.09

13.40 15 2.00

M1 M2 M1 M2 M1 M2 M1 M2 M1 M2

a 3.17 3.13 a 4.01 3.74 a 3.97 3.74 a 4.04 3.70 a 3.69 3.48
b -0.22 -0.25 b -0.38 -0.54 b -0.38 -0.52 b -0.39 -0.58 b -0.29 -0.43
c -0.01 c -0.07 c -0.06 c -0.08 c -0.04

R?  0.9922 0.9950 R? 0.9654 0.9939 R? 09679 0.9862 R? 0.9611 0.9964 R?  0.8583 0.9784
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Figure 19. MAL applied to the triplet of the sentence, clause and phrase — the exclusion of clauses without phrases.




The alternative approach brings about considerable changes only in GSD where,
contrary to the previous results, the coefficient of determination R? of M1 does not reach the
standard of R? > 0.90 and the hypothesis is rejected (i.e. R> = 0.8583). As for the impact on
the unit lengths, SLs only slightly decreased except for GSD (even though its SLs still exceed the
upper threshold of the short-term memory span), and MCLs only slightly increased. The
parameter a of M1 reaches similar values compared to the previous results, while values of the
parameter b of M1 are higher.*? To sum it up, the overall impact on the results is minimal on
this level.

On the one hand, both the approaches face the methodological difficulty in disregarding
the clausal heads. On the other hand, measuring the clause in phrases brings a higher granularity
to the unit hierarchy. MCLs are in accord with the upper limit of short-term memory in all the
samples, whereas most of MCL;s and MPL,s measured in words were not. Hence, we again
pose both the questions of whether the word is the direct measurement unit of the clause and
whether the phrase is the direct measurement unit of the sentence. The results achieved in this
triplet lead us to the assumption that the sentence, clause and phrase represent the appropriate
unit combination.

121 Since the results of both approaches do not considerably differ from each other, we do not include a
graph displaying the values of both parameters, a and b.
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4.1.4 The clause and linear dependency segment as constituents

Hypothesis: The longer the sentence length measured in the number of clauses, the shorter the
mean length of the clauses measured in linear dependency segments (LDS).

Finally, the results of the last triplet where the role of the indirect constituent is assigned
to LDS are presented in Table 20 and Figure 20. SL labels the sentence length measured in the
number of clauses, f(SL) its frequency and MCL the mean length of the clause measured in the
number of LDSs. The values of the parameters (a, b, ¢) and the coefficient of determination R?
of both the models, i.e. y(x) = ax? with the label M1 and y(x) = ax?e* with the label M2,
can be found in the table. In the case of M1, we replace the parameter a by MCL,. Finally, if a
value of MCL is higher compared to its predecessor (=second regime), we highlight the
respective cells in yellow.
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Table 20. MAL applied to the triplet of the sentence, clause and linear dependency segment.

HK-P PUD PUD-N PUD-W GSD
SL f(st) MCL SL f(st) MCL SL f(st) MCL SL f(st) MCL SL f(st) MCL
1 75 3.49 1 175 6.99 1 83 6.39 1 92 7.54 1 407 6.46
2 97 2.84 2 271 4.69 2 115 4.67 2 156 4.70 2 840 4.23
3 73 2.75 3 248 3.72 3 133 3.66 3 115 3.78 3 830 343
4 56 244 4 140 3.03 4 77 2.92 4 63 3.17 4 636 3.10
5 23 2.33 5 84 2.92 5 46 2.80 5 38 3.06 5 446 2.90
6.57 30 2.25 6 51 2.47 6 28 2.61 6 23 2.29 6 290 2.77
7 20 273 733 18 264 792 13 241 7 186 2.71
8.64 11 2.20 8 137 2.50
9 93 2.51
10 39 2.52
11 40 2.34
12 18 2.35
13 11 2.52

14.38 13 221
17.36 11 244
M1 M2 M1 M2 M1 M2 M1 M2 M1 M2
a 3.49 343 a 6.99 6.75 6.39 6.25 a 7.54 7.18 a 6.46 6.06
b -0.25 -0.28 b -0.55 -0.65 -0.50 -0.58 b -0.61 -0.73 b -0.44 -0.62
c -0.01 c -0.04 c -0.03 c -0.05 c -0.05
R? 0.9781 0.9811 R? 0.9882 0.9924 R? 09847 0.9872 R? 0.9871 0.9917 R? 0.9073 0.9916
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Based on the goodness-of-fit between the models and the data, we can conclude that
the hypothesis is corroborated. The standard of R? > 0.90 is reached in all the samples.
Nevertheless, the reverse regime is no exception to this last triplet. The increase in MCLs
appears with longer SLs of PUD, PUD-N and PUD-W (highlighted in yellow in Table 20) and might
be primarily associated with a lower frequency of SLs and an irregular behaviour of their
constituents. In the case of GSD, MCLs are affected by the second regime to a greater extent —
the regime occurs within SLs in the range of 9 < SL < 17.36. However, contrary to the other
samples, these SLs suffer not only from a lower frequency but also from their wild scale (see
Chapter 4.1.1).222 Hence, MCLs might also behave irregularly in this case.

Regarding the M1 parameters, the parameter a is the lowest in HK-P (a = 3.49) and the
highest in PUD-W (a = 7.54). HK-P appears to be influenced by both — the phrasal
determination (i.e. linguistic level) and text type. The parameter b reaches the lowest value in
PUD-W (b = —0.61) and the highest value in HK-P (b = —0.25). Values of both the parameters,
a and b, are negatively correlated across the samples (see Figure 21).
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-0.50
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5 -0.60
& PUD-N
-0.70
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-0.90 ® GSD
-1.00

Paramater a

Figure 21. The parameters a and b of M1 for the triplet of the sentence, clause and linear
dependency segment.

The issue of SL being above the upper threshold of the short-term memory span (i.e.
7 + 2, Miller, 1956) in GSD arises again as in the two previous triplets including the clause as the
direct constituent to the sentence (see Chapter 4.1.1 and 4.1.3). Regarding MCLs, the change
to LDS does not violate the upper threshold, although MCLs increased across the samples in
comparison to the previous triplet. The clausal phrase systematically includes elements that
depend only on a clausal head and are not clauses themselves. LDS does not take only the
dependency syntactic criterion into account but also considers the criterion of the word order,
which makes clauses more fragmented. While MCLs measured in the number of clausal phrases
were similar in all the samples without regard to a text type under analysis, LDS brings back the

122 Fluctuating between 0.28 % and 2.33 % of all sentences in GSD.
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differences between HK-P and other samples. The lower MCLs of HK-P again indicate the joint
influence of the linguistic level (i.e. the phrase determination) and text type, as mentioned above.

Macutek, Cech and Courtin (2021) tested LDS on the Czech language and Surface
Syntactic Universal Dependencies (SUD) treebanks (Gerdes et al., 2018) which annotation differs
from UD (for more information, see Chapter 3.2.1). If we compare the results, firstly, their
sentence lengths measured in clauses did not exceed the upper limit of the short-term memory
as they did in GSD, even though the authors analysed more than 86k sentences, contrary to GSD
having only around 4k sentences.!?® However, the authors determined the clause based on the
presence of a finite verb. Secondly, regarding the mean clause lengths in LDSs, the scales are
similar despite different language material under analysis. Finally, the second regime occurred
in their data to a minimal extent and only with extremely low frequent outliers. Since SUD does

124 and we cannot determine the clause

not directly annotate the clausal dependency relations
based only on finite verbs (e.g. verbs cannot be inflected in Chinese, see Chapter 3.2.2), we

cannot test the exact approach adopted by Macutek, Cech and Courtin (2021).

123 Macutek, Cech and Courtin (2021) did not include sentence lengths longer than eight clauses in their
analysis. However, the authors excluded the sentences not because of their lengths but because of their
relative frequency lower than 0.10 %. If we apply this condition to GSD, none of SLs would be excluded
—each SL has a frequency higher than 0.10 %.

124 The SUD standard annotation does not distinguish between the nominal clausal subject (nsub7) and
the clausal subject (csubj) used by UD. Hence, they are annotated as a single dependency relation, i.e.
subj. Similarly, the clausal complement (ccomp) and the open clausal complement (xcomp) are
annotated as comp : obj in SUD, and the adverbial clause modifier (advcl) and the clausal modifier of
a noun (acl) as a single dependency relation mod (Gerdes et al., 2018).
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4.1.5 Summary of triplets on the sentence level

The results of each triplet on the sentence level corroborate the hypotheses and the
coefficients of determination R? meet standard of R? > 0.90 with only two exceptions
(highlighted in grey in Table 21).

Despite the hypothesis’s corroboration, the triplets differ in evaluating the construct
and constituent lengths based on the limits of the short-term memory span (7 + 2, Miller, 1956).
When opting for the clause as the direct measurement unit for the sentence, the GSD sample
suffers from the wide scale of sentence lengths which considerably exceed the upper threshold
of the short-term memory span. This issue does not arise when the sentence is measured
directly in sentential phrases. However, the mean lengths of the sentential phrases measured in
words exceed this upper limit themselves. The triplet of the sentence, clause and word struggles
with the same issue — the mean clause lengths are too long, which puts the granularity of both
the triplets into question. The phrase does not appear to be the direct measurement unit for the
sentence and the word for the clause.

Using the clausal phrase and the linear dependency segment as the direct measurement
units of the clause sufficiently lowers the mean clause lengths to meet the limits of the short-
term memory span. Hence, the sentence, clause and phrasal unit appear to be the appropriate
unit combination. On the one hand, both the triplets — sentence, clause and clausal phrase /
linear dependency segment — still face the wide scale of the sentence lengths in GSD. On the
other hand, this wide scale might be caused by a different factor (or factors) coming into play.
For example, the alternative determination of the clause based on selected punctuation marks
solves this issue while still corroborating the hypothesis. These results indicate the specificity of
the UD annotation of the clausal dependency relations.

When comparing the clausal phrase and linear dependency segment, we cannot
unambiguously conclude based on the goodness-of-fit which unit achieves better results (see
Table 21). However, if we compare their determinations, the clausal phrase faces the issue of
disregarding clausal heads — they are neither parts of the phrases nor the phrases themselves,
whereas the linear dependency segment does not leave any word out of the analysis.
Nevertheless, the clause and the phrase (i.e. clausal phrase and linear dependency segment)
have to be further tested to shed light on their behaviour when their positions in the unit
hierarchy change.

The question also arises why the goodness-of-fit is above the standard (i.e. R? > 0.90)
for the triplet of the sentence, clause and word as well as the triplet of the sentence, clause and
phrase (either clausal phrase or linear dependency segment) when their sub-constituents, i.e.
the word and the phrase, are not obviously of the same level. The hypothesis’s corroboration
for both the triplets leads to an assumption that skipping a level in the case of a sub-constituent
does not always have a considerable impact on the results.

As for the parameters (Table 21), linguistic levels involved in the triplets, or more
precisely, their determination exerts a strong influence on values of the parameters a. The
triplets including the clause and the phrase measured in words yield higher values than the
triplets including the clause measured in clausal phrases and linear dependency segments. The
parameter a also differs across the samples. It reaches the lowest values in HK-P and the highest
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values mostly in PUD-W. While HK-P rather represents the spoken language (i.e. proceedings),
the rest of the samples represent the written language (news and/or Wikipedia articles). Hence,
the text type also influences the parameter a. In the case of the parameter b, a similar trend can
be observed — HK-P shows the highest values, whereas PUD-W the lowest. Finally, the values of
both the parameters are mostly negatively correlated.

Table 21. The parameters (a, b, ¢) and the coefficient of determination R? of both the model
(M1, M2) obtained on the sentence level.

HK-P PUD PUD-N PUD-W GSD
M1 M2 M1 M2 M1 M2 M1 M2 M1 M2
sentence-clause-word
5.63 5.53 12,50 12.05 10.99 1092 13.87 13.14 1164 1091
-0.25 -0.29 -0.59 -0.70 -0.52 -0.57 -0.66  -0.79 -0.48  -0.65
c -0.02 -0.04 -0.02 -0.05 -0.05
R? 0.9744 0.9779 0.9924 0.9964 0.9890 0.9897 0.9878 0.9923 0.9228 0.9915

ST Q

sentence-clause-word — punctuation approach
a 7.85 7.45 12.63 11.58 12,55 11.28 1273 11.21 13.10 12.05
b -0.27 -0.36 -044  -0.63 -0.47 -0.68  -0.43 -0.70  -0.39 -0.57
c -0.05 -0.09 -0.11 -0.13 -0.07
R? 0.9752 0.9850 0.9793 0.9946 0.9816 0.9927 0.9653 0.9982 0.9257 0.9734
sentence-phrase-word
a 3.77 4.27 11.27 11.30 13.16 14.18 1213 13.83 19.03 15.46
-0.18 0.07 -0.66  -0.69 -0.79 -1.24  -070 -130 -090 -1.45
c 0.11 -0.01 -0.13 -0.16 -0.21
R? 0.7728 0.9379 0.9875 0.9879 0.9825 0.9964 0.9530 0.9884 0.9332 0.9970
sentence-clause-phrase
a 3.22 3.13 3.99 3.84 3.95 3.81 4.03 3.83 3.66 3.47
b -0.33 -0.38  -043 -0.52 -0.43 -0.52 -0.43 -0.55 -0.37 -0.50
c -0.02 -0.04 -0.04 -0.05 -0.04
R? 0.9893 0.9931 0.9865 0.9959 0.9921 0.9974 0.9660 0.9786 0.9069 0.9833
sentence-clause-phrase — exclusion of clauses with zero phrases
a 3.17 3.13 4.01 3.74 3.97 3.74 4.04 3.70 3.69 3.48
-0.22 -0.25 -0.38  -0.54 -0.38  -0.52 -0.39 -0.58  -0.29 -0.43
c -0.01 -0.07 -0.06 -0.08 -0.04
R? 0.9922 0.9950 0.9654 0.9939 0.9679 0.9862 0.9611 0.9964 0.8583 0.9784
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3.49
-0.25

0.9781

3.43
-0.28
-0.01

0.9811

sentence-clause-linear dependency segment
6.99 6.75 6.39 6.25 7.54 7.18
-0.55 -0.65 -0.50 -0.58 -0.61 -0.73
-0.04 -0.03 -0.05
0.9882 0.9924 0.9847 0.9872 0.9871 0.9917
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4.2 The clause as the construct

4.2.1 The word and character as constituents

Hypothesis: the longer the clause length measured in the number of words, the shorter the
mean length of the words measured in (Chinese) characters'?.

Table 22 and Figure 22 summarise the results yielded on the clause level. CL labels the
clause length measured in the number of words, f(CL) its frequency and MWL the mean word
length measured in the number of (Chinese) characters. We apply both the models to the data
— the truncated model y(x) = ax? labelled as M1 and the complete model y(x) = ax?e¢*
labelled as M2. Their parameters (a, b, c) and coefficient of determination R? are included in
the table. In the case of M1, the parameter a equals the mean word length of one-word clauses,
i.e. MWL;.

125 We remind the reader that one Chinese character corresponds to one syllable except for erization.

109



01T

Table 22. MAL applied to the triplet of the clause, word and character.
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10.36
12.64
15.91

HK-P
fict)
147
159
177
168
109
86
62
41
31
22
11
11

MWL
2.08
1.58
1.54
1.58
1.56
1.59
1.62
1.62
1.54
1.73
1.50
1.59
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PUD
fict)
213
419
448
374
292
210
188
142
101
101
85
77
60
40
51
30
32
18
22
21

MWL
1.87
1.70
1.70
1.76
1.72
1.75
1.76
1.77
1.70
1.75
1.84
1.79
1.78
1.83
1.76
1.79
1.72
1.78
1.77
1.73

© K N o A~ w N Rk O

[ Y
2 W N L O

15.28
17.33
19.53
21.45
26.15

PUD-N
fict)
113
232
235
210
168
114
91
75
48
45
42
39
26
18
29
24
17
11
13

MWL
1.89
1.69
1.65
1.73
1.72
1.74
1.74
1.72
1.67
1.78
1.82
1.79
1.67
1.93
1.69
1.79
1.72
1.81
1.89
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20.43

PUD-W
fiar)
100
187
213
164
124
96
97
67
53
56
43
38
34
22
30
22
16
10
14
21

MWL
1.85
1.71
1.77
1.80
1.72
1.76
1.77
1.84
1.72
1.72
1.86
1.78
1.86
1.74
1.82
1.80
1.67
1.74
1.78
1.77
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Figure 22. MAL applied to the triplet of the clause, word and character.



When evaluating the results based on the coefficient of determination R? and the
standard of R? > 0.90, we can conclude that the goodness-of-fit between the models and the
data is extremely unsatisfactory and the samples do not corroborate the hypothesis.

The clause measured in the number of words suffers from the wide scale of its lengths
that extensively exceed the upper threshold of the short-term memory span (i.e. 7 + 2, Miller,
1956) in each sample. Such results support our assumption which we made on the sentence
level that the word is not the direct constituent of the clause.

On the contrary, the scale of MW Ls is narrow. The word lengths fluctuate only between
one and two (Chinese) characters on average. In general, one- and two-character words prevail
in modern Chinese (Chen, Liang and Liu, 2015, p. 8) and this prevalence is confirmed in our
samples for both — tokens and types — with only one exception (three-character word types in
PUD, see

Figure 23).1% The question arises whether a construct (in our current case, the clause)
caninfluence the mean lengths of Chinese words being its constituent. The specificity of Chinese
in one- and two-character words vastly outweighing other word lengths might not provide the
law with enough ‘space’ to come into play. Or in other words, this specificity might be the
boundary condition for the law when the Chinese word becomes the constituent.
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Figure 23. The word length distribution of word tokens and types.

126 |n Figure 23, we include only the word lengths in the range of one to five Chinese characters which
make up 99 % of all words (tokens and types) in each sample. Words containing non-Chinese graphemes
are excluded.
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The high variance of CLs in words and the narrow scale of MWLs in (Chinese)
characters also appear in other studies (Bohn, 1998, 2002; Hou et al., 2019b; Chen and Liu, 2022).
Contrary to our results, the studies yielded the menzerathian decreasing trend of MW Ls and
the coefficient of determination R? reaching the value of 0.70 (Bohn, 1998, 2002; Hou et al.,
2019b; Chen and Liu, 2022), the value of 0.80 (Bohn, 1998, 2002) or meeting our standard of
R? > 0.90 (Hou et al., 2019b). These results were achieved when the clause was determined as
a segment between selected punctuation marks. Hence, the question arises whether the UD
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