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1 INTRODUCTION

The COVID-19 pandemic and the aging society are considered the biggest issues which Europe faces
[1]. They are emergency problems on a large scale that need fast taking care of them - developing
methodologies destinated for diagnosis diseases such as COVID-19 and Parkinson’s disease (PD). The
COVID-19 pandemic has caused a plethora of deaths and this disease has a high contagiousness rate [2].
Screening tests of society are highly desirable and they should be easily approachable and destinated
to be used in the early stage to limit the spreading of the disease. The screening tests are defined as
the procedure used to get to know if the examined person has a disease before it will manifest visible
symptoms. Moreover, the aging society carries neurodegenerative diseases and PD belongs to this
group of diseases [1]. The most accurate test is the positron emission tomography (PET), magnetic
resonance imaging (MRI) and computer tomography (CT), however, those methods are used in the
advanced stage of the disease and are expensive [3]. The usage of wearables and solutions based
on mobile health (mHealth) and Electronic Health (eHealth) concepts seems to be justified for PD
detection, but also for COVID-19 recognition. Wearables are electronic devices which are relatively
inexpensive and accessible [4]. Furthermore, the utility of machine learning (ML) allows for creating
the support system methodologies which could predict the occurrence of the illness [5]. Additionally,
the usage of novel explainable artificial intelligence (XAI) can provide the clinical interpretability of
the created models [6].

1.1 Research Motivation

The wearable devices are electronic devices which could sense, gather and upload the data [7]. The
wearables can be classified as on-body (e.g., smartwatches), in-body (implants [8]), and also around-
body wearables (mobile phones, smartcards) [9]. It is expected that the wearable market will be
growing increasingly. The interesting niche is the wearable health technology (WHT) global market.
The WHT global market achieved 16 billion $ in 2021 [10]. Nevertheless, the WHT is an atypical
market because it characterises the conditions of two markets, not just one, i.e., the healthcare and
technology market. This multidisciplinarity is generating an unique opportunity for the implemen-
tation of new approaches. Moreover, the existing neurodegenerative and chronic diseases occurring
among the elderly people are creating the need for solutions from WHT market [11]. Additionally,
WHT offers a big potential in fighting with many diseases including COVID-19 disease. The support
system methodologies trained with the usage of ML and data gathered by the wearables could serve
as an extra diagnostic/monitoring tool to determine the occurrence of the diseases or their progress
[12]. Additionally, the low-cost and easy accessibility for the population makes wearables a potentially
valuable screening tool [8].

The data acquired by wearable devices are predominantly of the time series type [13]. This kind
of data requires appropriate architectures to extract information from them. Based on the data,
there could be created support decision methodologies that serve in classification, forecasting, or
anomaly detection problems [14, 15]. For this purpose, ML algorithms are commonly utilised [16].
Depending on the data type - structured or unstructured, the approaches of ML methodologies could
be appropriately selected [17]. To use some groups of the ML algorithms for the detection (for instance
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disease) purpose such as Support Vector Machines (SVM), XGBoost, k-Nearest Neighbour (k-NN),
Random Forest, Decision Tree [18], the data for the input should be provided in the structured form.
Moreover, the usage of neural networks is appropriate for the raw time series, i.e., unstructured
data. The examples of the neural networks which are commonly used for the time series are one
dimensional (1-D) convolutional neural network (CNN), Long-Short Term Memory Network (LSTM),
Gated Recurrent Units (GRU), Bidirectional Long Short-Term Memory (BLSTM). Additionally, the
utility of transfer learning allows for achieving the state-of-the-art-results [19]. With the usage of the
aforementioned solutions, it is feasible to create support system methodologies, including those for
healthcare, that are even highly accurate. However, that is not all.

Official confirmation of Coronavirus has been announced on 29 December 2019 by the World
Health Organization (WHO) in China. The relatively high death rate is the reason why the disease
has become one of the most deadly pandemics in history [2]. Thereby, screening and testing of COVID-
19-positive people are nowadays considered to be one of the most effective ways how to stop or limit
the further spreading of the infection likewise eliminate the danger of renovating the high passed so
far state of emergency. Wearables open doors to completely new ways of how the health status can be
monitored and possibly how to recognise the disease in its early stage. In the case of COVID-19, the
early detection of this illness is of high importance, since the disease is communicable approximately
two days before the first symptoms. The development of the disease is illustrated in Fig. 1.1.

Fig. 1.1: The COVID-19 development [20].

The question is where else the wearable together with ML could find broader and needed applica-
tions. One of the concepts deserves extra attention. Ambient Assisted Living (AAL) is defined as the
usage of Internet of Things (IoT) and Information and Communication Technology (ICT) for home
healthcare. The idea is of high importance in the view of the aging society. The standard medical
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practice is creating a big burden for the economy of the healthcare system. By the same token, less
expensive and more approachable technologies need to be introduced. The usage of wearables and
digital technologies could support ‘enabling aging in place’. The elders could live in their domestic en-
vironments, with the community to which they are accustomed. This approach is supported by society
and has a positive influence on the elders. Additionally, the maintenance costs of the wearables-aided
healthcare systems are decreased [21]. . Those aforementioned cases are regarded as highly demanded
especially in the still-developing countries because of the limited number of institutions to care for the
elders and lacking financial resources [22]. The special target of this thesis will be PD. This illness is
the second most common neurodegenerative disorder with a prevalence of 2 % for people over the age
of 65 years[23].

This thesis is focused on the usage of ML techniques together with the wearables for COVID-19
detection, and creating methods of AAL dedicated to recognise PD. These techniques represent a
big promise for new innovative solutions in the mHealth and eHealth areas and have the potential
to form the future of health care. To develop ML models and train them, three datasets are utilised
for creating support system methodologies, mHealth and eHealth solutions. Two of them represent
the records of COVID-19 cases, Influenza and healthy control (HC) group. HC is regarded in clinical
studies as a person who does not have the illness or disorder being studied, however, this person could
suffer from other diseases [24]. Those data were collected thanks to the Fitbit device and contains
records of the heart rate and activity of the person - the number of steps taken. The third dataset
represents the records of PD patients and HC. The dataset contains video and audio records. The
symptoms of PD - hypomimia and hypokinetic dysarthria (HD) are computationally analysed.

The conducted COVID-19 detections consider the character of the disease, i.e., the contagiousness
of the disease and incubation period. Taking into account those parameters allows for the detection
of the disease in the early stage. In addition, the distinction between the diseases, i.e., COVID-19 and
Influensa, is possible thanks to the existing representation of the Influensa cases in the dataset. The
target of the practical part of the thesis is also not only to design the support system methodologies
but also to present the clinical interpretability of the models. They are provided for COVID-19 and
PD detection thanks to the statistical analysis and usage of SHapley Additive exPlanations (SHAP)
values. In addition, the creation of several models is the scope of the thesis to identify the most accurate
of them and to determine the parameters of predictions inter alia such as accuracy, sensitivity, and
specificity.

Moreover, the aim of this work is to analyse the possibility to detect PD detection based on
hypomimia and HD motor symptoms. The aforementioned dataset contains video and audio records.
43 unique clinical speech exercises are used to detect PD. The utility of the whole spectrum of speech
exercises allows for the identification of the most suitable task for automatic PD detection in clinical
practice. Furthermore, the multimodality approach of PD detection is explored, i.e., the combination of
audio and video modality. Additionally, the prediction models generated thanks to the single modality
are compared to those created for the multimodal approach to identify if the combinations of selected
modalities could achieve better results. Moreover, the possibility of PD detection is evaluated for
emotion recognition tasks between the groups. It is justified by the fact that PD patients manifest
impairments in expressing emotions. Furthermore, the thesis provides the theoretical basements of
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the conducted experiments, likewise describes the transferable methodologies used for a spectrum of
diseases, and which are suitable for PD recognition based on sleep disorders symptoms. Moreover,
the characteristic of EEG signals and the application of EEG in diagnosis were presented. There are
illustrated approaches with the usage of deep learning methods likewise the novelty: neural ordinary
differential equation (ODE). ODEs are regarded as neural networks having big potential and they
could be applied to wearable-related data.

1.2 Research objectives and methodology

The subject of this thesis is correlated to the usage of machine learning and wearables for the detec-
tion and monitoring diseases thanks to the usage of machine learning and wearables. The particularly
considered topics are COVID-19 detection and neurodegenerative diseases like PD likewise electroen-
cephalography (EEG) analysis. Thereby, the following seven main Research Objectives (ROx) in this
thesis have been identified.

RO1. Classification of COVID-19 cases thanks to the wearable-related data: heart
rate and number of steps taken

RO2. Differentiation COVID-19 patients from Influensa cases based on wearable data
RO3. The distinction of COVID-19 patients from Influensa cases and HC thanks to

the wearable data and two datasets
RO4. Recognition of PD hinged on facial expression impairments and classification

of emotions
RO5. Recognition of PD thanks to the multimodality – audio and video
RO6. The review of the transferable methodologies of detection of sleep disorders

thanks to the actigraphy device for Parkinson’s disease detection
RO7. The review of the application of deep learning techniques in the EEG analysis

1.3 Dissertation Outline

This doctoral thesis is the descriptive outcome of the study funded from European Union’s Hori-
zon 2020 Research and Innovation programme under the Marie Skłodowska Curie grant agreement
No. 813278 (A-WEAR: A network for dynamic wearable applications with privacy constraints,
http://www.a-wear.eu/). The described research was conducted between 2019 and 2022. The most
important part of the research is included in the chapters 2 - 5 based on the published conference and
journal papers.

The structure of the thesis is starting from the introduction and acknowledgements (Chapter 1),
the theoretical background of the research (Section 2), likewise the instances of the conducted research
about COVID-19 (Chapter 3) and PD (Chapter 3) with the usage of ML and wearables. The thesis
ends with a summary in Chapter 5.
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2 BACKGROUND

This chapter contains the theoretical background described in this thesis. The topics relate to diseases
such as COVID-19, PD likewise their detections. Firstly, the nature of COVID-19 and the symptoms
of this illness are mentioned likewise a few approaches to recognise this disease. Additionally, the
methods dedicated to its recognition including wearable devices are briefly depicted. Furthermore,
the PD is similarly described, i.e., the character of this disease together with the signs of this illness
are listed. Some symptoms of PD: hypomimia, HD, and sleep disorders in PD are broadly illustrated.
The instances of detection PD based on those symptoms are described.

2.1 COVID-19 Pandemic and Possibility for Detecting Disease

The pandemic of COVID-19 began in December 2019 [25]. On 11 March 2020, the WHO officially
announced the outbreak of the pandemic [4]. The world faces up to a pandemic, which causes a state
of emergency, numerous infections, and deaths likewise the occurring obstacles in everyday life. The
severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) is the reason for this illness [26].

There is a wide range of symptoms associated with COVID-19. The symptoms range from cough-
ing, fever, hoarseness, shortness of breath, chest pain, or abdominal pain [27], as well as the rare loss
of smell and taste [28]. Additionally, examining the wearable records revealed that there were changes
in heart rate (HR) around the time of onset of symptoms [29]. According to [30], the authors have
identified the three stages of COVID-19: the early stage (stage I), the pulmonary phase (stage II),
and the hyperinflammation phase (stage III). If the disease is detected at the prodromal stage (stage
I), it will have the greatest impact since it represents a time when a person feels healthy but is already
infectious, which is resulting in social contact and the spread of the disease to others. As mentioned
by the authors [30], this phase is characterized by fever, dry cough, and mild constitutional symptoms.
Detection in the stage I prevents further complications, and the duration of the illness is reduced [30].
If COVID-19 is detected early, the reproduction rate can be significantly reduced and the infection
can be prevented from spreading.

Additionally, long-term complications have been identified such as cardiovascular, respiratory, as
well as neurological problems, in addition to many others that have not yet been fully described [31].
In order to limit the spread of the disease, it is ideal to detect the disease before the highest contagious
period, which is considered to manifest 2 days prior to the visible onset of the symptoms until 1 day
after the onset[32].

It is especially notable that variations in HR are present in COVID-19 cases, and that they persist
for a longer period than common influensa. The resting HR is elevated nearly the time when symptoms
have started [29]. Moreover, COVID-19[33] also showed variations from norms during sleep [33].

The virus is primarily transmitted through social contact, namely face-to-face contact, coughing,
talking, or sneezing [34]. The possible solution for controlling social contact to limit the spreading of
the virus is the usage of tracing apps, mobile phones and wearables [4]. There are several ways in which
the screening test data can be collected. Imaging technologies offer the most accurate diagnostics,
even approaching 100 percent in some cases [35]. Furthermore, reverse transcription-polymerase chain
reaction (RT-PCR) is the most widespread diagnostic, despite being relatively accurate, these methods
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are typically used after the onset of disease in order to confirm the diagnosis. Nevertheless, wearable
devices [4] appear to be the most inexpensive and fastest method of screening a large population. They
appear in the population quite widely which makes them a good candidate to be used as a screening
test. Wearable sensors can be used to analyse a variety of physiological parameters, including activity
levels, temperature, cardiovascular strain, blood pressure, sleep parameters, respirations variable,
sound monitoring, coughing, SpO2 level, humidity sensors [4]. Analysing the data is the final step in
creating the support methodology - assisting technology for clinical purposes. ML holds great promise
for the analysis of COVID-19-related data [20].

A review of the methodology of COVID-19 recognition and pandemic evolution with ML and
wearable devices is presented in Table 2.1.

The authors in [36] made an analysis of changes in heart rhythm and daily activity of COVID-19
cases based on records of HR and the number of steps taken during the day. The sampling rates
were one per minute and one per day, respectively. The records of the devices come from the Fitbit
smartwatch. The target of the experiment was to detect anomalies in the prodromal stage of the
disease. The authors obtained 32 COVID-19 cases, 15 Influensa, and 73 HC among 5300 participants.
Three algorithms were developed: Resting Heart Rate (RHR) Difference anomaly detection, the heart
rate over steps anomaly detection (HROS-AD), and cumulative sum (CuSum) [36]. Thanks to the
CuSum algorithm, 63 % of COVID-19 cases were recognised positively. Nevertheless, the authors
did not consider specificity [36]. RHR Difference (RHR-Diff) offline anomaly detection tried to find
anomaly detection in HR thanks to the residuals standardization of RHR. 1 hour signal of RHR
was standardised on the RHR average of 28 days. The time window - interval is considered to
be an anomalous if the window is under the relevance of 0.05. The HROS-AD is an unsupervised
learning anomaly detection algorithm [36]. The metric the ratio of heart rate to the number of steps
taken (HROS) and Gaussian distribution analysis were used. The moving average, undersampling to
one hour, and Z-score transformation were utilised for HROS-AD algorithm. The anomalies found by
the Gaussian distribution analysis were recognised as outliers. The algorithm which was working in
real time was CuSum. The deviations of residuals of RHR were summed and 28 days of records were
taken into account during performing CuSum.

In another work [29], the Fitbit - wearable device was also utilised for COVID-19 analysis. COVID-
19 cases and two types of Influensa were taken into consideration. The authors enrolled 7000 partici-
pants and gathered data for 41 COVID-19 cases, 85 Influensa during the pandemic, and 1265 Influensa
before the main pandemic. The number of steps taken by human was collected together with RHR
records. A longer median duration of COVID-19 cases (12 days) was observed than the spanning of
Influensa before the main pandemic (7 days, Pre-COVID-19 Flue) and during the pandemic (9 days,
Non-COVID-19 Flue). The self-reported illness duration is illustrated in Fig. 2.1. Thanks to the
statistical analysis, it was proved that raised RHR manifests often nearly the onset of the disease.
The authors also compared the RHR between COVID-19 and Influensa cases, and COVID-19 records
characterise higher values of RHR.

7



Ta
b.

2.
1:

A
n

ov
er

vi
ew

of
th

e
m

et
ho

ds
of

C
O

V
ID

-1
9

de
te

ct
io

n
an

d
pa

nd
em

ic
de

ve
lo

pm
en

t
w

ith
th

e
w

ea
ra

bl
es

an
d

A
I.[

20
].

Cita
tion

Mai
naim

Dev
ice

Kind
ofd

ata
gath

ered
Size

ofth
eda

tase
t

Accu
racy

,effi
cian

cy
Mac

hine
learn

ingm
etho

d
Com

men
ts

[37]
Pred

ictin
gth

eep
idem

ictr
end

inclu
ding

anom
alyd

etec
tion

with
COV

ID-1
9

infec
tion

rate

Hua
mi

(AC
C,p

hoto
pleth

ysm
ogra

phy
(PP

G))
HR,

sleep
data

1.3m
lnp

artic
ipan

ts
The

high
estP

ears
onc

orre
latio

nfo
rCh

inea
seci

ties:
Fosh

an0
.81,

aver
age

0.68
CDN

et
(Cat

NN,
Den

NN)
The

simu
latio

npr
ovid

edfo
rNo

rth,
Cen

tral,
Sout

hCh
ina,

and
Sout

h-Ce
ntra

lEu
rope

.

[38]
Stat

istic
alan

alys
isof

daily
temp

erat
ure

forC
OVI

D-19
disea

sean
dcr

eatin
g

digit
albi

oma
rker

s
Our

arin
g

temp
erat

ure
50C

OVI
D-19

case
s

38/5
0pa

tient
sex

hibit
eds

ome
temp

erat
ure

anom
alies

befo
reth

eon
seto

fthe
disea

se

Thre
shol

dba
sed

onm
in/m

ax
temp

erat
ure

reco
rda

fter
z-sco

re,
Stat

istic
alev

alua
tion

:
nonp

aram
etric

Kru
skal

Wal
lace

test,
with

Tuk
ey–K

ram
erp

osth
occ

omp
ariso

n

Mor
ewe

arab
less

houl
din

clud
etem

pera
ture

sens
ors.

[36]
Ano

maly
dete

ction
ofC

OVI
D-19

disea
se

limit
edt

oFi
tbit

HR,
sleep

diso
rder

s,nu
mbe

rof
step

s
73H

C,3
2CO

VID
-19c

ases
,

15I
nflue

nsa
63%

anom
alyd

etec
tion

inC
OVI

D-19
case

s
Dev

elop
eda

lgori
thm

s:
RHR

-Diff
,HR

OS-A
D,C

uSum
Ano

maly
dete

ction
eval

uate
don

COV
ID-1

9
disea

seca
sesw

itho
utc

onsi
derin

gcla
ssific

ation
prob

lem.

[39]
Corr

elati
ono

fwe
arab

lesr
elate

dda
ta

with
gend

eran
dIo

Tfa
ctor

s
Lack

ofd
etail

edin
form

ation
s

resp
irati

onr
ate(

RR)
,oxy

gen
satu

ratio
n

208
COV

ID-1
9ca

ses
nos

ignifi
cant

diffe
renc

esb
etwe

enI
oTf

acto
rsan

dge
nder

Chi-
Squa

red
istri

buti
ona

nd
inde

pend
ent

mea
sure

st-T
est

The
resh

ould
bea

diffe
renc

eof
futu

recr
eate

dsu
ppor

t
syst

emm
etho

dolo
gies

betw
een

the
popu

latio
n

acco
rdin

gto
the

anal
ysed

facto
rs.

[40]
Eval

uati
ono

fCO
VID

-19d
iseas

eba
sed

onE
mpa

tica
devi

ce
Emp

atica
E4

galv
anic

skin
resp

onse
(GS

R),
inter

-bea
tint

erva
l(IB

I),s
kin

temp
erat

ure,
puls

eox
imet

er,b
lood

pres
sure

ques
tion

nair
e

30H
C,5

7CO
VID

-19c
ases

(27
asym

ptom
atic,

30s
ymp

tom
atic)

98,1
%ac

cura
cy

Cov
idDe

ep
The

data
cont

ains
self-

asse
men

tdo
neb

ypa
tient

s,
the

pre-
proc

essin
gste

pis
not

clear
.Th

eres
ults

are
obta

ined
with

the
med

ical
devi

ce–
Emp

atica
.

[41]
Dete

ction
ofC

OVI
D-19

disea
se

WH
OOP

Stra
p

Resp
irati

onr
ate

81C
OVI

D-19
case

s,19
0HC

20%
COV

ID-1
9su

bjec
tsre

cogn
ised

befo
reth

eon
set,

80%
case

s3d
ays

after
onse

t
Gra

dien
tBo

ostin
g

80%
isw

ellr
esult

sof
accu

racy
,how

ever
,

the
targ

etis
tod

etec
tdis

ease
befo

reth
ecle

aro
nset

.

[33]

Pred
ictio

nof
the

COV
ID-1

9dis
ease

base
d

onR
R,H

R,
Hea

rtR
ateV

ariab
ility

(HR
V)a

nda
lsoa

ge,g
ende

r,
Bod

yM
assI

ndex
(BM

I)

Fitb
it

RR,
HR,

HRV
2754

COV
ID-1

9ca
ses

0.77
+/-

0.03
Area

Und
erth

eCu
rve(

AUC
),se

nsiti
vity

47%
,spe

cific
ity9

5%

Com
pute

dpa
ram

eters
:

Shan
non

entr
opy

ofth
eno

ctur
alR

Rse
ries,

the
mea

nno
ctur

alH
Rdu

ring
deep

sleep
,

pre-
proc

essin
g:

tran
sform

ation
into

z-sco
re,

algo
rithm

:CN
N

Som
eex

trap
aram

eters
were

prov
ided

duri
ngt

rain
ing–

amo
ngo

ther
s:age

,gen
der,

BMI
.

HR
toge

ther
with

RR
isin

crea
sing

duri
ngil

lness
,HR

Vis
decr

easin
g.

[29]
Com

pari
sion

ofC
OVI

D-19
disea

sein
the

early
outb

reak
,lat

erou
tbre

aka
nd

also
with

Influ
ezna

Fitb
it

self-
repo

rtda
ta,R

HR,
step

coun
ts,

nigh
tlys

leep
hour

s

41C
OVI

D-19
case

s,
4268

5sel
f-rep

orte
dflu

,
1265

pre-
pand

emic
COV

ID-1
9

stati
stica

ldiff
eren

cesi
nte

sts
Stat

istic
alev

alua
tion

s
The

auth
orsd

emo
nstr

atet
heh

ighe
rint

ensit
yan

dva
riety

insy
mpt

oms
forC

OVI
D-19

case
stha

nfo
rno

rma
lflu

.

[42]
Ano

maly
dete

ction
ofC

OVI
D-19

disea
se

inth
eea

rlys
tage

Fitb
it

HR,
num

ber
ofst

ept
aken

25C
OVI

D-19
case

s,10
Influ

ensa
,

67H
C

0.94
6pr

ecisi
on,0

.234
reca

ll,F
-bet

a0.9
18

PCo
vNe

t
F-be

tais
anu

nreli
able

metr
ic.

[43]
Ano

maly
dete

ction
ofC

OVI
D-19

disea
se

Fitb
it

HR,
num

ber
ofst

ept
aken

32C
OVI

D-19
case

s,74
HC

Ano
mali

esw
ered

etec
ted

23.5
%-40

%ea
rlier

inco
mpa

rison
to[3

6]
21/2

9fou
nda

nom
alies

forR
HR-

OCS
M

24/2
9fou

nda
nom

alies
forH

ROS
-OC

-SVM
One

Clas
s-Su

ppor
tVe

ctor
Mac

hine
(OC

-SVM
)T

here
isno

cons
idera

tion
ofcl

assifi
catio

npr
oble

m.

[44]
Che

ckin
gth

einfl
uenc

eof
temp

erat
ure

ont
hec

lassi
ficat

iont
ask

Our
aRi

ng
temp

erat
ure,

HR
HRV

,RR
meta

bolic
equi

vale
nts(

MET
)

73C
OVI

D-19
case

s,
appr

oxim
ately

6300
0HC

AUC
=0.

819
fora

llm
odal

ities
,

AUC
=0.

770
fora

llm
odal

ities
with

out
temp

erat
ure

Ran
dom

Fore
st

The
temp

erat
ure

was
confi

rmed
tob

eva
luab

le
forC

OVI
D-19

dete
ction

.

[45]
Dete

rmin
ation

ofth
ene

edo
fho

spita
lizat

ion
Vita

lCon
nect

Vita
lPat

ch,
Proa

ctive
,Pr

otek
t®F

inge
r

Puls
eOx

imet
er20

110

raw
125

Hze
lectr

ocar
diog

raph
y(E

CG)
,50

Hzt
riax

iala
ccele

rom
eter,

0.25
Hzs

kin
temp

erat
ure,

𝑆𝑝𝑂
2

22p
ositi

vec
ases

(req
uired

hosp
itali

zatio
n),

308
nega

tive
case

s
AUC

=0.
84

Gra
dien

tBo
ostin

g
The

dete
rmin

ation
ofth

ene
edfo

rho
spita

lizat
ion

was
deci

ded
base

don
deco

mpe
nsat

ioni
ndex

(CD
I).

8



COVID-19
Non-COVID-19 Flu
Pre-COVID-19 Flu

7 9 12

0.08

0.06

0.04

0.02

0.00

0 5 10 15 20 25 30 35 40

Self-Reported Dura on of ILI Event (Days)

0.10

Fig. 2.1: The illness duration for COVID-19, Influensa before the main pandemic and during the
pandemic [29].

2.2 Parkinson’s Disease and the Methods of its Detection

PD is one of the most prevalent neurodegenerative diseases in society. This disease occurs in 2-3 %
of society in the European Union (EU) beyond 65 years old [23]. A major challenge that the EU
will have to deal with within the next 30 years is the aging of society. This issue is associated with
neurodegenerative diseases, and one of them is PD [1]. A distinction can be made between the motor
and non-motor symptoms of PD. Among the motor symptoms could be distinguished the following
signs: hypomimia, HD, the Freezing of Gait (FOG), bradykinesia, tremor, PD dysgraphia, dyskinesia,
dysphagia [46]. Sleep disorders, hallucinations, depression, anxiety, constipation, cognitive deficits,
urinary symptoms, etc. belong to the non-motor symptoms [47].

If the disease is detected in the early stage, the deterioration of the health is minor because the
treatment is implemented. Because of this fact, early detection is especially desirable [48]. The aging
of society forces the demand of creating new technologies for detecting neurodegenerative diseases
in their early stage. Recently, the novelty in technology allows for utilising them for purpose of PD
detection [49].

Nevertheless, the serious issue is that the early symptoms of the disease are lowly apparent. The
methods which are the most accurate, however, are thereby expensive including MRI, CT, and PET.
Those methods are rather used in more advanced stages and the hospital environment. The limitation
is also the price of the examination. Because of those factors, there is a need for relatively cheaper
and more approachable solutions for patients [3].

This disease cannot be cured, however, the process of development could be inhibited. There
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are applied methodologies such as neurostimulation or pharmacotherapy [50]. The patients visit the
hospital several times per year to maintain relatively good health, nevertheless, they could meet the
Hawthorne effect or this amount of appointments per year is not sufficient [51]. Patients with PD can
experience sudden neurodegeneration, side effects such as levodopa-induced dyskinesia, or numerous
fluctuations in motor function. To prevent the deterioration of health quality, such incidents require
immediate intervention. Telemedicine solutions, which are capable of addressing those issues, are in
the research interest of many scientists. The application of mobile phone usage for PD detection and
monitoring of the progress of the disease seem to be especially interesting [52].

PD management is challenging despite the achievements in treatment approaches [53]. One of the
most desirable targets is PD detection, especially in the early stage. The used tools for this purpose
are based on artificial intelligence.

One of the symptoms which could be utilised for PD detection is hypomimia. The hypomimia
manifests in an expressionless face with no or little sense of animation, the reduction of facial expression
[54], the slowness and limitation of facial motion (facial bradykinesia) [55]. Moreover, there is observed
a stiffness of muscles, the issue with orofacial movements, i.e., the slower speed of the jaw lips [56],
decreased blinking rate [57], unconsciously opened mouth [58], flattened nasolabial folds [58], occurring
asymmetry in the face [59], decreased ability to raise eyebrows [60], etc. It is considered that PD
patients recollect a so-called ‘poker face’. Furthermore, expressing emotions by them is a challenging
task [60].

There are a few techniques that were applied for hypomimia analysis, i.e., the affectograms, facial
action coding system (FACS), the automatic maximally discriminative facial movement coding sys-
tems (MAX), facial electromyography (fEMG), the Action Units (AUs), automatic facial expression
recognition (FER), and techniques with the usage of artificial intelligence (AI) for emotion recognition
[49, 61]. There could be distinguished two main groups of techniques utilizing video, or image, and
ML. The methods belong to the first group are detecting pixels or facial landmarks on a face. The
second group represents the solutions that utilize neural networks to extract features from images or
videos [61].

The facial landmarks were detected and 12 features were obtained based on them in [62]. Areas
and distances were extracted features. The performed exercise was a one-minute monologue of native
speakers in the Czech language. In this exercise, 79 HC and 91 de-novo (in the early stage) and drug-
naive (untreated) patients participated, excluding those suffering from depression. The classification
task was performed thanks to the 5 features, the leave-one-subject-out cross-validation with binary
Logistic Regression as a classifier. The metrics which were calculated were as follows: AUC = 0.87,
accuracy = 78.3 %.

Another early motor symptom of PD is HD [63]. This mark occurs parallelly with hypomimia
[46]. HD manifests in 90 % of PD patients [64] and this speech disorder occurs because of a basal
ganglia control circuit pathology [46]. HD occurs in the field of phonation, prosody, articulation,
and respiration. The exact difficulties are apparent in irregular pitch fluctuations, breathy and harsh
voice quality, monoloudness, reduced loudness, airflow insufficiency, unnatural speech rate, imprecise
articulation, monopitch, improper pausing, etc. The detailed description of HD is attached in [65,66].

Furthermore, dysarthria affects articulators and their debility may manifest particularly during the
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performance of exercises such as the tongue twister - validated speech exercise [67]. Pronunciation in
this speech exercise is challenging and could reveal the PD level because of difficulty in the appropriate
usage of tongue and mouth.

In [68], the basic features recommendation was utilised for the detection of PD. Three groups were
taken into account, namely: HC (30), PD patients (30), and 50 individuals suffering from idiopathic
rapid eye movement sleep behavior disorder (iRBD). The data were gathered by smartphone for
speech exercises. They were the monologue, the diadochokinetic exercise – repeating of pa-ta-ka,
and the sustained phonation of vowel [a]. PD vs. HC, and PD vs. iRBD were classified based on
collected records. The outcome of the detection of PD was equal to 0.85 AUC for Logistic Regression.
Moreover, the benefit was the usage of smartphone technology for the prodromal detection of the
disease. Furthermore, the most profitable biomarkers occurred to be decreased rate of follow-up
intervals, inappropriate silences, and the monopitch. Further, the classification of the second scenario,
PD vs. iRBD, had an AUC of 0.78.

The methods for determining the progress of the PD were presented in [69]. In this approach, the
Mel-frequency cepstral coefficients (MFCC) and AU were extracted from audio and video modalities,
respectively. The regression method classifies PD patients into four categories for the development of
the disease. The collected 772 records were gathered from 117 PD patients. The aim of the exercise
was to talk about their positive and negative experiences by them. A Hierarchical Bayesian neural
network (HBNN-C) was used as a ML method. The scheme of the performed experiment is presented
in Fig. 2.2. The multiclass classification was equal to 0.55 F1-score. Unfortunately, the experiment is
not repeatable because the dataset is private.

Registered
Face Sequence

Audio
waveform

MFCCs

Facial Ac�on
Units

Hierarchical Bayesian
Neural Networks

Input Video Mul�modal Feature Extrac�on

Fig. 2.2: The flow of the experiment from [69].
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Moreover, sleep problems are considered signs of PD. Among them could be distinguished following
symptoms: insomnia, Excessive Daytime Sleepiness (EDS), Rapid Eye Movement Behavioral Disorder
(RBD), Restless Leg Syndrome (RLS), and breathing difficulties. Those symptoms manifest in the
early stage of illness [82].

The quality and quantity of sleep influence people’s health. The measurements describing sleep
could be indicators of illnesses. Wearable devices (including smartwatches) can be used to evaluate
sleep disorders as well as sleep diaries, WiFi-based, bed sensors, PSG, videosomnography (VSG),
radiofrequency (RF), and EEG [83]. However, the PSG is considered to be the gold standard [84,85].
Unfortunately, this procedure is carried out in the hospital environment [83]. The drawback of the
PSG is that it is often executed in the later stage, not in the highly demanded early stage, and it is
performed in hospitals.

The Table 2.2 summarises the potential techniques which could be used for the recognition of
PD based on sleep disturbances. They were used as different applications in various diseases and
disorders such as ADHD, Alzheimer, and bradykinesia. The analysis of sleep/awake stages was also
taken into consideration. The records which were analysed were gathered by wearable - actigraph.
The suitable ML algorithms were identified. They were: SVM, Naive Bayesian, k-NN, XGBoost, or
Random Forest, Logistic Regression, GRU, LSTM, and CNN, neural ODE, 1-D CNN, Deep-ACTINet,
AdaBoost, TICC and CNN (TATC).
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3 WEARABLES FOR COVID-19 DETECTION - PRACTICAL
SOLUTIONS

The purpose of this chapter is to investigate the use of wearable devices for the detection of COVID-19.
Furthermore, the ML methodology was utilized for this aim. Chapter 2 presents the state-of-the-art
methods and related works, whereas this Chapter 3 presents my research, experiments, and obtained
results. The introduced in the thesis ML approaches are built upon two papers [36] and [29] that sought
to identify COVID-19 among analysed cohorts. In the first them, 4642 volunteers were involved in
the experiment by Stanford University, whereas 114 of them were diagnosed with COVID-19 disease.
Additionally, the cohorts had HC group and Influensa. The dataset had records of the heart rate and
the number of steps. The sampling rate was 1 per minute. The personal activity was expressed as the
heart rate value divided by the number of steps. The research idea in this thesis is the extension of
this paper [36]. Nevertheless, the novelty in this thesis is focusing on the data classification problem,
not just anomaly detection like in the original paper. The two scenarios were considered. The first of
them distinguished COVID-19 cases from HC, while the second scenario focused on the classification
of ill cases from HC. The physiological base of the assumption of the thesis was taken inter alia from
[29]. The resting time of the heart rate is higher for an ill person than in the case of HC group.
Moreover, there are differences in heart rate rhythm between COVID-19 and Influensa cases, they last
longer and begin earlier. Furthermore, the highest contagiousness period is regarded as -2 to 1 day
after the onset of COVID-19, which determines the necessity of early COVID-19 detection. This issue
was likewise considered in this thesis. The second dataset from [29] contains the heart rate record and
the number of steps but at a different sampling rate. Three groups can be distinguished: COVID-19,
Influensa prior to the main pandemic, and Influensa during the main pandemic. The thesis also focuses
thanks to the combination of the two mentioned reused datasets on more diverse datasets in terms
of demographic. The experiments provided the statistical analysis of the datasets likewise creation of
support methodologies suitable for COVID-19 diagnosis in the early stage.

3.1 COVID-19 Diagnosis at Early Stage Based on Smartwatches and
Machine Learning Techniques

The primary objective of this study was to develop a support system methodology for the early
detection of COVID-19 [20, 36]. Furthermore, the criteria were to focus on wearable measurements.
This was accomplished by reusing the publicly available dataset prepared by Stanford University with
cases of COVID-19, Influensa, and HC [36]. Data from smartwatches - heart rate, number of steps
were collected by Fitbit device. The selected dataset contains the records of steps per minute and
heart rate per second. COVID-19 disease was diagnosed in 114 of the participants. The full records
of 34 HC, 27 COVID-19 patients were taken under analysis. HC and COVID-19 cases were balanced
in this study, along with 7 Influensa cases. Additionally, this work focused on developing a ML model
suitable for use as a screening test. Taking into consideration the contagiousness and incubation
periods of the analysing sample, the model should be able to identify which of the analysing sample
is ill or healthy during the prodromal stage. The two scenarios were investigated, i.e., COVID-19
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detection and Illness recognition when COVID-19 and Influensa were treated as one group and the
second was regarded as HC. Experiments were conducted in the following manner. First, the ratio of
heart rate to steps was calculated. Next, the time windows - selected interval taken under analysis,
for two scenarios were defined, i.e., COVID-19, Influensa, and HC likewise for COVID-19 and HC.
There are three types of windows: five-day, seven-day, and ten-day. For each window, a set of features
was computed. The difference in the windows between the later and earlier set of features was then
calculated. Maximum Relevance Minimum Redundancy (mRMR) was used for feature pre-selection
with 50 features. Lastly, stratified cross-validation was performed. The following classifiers were used:
Random Forest, Decision Tree, Logistic Regression, SVM, k-NN, XGBoost, and Generalised Learning
Vector Quantisation (GLVQ).

The inspiration for analysing physiological signal features was taken from the following articles:
[86–89]. Three types of features were extracted, i.e., temporal, statistical, and spectral. A Python
package called tsfel [90] was used to extract the features. A diagram illustrating how features are
extracted is shown in Fig. 3.1.

Two windows of features were computed for the HC cohort in order to extract the HC samples
(𝑝𝐻𝐶1 - earlier window and 𝑝𝐻𝐶2 - later window). Windows were fixed in size and separated by a
specified spacing. The difference between a set of features for each window was calculated. Where:

• Based on the earlier healthy state, the vector of features is expressed as follows:
−−−→
𝑓𝐻𝐶1

• In the later healthy state, the vector of features is expressed as follows:
−−−→
𝑓𝐻𝐶2

• For HC, the final vector is as follows::
−→
𝑓 =

−−−→
𝑓𝐻𝐶2 -

−−−→
𝑓𝐻𝐶1

• There is an end point to the earlier healthy state window described as follows: 𝑡𝐻𝐶1

• In order to indicate when the later healthy state window begins, it was used the following
variable: 𝑡𝐻𝐶2

Similarly, COVID-19 cases were extracted using the same procedure. To detect disease in the
prodromal stage, shifts in the computation of windows were defined. Due to the contagious nature
of this disease, the highest contagious peak occurs two days before the disease begins. Following the
same steps as when extracting HC samples, the next step was the extraction of COVID-19. As shown
in Fig. 3.1, the steps are described in a systematic manner.

Where:
• An analysis of the healthy state yields the following vector of features:

−→
𝑓𝐻

• COVID-19 early state features are expressed as a vector as follows:
−→
𝑓𝐶

• COVID-19’s final vector can be expressed as follows:
−→
𝑓 =

−→
𝑓𝐶 -

−→
𝑓𝐻

• A healthy state window ends as follows: 𝑡𝐻

• COVID-19 begins at the following time: 𝑡𝐶

• Symptoms begin to appear at the following time: 𝑡0

• COVID-19 is diagnosed as follows: 𝑡𝐷

• In terms of the Onset, it is: 𝑂𝑛𝑠𝑒𝑡 = 𝑡𝐶 + 𝑝𝐶

• The shift between the diagnosis time and the Onset of the disease is expressed as: 𝑆𝐻𝐼𝐹𝑇 =
𝑡𝐷 - 𝑡0

The incubation and contagiousness period were considered and a 7 day interval between windows
and a 2 day SHIFT is used (please, check the designation in Fig. 3.1). The extracted features were
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Fig. 3.1: An outline of the feature extraction process for cases of HC and COVID-19.

statistically evaluated using the Mann–Whitney U test with false discovery rate (FDR) correction. It
was found that MFCC, Fast Fourier Transform (FFT), histogram, spectral-based, and linear prediction
cepstral coefficients (LPCC) could be used to distinguish between HC and COVID-19. The most
important features for the scenarios COVID-19 and Influensa vs. HC were spectral-based, FFT,
and MFCC. Nevertheless, after applying stronger criteria, i.e., FDR correction, none of the features
fulfilled the requirements with significance level alfa = 0.05. However, for the cohort with Influensa,
the p-value after FDR correction was lower.

There is a presentation of the best results of the classifications for the cohort that contains COVID-
19 cases and HC in Table 3.1. The most accurate (0.78) with specificity 0.77, sensitivity 0.80, and
Matthews correlation coefficient (MCC) 0.60, were registered for k-NN during the 5-days window (see
Table 3.1). The best sensitivity was registered for GLVQ: 0.81.

Tab. 3.1: COVID-19 disease detection results for 5-day windows (cohorts: 27 HC, 27 COV).

Classifier Accuracy Sensitivity Specificity MCC
XGBoost 0.71 0.72 0.71 0.46
k-NN 0.78 0.77 0.80 0.60
SVM 0.65 0.66 0.65 0.33
Logistic Regression 0.69 0.69 0.69 0.41
Decision Tree 0.50 0.52 0.49 0.01
Random Forest 0.62 0.59 0.66 0.27
GLVQ 0.76 0.81 0.71 0.55
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There is created second sub-dataset that includes 27 COVID-19 disease cases and 7 Influensa
patients (ill cases), and 34 HC. As a result of the case for a 5-day window, the best accuracy (0.73)
and the best specificity (0.76) were recorded for k-NN, as well as the best MCC (0.49). With Logistic
Regression, the sensitivity was the highest (0.76). GLVQ obtained also the accuracy equal to 0.73.

The obtained values of classification for 7-day and 10-day windows were aggravated in comparison
to the 5-day window.

To summarize, the methodology was developed to aid the detection of COVID-19 disease at the
prodromal stage. Moreover, the advantage of the presented methodology is taking into consideration
the character of the disease, i.e., incubation and contagiousness period. A model based on five-day
windows enables an accuracy of 78 percent in prediction. Realistically, the solution based on 5-
day windows is likely to be the most useful and practical. This research focuses on creating a more
powerful classification algorithm than the originally proposed model to detect anomalies in [36]. Based
on the technology used in this experiment, it may be possible to perform a screening test utilising
smartwatches. The study revealed the statistical importance of the majority of features from the
statistical and spectral domain based on the Mann-Whitney U test. Moreover, the advantage of this
research is that the model results were learned for two different cohorts.

3.2 The Distinction between COVID-19 Cases and Two Types of
Influensa with Wearable Devices and Machine Learning

The major objective of this study was to distinguish COVID-19 cases from Influensa cases using ML
and wearable technology. The two types of Influensa cases from various periods (before and during
the pandemic) were examined. The data were retrieved from [29]. 37 cases of non-COVID-19 flu
(in the middle of the pandemic), 37 cases of pre-COVID-19 flu (before the main pandemic), and
21 cases of COVID-19 were included in the recalculated and filled dataset. There are records of
heart rate and the number of steps gathered by Fitbit device. The presented in the thesis support
methodologies were developed to confirm the conclusions and assumptions from the original paper
regarding the differences in heart rate between the types of viruses tested. Moreover, the incubation
and contagiousness periods were taken into consideration to create a solution suitable for early COVID-
19 detection. As a first step, the time window was selected to extract features concerning the contagious
period and the incubation period. The features were also extracted from a 5-day window covering 7
to 2 days prior to the visibility of the onset. Several features were calculated for the isolated time
window, including std, skew, variance (var), range, minimum (min), maximum (max), mean, kurtosis,
slope, and approximate entropy. A feature pre-selection method was then applied to select the most
valuable features. Next, a 10-fold cross-validation method was used. The applied classifiers were
Logistic Regressions, Random Forests, k-NNs, XGBoosts, SVMs, Decision Trees, and GLVQs. Using
cross-validation, the classification results were determined.

The most successful algorithm in balanced accuracy, specificity, and MCC for the distinction
between COVID-19 cases and Influensa cases during the pandemic was k-NN. The balanced accuracy
was equal to 0.73, specificity achieved 0.87 and MCC was 0.49. The sensitivity was the highest for
Logistic Regression and was equal to 0.61.
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Tab. 3.2: Identifying Influensa cases during the middle of the pandemic and cases of COVID-19.

Classifier ACC Bal Accuracy Sensitivity Specificity MCC
XGBoost 0.67 ± 0.20 0.71 ± 0.19 0.56 ± 0.37 0.81 ± 0.19 0.38 ± 0.42
k-NN 0.73 ± 0.19 0.77 ± 0.16 0.58 ± 0.33 0.87 ± 0.16 0.49 ± 0.39
SVM 0.64 ± 0.20 0.66 ± 0.19 0.56 ± 0.34 0.72 ± 0.23 0.29 ± 0.42
Logistic Regression 0.68 ± 0.20 0.70 ± 0.18 0.61 ± 0.35 0.75 ± 0.22 0.38 ± 0.42
Decision Tree 0.58 ± 0.20 0.62 ± 0.19 0.44 ± 0.35 0.72 ± 0.25 0.17 ±0.44
Random Forest 0.58 ± 0.20 0.61 ± 0.19 0.50 ± 0.36 0.67 ± 0.25 0.18 ± 0.42
GLVQ 0.70 ± 0.19 0.74 ± 0.17 0.57 ± 0.34 0.83 ± 0.21 0.43 ± 0.40

In the second experiment, Influensa cases were classified before and during a pandemic. GLVQ
achieved the best results. This classifier obtained achieved the highest balanced accuracy, i.e., 0.82.
sensitivity (0.96), MCC (0.68), while XGBoost achieved the highest specificity (0.74).

To summarize, the research aimed to distinguish between each type of case, i.e.: COVID-19 cases,
Influensa before the main pandemic, and during the pandemic. The most important of four performed
classifications show that COVID-19 cases and Influensa in the middle of the pandemic can be dis-
tinguished with a 0.73 balanced accuracy via k-NN. Moreover, the contribution of this study is the
introduction of models differentiating two types of influensa likewise COVID-19 cases vs. Influensa
cases before the main pandemic. The achieved balanced accuracies for GLVQ were equal to 0.82 and
0.84, respectively.

3.3 Wearable Analytics and Early Diagnostic of COVID-19 Based
on Two Cohorts

The purpose of this study was to combine two datasets previously explored in chapters 3.1 and 3.2.
Both datasets considered COVID-19 disease. First of them with a higher sampling rate contains
COVID-19 cases, Influensa, and HC (referred to as dataset A). The second dataset does not have HC
cases, however, it has the representatives of two types of Influensa – before the main pandemic and
during the pandemic, and COVID-19 cases (referred to as dataset B). From the first dataset were
chosen 27 COVID-19 cases, 15 Influensa, and 73 HC. 21 COVID-19 cases, 37 Non-COVID-19 Flu,
and 675 Pre-COVID-19 Flu were in dataset B. Both datasets (A and B) contain heart rate records
and steps taken. They were collected by the wearable – Fitbit device.

Tab. 3.3: The combinations of datasets and classes for each experiment.

Types of data Experiment 1a Experiment 1b Experiment 2 Experiment 3 Experiment 4 Experiment 5
COVID-19 A 1 1 1 1 1 2
COVID-19 B 1 1 1 1 2
Influensa A 1 0 1 1
Non-Covid-19 Flu 0 1 1
Pre-Covid-19 Flu 0 1 1
HC 0 0 0 0 0

In the beginning, dataset A was undersampled in order to unify both datasets. Two modalities
were sampled at a rate of one sample per day. The next step was to merge the datasets. The 5-day
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time window for each time series was then provided. According to the contagiousness of the disease
and the incubation period, the time window was extracted from -7 to -2 days before the onset of the
disease. Next, the features were calculated. Then, the ratios of the heart rate-related features to the
number of step-related were computed. mRMR was used to select the features. Twenty features were
chosen from a total of 36. Additionally, 10-fold stratified cross-validation was conducted. Classifiers
used in this study included k-NN, SVM, Random Forest, Decision Tree, Logistic Regression, XGBoost,
and GLVQ. Experiments were conducted according to Table 3.3. The confidence level alfa = 0.05.

The features were extracted according to the receipt from [91]. Fig. 3.2 illustrates the scheme for
calculating the time window with respect to the onset disease.

tB t0 tD

t

OnsetpS Diagnosis

State of the person

Feature extraction Ԧ𝑓

Fig. 3.2: Feature extraction.

The following time points are computed:
• 𝑡𝐷 is the detection of the disease 𝑡𝐷 = 𝑡0 + 2
• 𝑡0 is the visible Onset of the illness 𝑡0 = 𝑝𝑆 + 𝑡𝐵

• 𝑝𝑆 is the duration of the time window
• 𝑡𝐵 is the beginning of the disease
Subsequently, a few parameters were calculated for the time windows of heart rate and the number

of steps for the datasets A and B. These were: max, min, mean, std, relative standard deviation (rsd),
range, Shannon entropy, approximate entropy, skewness, kurtosis, variance, and slope. Furthermore,
the ratios between the parameters of heart rate and the number of steps were calculated.

Having analysed COVID-19 cases vs. HC, the 13 features were statistically significant according U-
Mann Whitney test after FDR correction. The most valuable features occurred to be those indicated
on personal activity. Furthermore, heart rate-related parameters have statistical significance. The
statistical analysis of ill cases vs. HC revealed the importance of changes in the heart, as well as
variations in personal activity. The Shannon entropy of the steps taken is also important.

The distinction of COVID-19 (27 and 21 cases from datasets A and B, respectively) from 48 HC
was conducted using 20 features out of 36. XGBoost obtained 0.73 accuracy, 0.71 sensitivity, and 0.48
MCC (see Table 3.4. While GLVQ achieved a specificity of 0.91.

The outcome of the distinction of 48 cases COVID-19 (A and B dataset) vs. 48 Influensa (for all
analysed cases, from A and B dataset) showed the best accuracy (0.67) and MCC (0.36) for XGBoost.
The highest sensitivity: 0.66 was obtained for Random Forest and GLVQ, whereas the best specificity:
0.73 was achieved for SVM. The results of the classification of 48 COVID-19 cases (A and B dataset),
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Tab. 3.4: The outcome of distinction COVID-19 (A and B dataset) from HC (for selected 20 features).

Classifier Accuracy Sensitivity Specificity MCC
XGBoost 0.73 ± 0.14 0.71 ± 0.22 0.75 ± 0.19 0.48 ± 0.29
k-NN 0.72 ± 0.15 0.58 ± 0.24 0.86 ± 0.16 0.47 ± 0.30
SVM 0.67 ± 0.14 0.60 ± 0.22 0.73 ± 0.19 0.35 ± 0.29
Logistic Regression 0.65 ± 0.15 0.59 ± 0.23 0.70 ± 0.20 0.31 ± 0.31
Decision Tree 0.68 ± 0.15 0.64 ± 0.23 0.71 ± 0.18 0.37 ± 0.30
Random Forest 0.70 ± 0.16 0.64 ± 0.24 0.76 ± 0.20 0.42 ± 0.33
GLVQ 0.66 ± 0.12 0.40 ± 0.21 0.91 ± 0.12 0.36 ± 0.26

26 Influensa (for all three cases, from A and B dataset ) vs. 74 HC cases indicated that SVM and
GLVQ obtained the highest accuracy of 0.72. Logistic Regression had a sensitivity equal to 0.66, and
it was the highest, whereas the best specificity (0.90) and MCC (0.47) were observed for the Decision
Tree.

To summarize, the support methodology of COVID-19 detection based on two cohorts was pro-
posed. The combined dataset is one of the largest presented in the literature (see Subsection 2.1).
The valuable features from the point of view of distinguishing COVID-19 cases from HC cases were
identified by statistical analysis. They were derived from the heart rate and the number of steps taken
records. The proposed models are one of a kind. Among the six performed classifications, XGBoost
was found to be the most powerful algorithm. The distinction of COVID-19 cases from HC from
both datasets was possible in 0.73 balanced accuracy, whereas differentiation of ill cases achieved 0.72
balanced accuracy for k-NN and GLVQ.
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4 MHEALTH DEDICATED SOLUTIONS FOR PARKINSON’S DE-
TECTION

This chapter is targeting the detection of PD and is dedicated to mHealth and eHealth solutions for
AAL. The undoubted advantage of mobile phones is their broad ownership in society. Moreover, the
monitoring and detection of Parkinson’s motor and non-motor symptoms are becoming approachable
for the elders and their families. The additional clear advantage of this is the reduction of the cost of the
healthcare system. This chapter presents the automatic analysis of changes in emotions to recognise
PD likewise the multimodal detection of PD based on hypomimia and HD symptoms with the usage
of audio and video records. Furthermore, the chapter discusses the used material and methods, the
collected dataset, and the feature extraction methodology. Moreover, the used ML approaches with
the solutions for the interpretability of the model, the used features, and the discussion of the key
findings are provided. Those kinds of techniques allowed the creation of support system methodologies
for the detection of PD together with their interpretability.

4.1 Parkinson’s Disease Detection based on Changes of Emotions
during Speech

This research aims to develop a methodology which is detecting PD. Symptoms of hypomimia man-
ifested in the difficulty of expressing emotions were the basis of the study. For the purpose of this
research, 45 HC and 70 PD patients were involved. Using a numerical analysis of the changes in
emotions over time, the set of features was determined. Face expression recognition (FEC) based on
neural networks was used as the first step to detect differences frame by frame. Initially, the face was
detected by using Multitask Cascaded Convolutional Networks (MTCNN) [92]. The neural network
architecture was used in the second step to determine the intensity of seven analysed emotions. Aside
from surprise and neutral emotions, disgust, sadness, happiness, fear, and anger are considered. For
the evaluation of the disease, a tongue twister and reading aloud long texts were tested. A Czech sen-
tence (Celý večer se učí sčítat)1 was pronounced by the participants. The sentence means "He’s been
learning to count all night", however, the difficulty in pronouncing sentence matters in the case of this
experiment. Next, scalars for each emotion were calculated based on the time series. The following
features were determined: approximate entropy, Shannon entropy, skewness, kurtosis, std, rsd, range,
max, and min. Using the mRMR, the feature pre-selection process was then performed. A stratified
cross-validation with standardization and classification was conducted. k-NN, SVM, Random Forest,
Decision Tree, Logistic Regression, and XGBoost were used as classifiers. Ethical approval was granted
by the Masaryk University Ethical Committee.

Based on the detection of seven emotions in each video frame and statistical analysis thank to a
Mann-Whitney U test with FDR correction, it occurs that fear is the most meaningful emotion. The
results indicated that the most informative variables were mean, std, variance, maximum, mean and
range of fear, mean, std, variance, min of anger, and approximate entropy of sadness.

The outcomes of the tongue twister classification showed that the prediction of PD classification
1Link for the pronunciation of the sentence: https://bit.ly/2DVPJ5M
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with XGBoost achieved the highest balanced accuracy 0.69. MCC for this classifier was 0.39. Logistic
Regression had the highest sensitivity of 0.73, while the best specificity was observed for the Decision
Tree.

The SHAP values provided for the XGBoost classifier the interpretability of the model. SHAP
values confirmed the importance of fear emotion (std, var, range, max, and mean) for the classification.
This may be explained by the fear of difficulty in correctly pronouncing the speech exercise by PD
patients and laboratory conditions. The changes in entropy for surprise and sadness were negatively
correlated with PD, which could be explained by impairment to express emotions generally by PD
patients. A tongue twister speech exercise proved to be more predictive and robust for detecting PD
than reading a lengthy text. For this task, the XGBoost achieved a balanced accuracy of 0.69 (see
Table 4.1).

Tab. 4.1: XGBoost predictions for tongue twister and reading text exercise.

Speech
exercise ACC Bal Sensitivity Specificity MCC

Tongue
twister 0.69 ± 0.14 0.71 ± 0.17 0.67 ± 0.22 0.39 ± 0.29

Long
text 0.60 ± 0.16 0.66 ± 0.21 0.54 ± 0.27 0.20 ± 0.34

As a conclusion, this study was designed to provide support methods for the detection of PD in
order to assist clinicians in their diagnosis of this disease. This research is exploring the potential of
rarely analysed - hypomimia symptom for PD detection. The contribution of this study is the iden-
tification of fear as the most statistically significant emotion based on SHAP values for the XGBoost
model. XGBoost delivered the 0.69 balanced accuracy for a tongue twister, indicating that it is the
most important speech task that has been evaluated and clinically valuable.

4.2 Multimodal Detection of Parkinson Disease

The PD methodology detection based on a multimodality approach (combination of video and audio)
was set up as the goal. The 43 characteristic speech exercises were used to evaluate the PD thanks
to the video and audio analysis. A total of 73 people with PD were included in the analysis and
HC. Individuals participated in a variety of speech exercises during the experiment. The Czech
language was considered. A variety of exercises were examined, including tongue twisters, poems,
free speech, diadochokinesis tasks, reading texts, sentences, words, vowels, and others. The feature
extraction was designed to capture the hypomimia symptoms and changes in HD dimension between
HC and illness cases. Especially, the facial features were created based on facial landmarks, which
are valuable anthropometrically. In the first step, a previously introduced dataset in Subsection 4.1
was prepared for extracting features for each speech exercise. The exact feature extraction for video
and audio modality was then provided separately. The regression out of the confounding factors (age
and gender) was performed. Next, the feature preselection method mRMR was also applied. The
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Stratified 10-fold Cross-Validation with XGBoost was used. The SHAP values were applied for the
clinical interpretation of the model.

The voice features were extracted with respect to [65]. Parameters related to personal impairments,
phonation, articulation, and prosody were calculated. Details can be found in Table 4.2.

A feature extraction algorithm was developed. This proposed methodology contains the extraction
of facial landmarks and the computations of the differences between them within a specified period.
The varieties between distances and angles in time were calculated from the facial measurements. 68
facial landmarks were detected using an open source framework 2. Fig. 4.1 illustrates the schematic
illustration. The algorithm involves two steps: first, it detects faces using the histogram of oriented
gradients (HOG) and Haar feature-based cascade classifiers. Detection of facial landmarks was per-
formed using a neural network in the second step. The proposed facial features are presented in Table
4.3. Lastly, the scalars were calculated to determine how the characteristic points on the face differ-
entiated over time. The measurements were the Shannon entropy (se), the approximate entropy (ae),
the max, the min, the std, the rsd, the var, the range, the slope, and the mean.

Fig. 4.1: Illustration of facial features [93].

Tab. 4.2: Description of the acoustic features. The details of the features implementation are provided
in [94].

.

Code of Acoustic feature Description of the features HD dimension Specific disorder
DDK rate DDK rate articulation slow alternating motion rate
DDK reg std of DDK cycle periods articulation irregular alternating motion rate
DUV fraction of locally unvoiced frames phonation aperiodicity
MPT total speech time phonation airflow insufficiency
NSR net speech rate prosody unnatural speech rate
SPIR speech index of rhytmicity prosody inappropriate silences
jitter period perturbation quotient phonation microperturbations in frequency
mean HNR mean of harmonic-to-noise ratio phonation increased noise
relF0SD relative std of fundamental frequency prosody monopitch
relF1SD relative std of 1st formant articulation rigidity of tongue and jaw
relF2SD relative std of 2nd formant articulation rigidity of tongue and jaw
relSEOSD relative std of short-time energy prosody monoloudness
shimmer amplitude perturbation quotient phonation microperturbations in amplitude

2https://pypi.org/project/face-recognition/
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Tab. 4.3: Features extraction explanation [95].

Name feature Points, angle
D1 37, 49
D2 46, 55
D3 22, 23
D4 52, 58
D5 20, 38
D6 25, 45
D7 39, 41
D8 45, 47
D9 31, 9
D10 1, 17
D11 18, 22
D12 23, 27
D13 34, 52
EYEBROW1 Angle: (22,19) vs. (40, 43)
EYEBROW2 Angle: (22, 19) vs. (23, 26)
EYEBROW3 Angle: (22, 19) vs. (23, 26)
EYEBROW4 Vertical: 19, 37
EYEBROW5 Vertical: 26, 46
EYE1 37, 38
EYE2 37, 39
EYE3 46, 45
EYE4 46, 44
EYE5 40, 39
EYE6 40, 38
EYE7 43, 44
EYE8 43, 45
EYE9 37, 42
EYE10 37, 41
EYE11 43, 48
EYE12 43, 47
EYE13 40, 41
EYE14 40, 42
EYE15 46, 48
EYE16 46, 47
EYE17 38, 42
EYE18 45, 47
EYE19 39, 41
EYE20 44, 48
EYE21 37, 40
EYE22 43, 46
M1 49, 52
M2 49, 58
M3 55, 52
M4 55, 58
M5 49, 55
M6 52, 58
M7 60, 54
M8 50, 56
RATIO_MOUTH M5/M6

MOUTH_AREA The area of the inside
of the mouth

LEYE_AREA The area of the left eye
REYE_AREA The area of the right eye
RATIO_FACE D1/D2
RATIO_MOUTH
_SKEW_UP M3/M1

RATIO_MOUTH
_SKEW_DOWN M4/M2
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Tab. 4.4: Meaning of the part of the exercises in Czech and English.

Code In Czech English translation

TSK19 Chcete vidět velký lov? Budu lovit v džungli slov.
Osedlám si Pegasa Chytím báseň do lasa.

Would you like to see a big hunt? I will be hunting in a jungle of words.
I will saddle the Pegasus, I will catch a poem into a lasso.

TSK20 Prostřete k obědu? Will you lay the table?
TSK21 Prostřete k obědu! Lay the table!
TSK22 Prostřete k obědu. Lay the table.
TSK23 Teď musíš být chvíli trpělivý, než to dokončíme. Now you have to be patient for a while until we finish.
TSK24 Tak dáš mi už konečně pokoj! I urge you to leave me alone.
TSK25 Už mě to nebaví, dej mi už konečně pokoj! I am fed up, I urge you to leave me alone.
TSK26 Tak co, jak to dopadlo? So, what happened?
TSK27 rychlonožka lightfoot
TSK28 marnotratný wasteful
TSK29 horolezectví mountaineering
TSK30 stříbrotepec silversmith
TSK31 železobetonový iron-concrete
TSK32 zákonodárce legislator
TSK33 horkovzdušný convection
TSK34 strastiplná tortuous
TSK35 záviděníhodný enviable
TSK36 československý Czechoslovak
TSK37 Do čtvrt hodiny tam byla smršť. In a quarter of an hour there was a whirlwind.
TSK38 Prohovořte to s ním dopodrobna. Discuss it with him in detail.
TSK39 Při ústupu pluku duní bubny. Drums are pounding during the retreat of regiment.
TSK40 Kuchařští učni nejsou jak zlatničtí. Apprentices of cookery school are not as those from goldsmith one.
TSK41 Celý večer se učí sčítat. He is learning to add the whole evening.

The results are presented for classification between PD patients and HC with the usage of XGBoost.
For the purpose of evaluating the best classification model, the models were trained on the set of all
video, audio, and multimodal features. Table 4.6 presents the results of that classification. The
multimodality approach achieved the highest scores for balanced accuracy (0.83), specificity (0.78),
and MCC (0.68). The sensitivity was equal to 0.88 for the video and multimodality.

The interpretability of the model for the multimodality approach is presented thanks to the SHAP
values in Fig. 4.2. The SHAP values for the combination of all features showed the importance
of changes in eye blinking during the pronunciation vowel ‘a’ (aeEYE12 (TSK13)) for multimodality.
During the longer activity, i.e., the pronunciation of tongue twister was observed a negative correlation
between PD and the irregular pattern of eye behavior (aeEYE16 (TSK37)). The changes in the mouth’s
ability to pronounce were observed (slopeM7 (TSK41)). Furthermore, there were challenges in moving
the jaw during the pronunciation of the vowel ’e’ (varD9 (TSK4)). In addition, the multimodality
analysis model indicates a negative correlation between rsd of the eyelid (rsdD8 (TSK32)) and hard
to pronounce words. For PD, a lower value of skew of the mouth was observed (maxM3 (TSK31))
when persons were speaking a difficult word. It was noted that the open mouth variance was lower for
PD when pronouncing ’u’ (varM6 (TSK12)). Furthermore, PD displayed a higher harmonic-to-noise
ratio during the pronunciation of vowel ’i’ (mean HNR (TSK15)).

The results for the multimodality and video have been compiled in Table 4.7 to compare the
results of the most powerful speech exercises. Five of the 10 exercises showed an improvement in
classification, and two showed no improvement. In the multimodality approach, TSK41 (the tongue
twister) demonstrated the best accuracy of 0.74.

To summarize this section, the support methodology for PD detection based on multimodality, i.e.,
video and audio was presented. The proposed dataset is exceptional and contains 73 PD patients and
46 HC. A total of 43 unique speech exercises were evaluated in order to identify the most reliable ones.
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Tab. 4.5: Carried-out vocal tasks.

Code Vocal task Description
TSK1 expiration maximum phonation of [m] in one breath
TSK2 expiration maximum phonation of [i] in one breath
TSK3 phonation vowel [a] (sustained and normal intensity)
TSK4 phonation vowel [e] (sustained and normal intensity)
TSK5 phonation vowel [i] (sustained and normal intensity)
TSK6 phonation vowel [o] (sustained and normal intensity)
TSK7 phonation vowel [u] (sustained and normal intensity)
TSK8 phonation vowel [a] (sustained and maximum intensity)
TSK9 phonation vowel [e] (sustained and maximum intensity)
TSK10 phonation vowel [i] (sustained and maximum intensity)
TSK11 phonation vowel [o] (sustained and maximum intensity)
TSK12 phonation vowel [u] (sustained and maximum intensity)
TSK13 phonation vowel [a] (sustained and minimum intensity, but not whispering)
TSK14 phonation vowel [e] (sustained and minimum intensity, but not whispering)
TSK15 phonation vowel [i] (sustained and minimum intensity, but not whispering)
TSK16 phonation vowel [o] (sustained and minimum intensity, but not whispering)
TSK17 phonation vowel [u] (sustained and minimum intensity, but not whispering)
TSK18 diadochokinesis (DDK) DDK pa-ta-ka
TSK19 rhytmical units read poem
TSK20 main intonation pattern same sentence read as interrogative
TSK21 main intonation pattern same sentence read as imperative
TSK22 main intonation pattern same sentence read as declarative
TSK23 intonation variability monitoring prosody (declarative read sentence)
TSK24 intonation variability monitoring prosody (imperative read sentence)
TSK25 intonation variability monitoring prosody (imperative read sentence)
TSK26 intonation variability monitoring prosody (interrogative read sentence)
TSK27 intelligibility of repeated words repeated word complicated for the articulation
TSK28 intelligibility of repeated words repeated word complicated for the articulation
TSK29 intelligibility of repeated words repeated word complicated for the articulation
TSK30 intelligibility of repeated words repeated word complicated for the articulation
TSK31 intelligibility of repeated words repeated word complicated for the articulation
TSK32 intelligibility of repeated words repeated word complicated for the articulation
TSK33 intelligibility of repeated words repeated word complicated for the articulation
TSK34 intelligibility of repeated words repeated word complicated for the articulation
TSK35 intelligibility of repeated words repeated word complicated for the articulation
TSK36 intelligibility of repeated words repeated word complicated for the articulation
TSK37 intelligibility of repeated sentences repeated sentence complicated for articulation
TSK38 intelligibility of repeated sentences repeated sentence complicated for articulation
TSK39 intelligibility of repeated sentences repeated sentence complicated for articulation
TSK40 intelligibility of repeated sentences repeated sentence complicated for articulation
TSK41 intelligibility of repeated sentences repeated sentence complicated for articulation
TSK42 monitoring intelligibility and articulation long read paragraph

TSK43 interview at the beginning - monitoring prosody,
hesitations, time needed for response, etc.

free speech, usually the answer to "What are your hobbies?",
"Where do you come from?", etc.

Tab. 4.6: Accuracy of PD detection from different modalities.

Modality Accuracy
(balanced) Sensitivity Specificity MCC

Speech 0.77 (0.11) 0.81 (0.12) 0.73 (0.19) 0.54 (0.21)
Video 0.81 (0.13) 0.88 (0.12) 0.74 (0.23) 0.64 (0.24)
Multimodality 0.83 (0.11) 0.88 (0.13) 0.78 (0.20) 0.68 (0.22)

The strength of this research is the identification of the most effective and clinically valuable speech
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Fig. 4.2: SHAP values for the best 10 features from the multimodality.

Tab. 4.7: An analysis of the results obtained from multimodal and video approaches.

Exercise
Accuracy

(balanced) for
multimodality

Accuracy
(balanced) for

video
TSK41 0.74 (0.13) 0.73 (0.13)
TSK23 0.73 (0.15) 0.71 (0.15)
TSK39 0.73 (0.14) 0.73 (0.14)
TSK18 0.73 (0.13) 0.71 (0.12)
TSK40 0.72 (0.16) 0.72 (0.15)
TSK8 0.72 (0.14) 0.71 (0.14)
TSK22 0.72 (0.14) 0.70 (0.13)
TSK4 0.72 (0.13) 0.72 (0.13)
TSK9 0.72 (0.13) 0.72 (0.13)
TSK1 0.71 (0.13) 0.71 (0.13)

exercise - tongue twister. Moreover, the results obtained by the XGBoost classifier were satisfactory.
The multimodal approach showed that it outstands the solutions based on a single modality. With
the usage of a multimodal approach, the detection of PD was possible on the level 0.83 balanced
accuracy. The desirable clinical interpretability was obtained thanks to the statistical analysing and
SHAP values. The SHAP values explain the value of parameters measuring the eye blinking, the
openness of the mouth, and asymmetry of the face. The accuracy of PD detection based on the most
powerful speech exercise – tongue twister and multimodality achieved 0.74 balanced accuracy.
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5 CONCLUSION

First and foremost, the thesis considers developing the application of wearables and ML technologies
for healthcare solutions. The WHT is still expanding type of technology on the market and will con-
sume and adapt new solutions based on wearable technology. Because of this reason, the developed
technologies in this thesis are appropriate, considering the still progressing field. Additionally, the de-
sirable solutions are those with provided interpretability. The main focus of this thesis is concentrated
on used ML methods likewise also the applicability of the presented support system methodologies -
i.e., their performance and interpretability.

Two main thematic issues were discussed in this thesis, i.e., the wearable solutions for COVID-19
detection likewise the application of AAL for PD. The introduced research in this thesis is focused
on finding solutions to prevent and minimize the effects of those emergency problems. The common
denominator in this work is the usage of ML to generate support methodologies.

The section Introduction is guiding the readers into the topic. The background about COVID-19
and its diagnosis likewise PD and its recognition are presented in Chapter 2. The summarisation
of the existing approaches for the detection of COVID-19 and pandemic models with the usage of
wearable and ML is described. Next, a description of how PD symptoms hypomimia, HD, and sleep
disorders can be used to diagnose PD is illustrated. Moreover, the summary of the recognition of
other diseases based on actigraphy records and ML. Those methods were identified because of their
potential applications for PD detection based on sleep records.

The practical solutions for COVID-19 detection based on ML and wearables for three scenarios
are presented in Chapter 3. The thesis tried to find the answer to the emergency need for screening
tests in the early stage of the disease. Two datasets are the basement of those presented solutions
[29,36]. The kinds of analysing signals were heart rate and the number of steps taken. The data were
gathered by the Fitbit device and presented solutions are destinated for this device. Moreover, the
biggest contribution of the illustrated approaches is the consideration of the nature of the disease, i.e.,
the contagiousness of the disease and incubation period. To reduce the increase in the number of sick
people, those two parameters were taken into account. Additionally, the amount of presented solutions
based on ML and wearables dedicated to COVID-19 detection is limited. By the same token, there
is still room for exploring this area. Moreover, as the outcome of the first experiment, the support
system methodology for the emergency issue - COVID-19 detection in the early stage of illness, was
presented. The best-identified model based on 5-day windows allows obtaining the prediction of 78 %
accuracy for differentiating the COVID-19 cases from HC.

The next presented subject in this thesis concerned computerised automatic PD detection. The
outcomes of the research were described in Chapter 4. The presented methods in the thesis could be
potentially applied as still lacking the mHealth methods for PD recognition. They are more inexpensive
and more accessible alternatives to the common tests: PET, MRI, CT, and PSG. Moreover, not only
the support methodologies are desirable but also clinical interpretability is well perceived together with
recommending valid biomarkers. Furthermore, there are just few papers that treated the multimodal
detection of PD, especially with the participation of hypomimia symptom. The choice of the audio
and video modality and combined ML methodology allowed for obtaining 0.83 balanced accuracy for
the fusion of biomarkers generated for all studied speech exercises in the thesis.
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The future directions are targeting the usage of ML methodologies for PD detection based on
multimodal approaches and extending databases. Furthermore, there is still space for researching
COVID-19 detection thanks to the wearables, increasing databases, and extending the number of
types of analysing signals.

To sum up, there were introduced ML-aided monitoring and prediction of respiratory and neu-
rodegenerative diseases using wearables in the thesis. The first topic considered COVID-19 detection.
The solutions were destinated for early recognition thanks to taking into account contagiousness and
incubation period. It is an incredible asset. There is still a research gap for COVID-19 detection, and
the obtained outcomes in this thesis outperformed those already presented in the literature. Thereby,
they introduced new solutions for diagnosis of COVID-19. Moreover, a longer discussion together
with illustrating the classification between a few types of viruses, including COVID-19 was presented.
Such distinctions have not been previously published. The merging of two datasets allows for having
the largest such dataset. Moreover, the second topic presented the methods of PD detection. The
symptom of hypomimia was the basement of the presented classification problem. The research on this
topic filled the existing scientific demand. Furthermore, the HD was also evaluated. The multimodal
methodology was proposed and approved as better than the single modality. The tongue twister arose
as the best speech exercise which has special clinical value. The extra interpretability of the experiment
was provided thanks to the statistical analysis and SHAP values. Furthermore, the computational
analysis of emotion demonstrated to have potential in recognition of PD and could replace the other
uncomfortable or fair subjective tests. Additionally, the transfer of probable methodology of detection
PD based on discrepant sleep disorders was explored and depicted.
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ABSTRACT
This thesis focuses on wearables for health status monitoring, covering applications aimed at emergency
solutions to the COVID-19 pandemic and aging society. The methods of ambient assisted living
(AAL) are presented for the neurodegenerative disease Parkinson’s disease (PD), facilitating ’aging
in place’ thanks to machine learning and around wearables - solutions of mHealth. Furthermore, the
approaches using machine learning and wearables are discussed for early-stage COVID-19 detection,
with encouraging accuracy.

Firstly, a publicly available dataset containing COVID-19, influenza, and healthy control data was
reused for research purposes. The solution presented in this thesis is considering the classification
problem and outperformed the state-of-the-art methods, whereas the original paper introduced just
anomaly detection. The proposed model in the thesis for early detection of COVID-19 achieved 78 %
for the k-NN classifier. Moreover, a second dataset available on request was utilised for recognition
between COVID-19 cases and two types of influenza. The classification between the COVID-19 and
Influensa groups is proposed as the extension to the research presented in the original paper [29]
illustrating the foundation for this study - statistical analysis of the dataset. Differences between
the COVID-19 and Influenza cases in duration and intensity of the disease occur likewise manifest in
heart rhythm. The accuracy of the distinction between COVID-19 cases and influenza in the middle
of the pandemic (data were gathered from 03.2020 to 05.2020) was equal to 73 % thanks to the k-NN.
Furthermore, the contribution as the classification model of two aforementioned combined datasets
was provided, and COVID-19 cases were able to be distinguished from healthy controls with 73 %
accuracy thanks to XGBoost algorithm. The advantage of the illustrated approaches is taking into
account the incubation period and contagiousness of the disease likewise presenting the methodologies
dedicated to data gathered by the Fitbit device. Furthermore, the parallel analysis of various types
of Influensa, COVID-19, and healthy control is novel and has not been thoroughly investigated yet.

In addition, some solutions for the detection of the aforementioned aging society phenomenon
are presented. This study explores the possibility of fusing computerised analysis of hypomimia
and hypokinetic dysarthria for the spectrum of Czech speech exercises. The introduced dataset is
unique in this field because of its diversity and myriad of speech exercises. The aim is to introduce
a new techniques of PD diagnosis that could be easily integrated into mHealth systems. A classifier
based on XGBoost was used, and SHAP values were used to ensure interpretability. The presented
interpretability allows for the identification of clinically valuable biomarkers. Moreover, the fusion of
video and audio modalities increased the balanced accuracy to 83 %. This methodology pointed out
the most indicative speech exercise – tongue twister from the clinical point of view. Furthermore, this
work belongs to just a few studies which tackle the subject of utilising multimodality for PD and this
approach was profitable in contrast with a single modality.

Another study, presented in this thesis, investigated the possibility of detecting Parkinson’s disease
by observing changes in emotion expression during difficult-to-pronounce speech exercises. The ob-
tained model with XGBoost achieved 69 % accuracy for a tongue twister. The usage of facial features,
emotion recognition, and computational analysis of tongue twister was proved to be successful in PD
detection, which is the key novelty and contribution of this study. Additionally, the unique overview
of potential methodologies suitable for the detection of PD based on sleep disorders was depicted.


