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Abstract

Topic of this paper is a methodology of testing the robustness of a voice biometric system
against deepfakes. The main problem currently lies in insufficient coverage of testing against
the presentation attack using deepfakes in ISO/IEC standards. The aim of this thesis is to
cover the hole, resulting from emergence of deepfake technology, by proposing an extended
methodology, based on the existing one, that focuses on fixing the issue. The solution
of proposed problem started by studying the state of the art for deepfakes and standard
practices of biometric system testing. Second, I proposed and documented a method of
testing the voice biometric system. The test was designed as a scenario, where the Phonexia
voice biometric system is used as a remote verification tool for the voice-as-a-password use-
case. For the purpose of demonstration, the online publicly available dataset was used. On
top of test design, I set a non-standard metric for the test evaluation to show possibilities
of focus on different kinds of deepfakes. After carrying out tests and evaluating results,
I formulated the procedure into a generic repeatable methodology, containing practices
and recommendations. The contribution of this work lies in incorporating deepfakes into
the existing standard methodologies of testing a biometric systems, hence forming and
demonstrating a repeatable methodology.

Abstrakt

Tématem této prace je vytvoreni metodologie testovani odolnosti hlasového biometrického
systému vuci deepfaktim. Hlavni problém v soucasné dobé lezi v nedostatecném pokryti
testovani proti prezenta¢nim ttokum uzitim deepfaku ve standardech ISO/TEC. Cilem préace
je vyplnéni této mezery, vzniklé prichodem technologie deepfakii, navrzenim metodologie,
zalozené na sou¢asnych postupech, kters se soustiedi na pokryti této problematiky. ReSeni
navrzeného problému zacind studii nejnovéjsiho stavu oblasti deepfakil a standardnich pos-
tupl pro testovani biometrickych systémil. Druhym krokem je navrzeni a zdokumentovani
metody testovani hlasového biometrického systému. Test byl navrzen jako scénér, ve kterém
je hlasovy biometricky systém Phonexia pouzit jako ndstroj pro vzdalenou verifikaci pouzity
pro hlas-jako-heslo. Pro t¢ely demonstrace byl pouzit verejné online dostupna datova sada.
Mimo samotny navrh testu jsem také zavedl nestandardni metriku vyhodnoceni pro ukizku
moznosti zaméreni na ruzné typy deepfakt. Po provedeni a vyhodnoceni testt jsem zfor-
muloval postup do obecné opakovatelné metodologie, obsahujici praktiky a doporuceni.
Prinos této prace lezi v zapracovani deepfaki do existujicich standardnich metodologii
testovani biometrickych systému a tak formovani a demonstrovani opakovatelné metodolo-

gie.

Keywords
deepfake, methodology, testing, spoofing, biometic system

Klicova slova
deepfake, metodika, testovani, spoofing, biometicky systém

Reference

RES, Jakub. Testing the robustness of a voice biometrics system against deepfakes. Brno,
2023. Master’s thesis. Brno University of Technology, Faculty of Information Technology.
Supervisor Mgr. Kamil Malinka, Ph.D.



Rozsireny abstrakt

Deepfakes jsou nové rostouci problém. Mimo vsech moznosti masové manipulace ¢i vydirandi,
jsou deepfaky casto také vyuzivané jako nastroj pro vydavani se za jiné osoby a nasledné
utoky na biometrické systémy — spoofing utoky. Z tohoto divodu jsou vyvojari nuceni
jednat rychle a prizpusobit své existujici systémy na obranu proti novym utoktm. Cyklus
vyvoje se skladd nejen z implementace novych detekénich metod, ale také obsahuje fazi
testovani. Testovani je bézné provadéno dle standardnich metodologii. Soucasné standardy
jsou ovsem casto zastaralé a nezvazuji deepfaky jako moznost zdroje itoku. Tato prace cili
na napravu tohoto nedostatku navrhem metodologie testovani proti deepfaktim.

Nyni standardy pro testovani biometrickych systému obsahuji ovérené obecné postupy,
kterymi by se mély firmy idit pfi hodnoceni jejich produkti. Tyto standardy ale bohuzel
zvazuji pouze konvencéni metody tvorby falzifikatt. Stejné tak jako bézné metody je treba
brat zretel i na deepfaky a vénovat jim dostatek pozornosti. Tato prace se soustredi na
demonstraci navrhu metody testovani and jeji provedeni pro dodany biometricky systém,
nasledovano zobecnénim dosavadniho postupu v metodiky pro opakovatelné testovani odol-
nosti hlasovych biometrickych systému vici spoofing itoku pomoci deepfakt zalozené na
existujicich standardech.

Jak bylo zminéno, existujici feseni, primarné ve formé standardi, obsahuji obecné pos-
tupy testovani biometrickych systému. Standardy, které tato prace vyuziva, jsou primarné
ISO/TEC 19795-1:2006 [16] and ISO/IEC 19795-2:2007 [17].

7 hlediska testovani specificky deepfakt, existuji mnohé ¢lanky o testovani detekénich
metod, ale velmi malo, az zadné, které se vénuji testovani implementovanych metod jako
soucast systému. I pfes to nabizeji uzitecné informace a postupy, které stoji za inspiraci.

Reseni navrzené touto praci spociva v kombinaci existujicich metod testovani, jak
jsou navrzeny ve standardech, s pristupy k testovani metod detekce deepfaki. Vyuziti
dlouhodobé zavedenych a ovérenych praktik a jejich rozsireni o uzite¢né dodatky tykajici
se deepfakt a jejich hodnoceni se zd4 byt jako spravny pristup.

Za ucelem formulace metodologie a demonstrace postupu jsou navrhl vlastni metodu
testovani dodaného, komeréné pouzivaného systému hlasové biometrie Phonexia. Metoda
je zalozena na postupech doporuc¢ovanych standardy s doplnujicim zaméfenim na pouziti
verejné online dostupnych datovych sad deepfakii a navrzeni nestandardni metriky jako
priklad moznosti sledovani vlivu riznych typu deepfaku dle metody jejich tvorby.

Oblasti navrzené metody jsou nasledujici:

o Cil - cil testovani (vyhodnoceni odolnosti biometrického systému vici riznym skupindm
deepfakii s cilem stanoveni odolnosti vzhledem k metodé jejich tvorby)

« Pripad pouziti — ptipad pouziti testovaného systému (verifikace, hlas-jako-heslo)
¢ Model utoc¢nika — motiv, prilezitost a prostiedky potencionédlniho Utoc¢nika

e Scénar — shrnuti predeslych boda do testovaciho scénare

o Datova sada — vefejné dostupnd datova sada, kterd byla pouzita (ASVspoofl9)
o Metriky — metriky hodnoceni biometrického systému (standardni/vlastni)

V souladu s navrzenou metodou bylo provedeno testovani systému jako nastroje pro
vzdalenou verifikaci pouzitého pro hlas-jako-heslo. Prace popisuje postup, dle kterého byl
test proveden, véetné popisu prostredi, vlastnosti testovaného systému a popisu komunikace



mezi testovacim nastrojem a testovanym subjektem. Dale prace popisuje experimenty, jak

byl simulovan navrzeny scénar, jak byla modifikovana data ze zvolené datové sady tak,

aby splnovala pozadavky systému a jaké byly zaznamenané vysledky. Nakonec je popsino

vyhodnoceni vysledkd a pfinos navrzenych metrik k identifikaci moznych slabych mist.
Vyslednd osnova navrhované metodologie se sklada z péti hlavnich ¢asti:

Faze planovani — prvni faze kazdého testovani. Tato faze se zamétuje na sbér dilezitych
informaci of systému, potencialnich ito¢nika a definici hlavniho cile testovani.

Sbér dat — tato faze je o doporucenich tykajicich se shanéni spravné datové sady. At
uz se jedna o sbér vlastnich dat nebo pouziti existujicich.

Provedeni testii — tato faze je typicky stejna jako ji navrhuji standardy.
Vyhodnoceni — faze o metrikach a zdivodnéni pouziti vlastnich.

Interpretace — posledni kratka faze o relevanci vyhodnocenych vysledku dle statistick-
ych pravidel danych standardy.
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Chapter 1

Introduction

Deepfakes are an emerging problem. Besides all the possibilities of mass manipulation or
blackmail, deepfakes are also often used as a tool for impersonation and subsequent attacks
on biometric systems — spoofing attacks. For this reason, developers are forced to act
quickly and adapt their existing systems to defend against new attacks. The development
cycle not only consists of implementing new detection methods, but also includes a testing
phase. Testing is normally performed according to standard methodologies. However,
current standards are often outdated and do not consider deepfakes as a possible source of
attack. This work aims to address this shortcoming by proposing a methodology for testing
against deepfakes.

Standards for testing biometric systems now contain well-established general practices
that companies should follow when evaluating their products. Unfortunately, however, these
standards only consider conventional methods of creating forgeries. As well as conventional
methods, deepfakes should also be considered and given sufficient attention. This paper
focuses on demonstrating the design of a testing method and its implementation for a
delivered biometric system, followed by a generalization of the existing approach into a
methodology for repeatable testing of the robustness of voice biometric systems to spoofing
attack using deepfakes based on existing standards.

As mentioned, existing solutions, primarily in the form of standards, contain general
procedures for testing biometric systems. The standards used in this work are primarily
ISO/TEC 19795-1:2006 [16] and ISO/IEC 19795-2:2007 [17].

In terms of testing specifically deepfakes, there are many papers on testing detection
methods, but very few, if any, that address testing implemented methods as part of a
system. Despite this, they offer useful information and techniques that are worth getting
inspired by.

The solution proposed in this paper is to combine existing testing methods as proposed
in standards with approaches to testing deepfake detection methods. Using long established
and proven practices and extending them with useful additions related to deepfakes and
their evaluation seems like the right approach.

In order to formulate a methodology and demonstrate the procedure, a custom method
is proposed for testing the provided, commercially used Phonexia voice biometrics system.
The method is based on standards-recommended procedures, with an additional focus on
using publicly available online deepfake datasets and proposing non-standard metrics as
an example of the possibilities of monitoring the impact of different types of deepfakes
according to the method of their creation.

The areas of the proposed method are as follows:



Goal — testing goal (to evaluate the robustness of biometric systems to different groups
of deepfakes in order to determine the robustness with respect to the method of their
creation)

Use-case — use case of the system under test (verification, voice-as-password)
Attacker model — motive, opportunity and means of a potential attacker
Scenario — summary of the previous points into a test scenario

Dataset — publicly available dataset that was used (ASVspoof19)

Metrics — Biometric system evaluation metrics (standard/custom)

In accordance with the proposed method, the system was tested as a remote verification
tool used as a voice-as-password. The paper describes the procedure followed to perform
the test, including a description of the environment, the properties of the system tested,
and a description of the communication between the test tool and the test subject. The
thesis also describes the experiments, how the proposed scenario was simulated, how the
data from the chosen dataset was modified to meet the system requirements, and what the
recorded results were. Finally, the evaluation of the results and the contribution of the
proposed metrics to the identification of potential vulnerabilities are described.

The final outline of the proposed methodology consists of five main parts:

Planning phase — the first phase of any testing. This phase focuses on gathering
relevant information of the system, potential attackers and defining the main objective
of testing.

Data collection — this phase is about recommendations regarding gathering the right
dataset. Whether it is collecting your own data or using existing data.

Execution of tests — this phase is typically the same as suggested by the standards.
Evaluation — the phase about metrics and justification for using custom ones.

Interpretation — the last short phase on the relevance of the results evaluated according
to the statistical rules given by the standards.



Chapter 2

Deepfakes

The first section deals with the general topic of deepfake — what is it and what are the con-
sequences of the spread of this technology. This is followed by a section covering the origins
and the technologies behind it. The penultimate section looks at the existing datasets
available — primarily from the perspective of basic properties. Finally, there is a section on
available tools for deepfake voice creation.

2.1 What is deepfake

Fake digital media generated by deep neural network, commonly referred to as deepfake,
is a subcategory of fake or altered media. The main difference of this technology is the
modern way of generating forgeries using deep neural networks in order to achieve results
potentially indistinguishable from the original.

2.1.1 Current state

Currently, voice deepfake technology is still far from being fully explored. As for the area
of face deepfakes, the scientists are futher, but still not near the end. New methods of
both creation and detection are being developed every year. We are in the middle of a race
between makers and detectors for who has the upper hand in terms of detection — creating
realistic, undetectable forgeries (perhaps a malicious ones) vs. effective detection methods
that are able to differentiate between fake and real digital content.

But this technology is becoming an inevitable part of our lives. Today and every day
we can encounter a considerable amount of media created in this way in the Internet
environment. Many of them are already difficult for people to recognise.

Many social media users enjoy making satirical or funny videos of famous people, politi-
cians or friends. Others, however, see this technology as an opportunity to abuse and
manipulate people.

A prime example to showcase the current possibilities is a channel on the social network
YouTube run under the name @unreal keanu'. The channel’s content is directed at short
videos depicting an anonymous character with an artificial head, allegedly using deepfake
technology, of actor Keanu Reeves.

Yhttps:/ /www.youtube.com/@unreal_keanu
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While current state of deepfake technology may seem stunning, there are still challenges
to overcome. One of them can be seen in the most-right picture of Figure 2.1 — low resolution
for complex deepfakes.

Figure 2.1: Deepfakes of Keanu Reeves from channel @Qunreal keanu

2.1.2 Why are deepfakes problem

While the deepfake technology may seem like a spectacular advance for digitising many
areas of life, it can, and already is, causing considerable harm. There has been cases of
people getting blackmailed, having their identity stolen and used with nefarious intentions
or being manipulated by forgeries aimed at spreading alarmist messages. The following are
examples of areas where deepfakes could cause serious damages.

Politics

Politicians are a popular target of deepfake attacks. The dissemination of fake videos of
specific politicians saying false information and immoral, even illegal things can strongly
affect the careers and lives of the individuals in question [41]. In addition to defamation
and general public outrage against selected politicians, such deepfake videos could also
potentially influence presidential elections [25], for example, and thereby threaten the very
foundations of democracy.

Another example of the abuse of deepfakes to manipulate masses of soldiers to lay
down their arms. The video appeared on social media at the beginning of the Russia-
Ukraine war. In it, the attacker displayed a fake image of President Zelensky speaking to
Ukrainian soldiers. He abused the influence of the president to manipulate military troops
and influence the course of the war [6].

Blackmailing

An activity that initially began as a fun way for individuals to pass the time on social media
[12] soon became rightfully feared and very dangerous for ordinary people. Person-swapping
within videos, specifically pornographic videos, has become a modern tool for blackmailing
individuals [28]. All an attacker needs is a few photographs or a short video of the victim,
whose face is then superimposed on the actor/actress using the face-swap technique. Using



material that can be created at almost zero cost they then blackmail their target and try
to get as much money out of the victim as possible.

Identity theft

In June, 2022 IC3 issued a report [13] that a new trend in identity theft and subsequent
deepfake abuse has emerged. Fraudsters are attempting, using deepfake images of real
people on the internet and stolen personal information, to obtain remote work-from-home
positions.

The FBI has not stated any clear goal of the attackers to achieve through these scams.
But it is assumed, given the job positions targeted by the scammers, that they intend to
exploit the acquired reputations of people in the IT industry and gain access to sensitive
corporate infrastructures.

Justice

Another critical aspect of deepfake is the potential impact on the delivery of justice in the
trial of criminals. A forged voice recording or video can influence the court’s decision and
shift the blame from the real criminal to an innocent victim [26].

Mass manipulation

As already mentioned, it is now possible to manipulate masses of people in many areas
using fake news, whether by defaming famous people or vice versa. One such case was the
artificially created video of President Ali Bongo, who suffered a stroke and underwent several
operations [9]. Due to the lack of information regarding his health, the public believed that
the President was not in good condition. However, the published video showed President
Ali Bongo giving a speech to the people. This, along with false information about his
health, affected the awareness of a large number of people.

Another possible scenario is, for example, the manipulation of the value of shares on
the stock market. Creating a deepfake of prominent, well-known economists or leading
figures of world banks or stock exchanges advising people about investments or warning
them about value crashes [7].

Phishing and scams

A similar area to manipulation is targeted attacks and fraud. While mass manipulation,
as the name suggests, targets large numbers of people with the abuse of a public figure,
targeted attacks are more personal. This can often involve situations such as identity
theft to manipulate a person close to her, such as co-workers, or even impersonating the
government and demanding that actions be taken, from which the attacker typically obtains
the victim’s finances [7].

With rapidly advancing technology, it is possible to create ever more credible forgeries.
Already in 2019, it was mentioned at the RSA security conference [34] that it is possible
to exploit deepfake to create human-unrecognizable fake media to conduct a automated
targeted spear phishing attack.



2.1.3 Possible benefits of deepfakes

Despite all the negatives, deepfakes can offer legitimate uses in many industries. Whether
it is entertainment or use in areas where visualization of the effect of external influences on
an individual is needed. The following are examples of possible beneficial uses of deepfakes.

Movie industry

Deepfakes have wide applications in the field of movie industry. The possibilities of making
films with long-dead actors or re-shooting famous scenes [41] are appealing to producers
and consumers alike. Beyond these, deepfakes extend the possibilities of dubbing. In the
case of loss of an actor’s voice or the need for dubbing in different languages, deepfakes can
help not only with dubbing the voice track itself [41], but also with lip-synching. However,
there still lies the ethics question of such approach.

Entertainment

For many social media users, deepfakes are an endless world of fun. Every day there are
entertaining videos showing celebrities or the creators themselves singing famous songs
or dancing popular dances. There are already apps available today for creating similar
entertainment, such as Avatarify 2.

Another entertainment industry in which deepfakes can be used is the gaming industry.
Game developers could enrich the player experience by using custom dubbing of the player
character, personalized helpers, or virtual depictions of familiar real-world characters [41].

Learning

The use of deepfakes in the field of education also offers significant opportunities. Children
who cannot attend standard classes for mental or physical health reasons can be helped by
personal virtual lessons, in which the teacher’s face and voice are replaced by the parent’s
characteristics using face-swap and voice conversion techniques. Such an approach would
help to increase the effectiveness of the teaching [31].

Healthcare

Deepfakes can also be used for medical purposes. One of the many uses is to model the
appearance of a patient after plastic surgery or sex reassignment. Another is for Alzheimer’s
patients. Deepfakes are used to model the faces of young loved ones, which are easier for
patients to remember [41].

Apart from these, there is also a possible use for therapeutic purposes. When a close
loved one is suddenly lost, a model is created to which patients can express unspoken
feelings and say goodbye appropriately [31].

Privacy

Deepfakes can also benefit privacy and anonymity. They can be used to modify significant
facial or voice characteristics of a subject, hiding them from human and machine recognition.
This feature may be valuable for hiding witnesses who wish to remain anonymous [31].

Zhttps:/ /avatarify.ai/
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2.2 Technology behind deepfake

This section will summarize the origins of deepfakes, from which era the falsification of
media originated and, to this end, the use of machine learning. This is followed by a brief,
surface-level description of the general deepfake generator technology.

2.2.1 Origin

As suggested earlier, the term deepfake is a compound of the words ,deep” and ,fake*,
referring to the main idea of the subject — a fake created by deep learning.

The concept of fakes and photo faking is as old as photography itself. Ever since the
19th century, faking has been a hot topic in proper circles. It became fully developed with
the arrival of photography in the media.

An important milestone was the work of Bregler, Covell and Slaney [8]. In their work,
they present the first way to fully automatically edit a video of a speaker to make the
person appear to be speaking arbitrary text. Their work uses machine learning to modify
significant points of the face and lips to adjust expression appropriately to the spoken words.

Years of study and popularization of neural networks followed. In 2017, a user with the
nickname ,deepfake* appears on the social network Reddit. It is after this user that the
technology is named from now on. The named user used face-swap technology, introduced
in 2016 by [37], to create pornographic videos with actors who had their faces swapped
with celebrities. Many others followed and created many fake videos, such as the famous
video featuring then-President Barrack Obama titled ,You Won't Belicve What Obama
Says In This Video!“ 3. The above-mentioned video shocked the general public and kicked
off research in deepfake detection and prevention.

2.2.2 General deepfake synthesizer architecture

As mentioned several times above, deepfakes are generated by neural networks. There is a
specific sub-category of neural networks in the background of this technology — generative.
Generative neural networks for creating deepfakes are typically formed using multiple neural
networks of different types. The types of neural networks currently used are [27]:

o ED — Encoder/Decoder neural network — These are at least two networks forming an
encoder and a decoder. Depending on the structure, these networks typically take care
of input summarization or reconstruction. Current deepfakes generators use several
of these networks [27].

¢ CNN - Convolutional neural network — Convolutional networks are a forerunner in
image information processing. The individual convolutional network layers are trained
hierarchically as filters, the polling layers as dimension reducers.

e GAN — Generative adversarial network — According to Yisroel Mirsky and Wenke
Lee [27], GANs consist of two networks: a generator and a discriminator. These
two networks outperform each other in learning, the generator trying to fool the
discriminator, which in turn detects the generator’s output.

¢ RNN — Recurrent neural network — According to Yisroel Mirsky and Wenke Lee
[27], the recurrent network is adapted to handle continuous data. The network keeps

3https:/ /www.youtube.com/watch?v=cQ54GDm1eL0
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its own internal state with respect to the ongoing data. In the field of deepfakes
generation, RNNs are typically used for deepfakes of voice.

2.3 Voice deepfakes

Since this thesis focuses on voice systems, only deepfakes of voice will be described and
considered in the following. This section focuses on the two main types of deepfakes of
voice: TTS (text-to-speech) and VC (voice conversion). The section will describe the basic
principles of these approaches and their importance.

2.3.1 Text-to-speech

The problem of text-to-speech technology (hereafter referred to as TTS) is not directly
related to deepfakes. As such, it has been the subject of study for many years. The first
attempts at artificial speech synthesis date back to the 1990s.

According to Taylor [35], TTS is the process of text-to-signal encoding, i.e. the input is
text, the output is signal/speech. In the field of deepfakes, TTS is a technique of creating
fake speech based on a trained model of the speaker and a textual template. Today’s
trends in TTS are the so-called Multispeaker T'TS synthesizers. The principle of these
systems is to decouple the speaker encoder from the general speech model [20]. With this
approach, the general speech model can be learned (using a wider corpus of data) and then
the appropriate embeddings of the speaker can be attached during synthesis.

Based on the speaker’s encoder and the input text, the synthesizer generates a spectro-
gram to present to the vocoder, which generates the appropriate signal.

r:?eeriﬁzre—» Speaker speaker
waveform Encoder embedding
log-mel
Synthesizer s spectrogram
grapheme or
phoneme ——| Encoder [+ concat —~| Attention [~ Decoder Vocoder waveform
sequence —

Figure 2.2: General architecture of multi-speaker synthesizer. Each color represents indi-
vidual component, all trained separately. Image obtained from [20]

2.3.2 Voice conversion

Another category of forgery techniques is a voice conversion. Imitating the voices of other
people has been a point of interest for a century now. In 1922, John Q. Stewart wrote an
article about the challenge surrounding the voice apparatus synthesis [33].

Voice conversions are created based on the input signal and the characteristics of the
target speaker’s voice. Thus, the input is not text but speech. The voice conversion
technique manipulates only the properties of the voice, not the content of the speech [29].

Voice conversion systems are usually divided into four logical blocks (marked consis-
tently with Figure 2.3):

o (a) Content encoder — a system part that processes input speech and encodes its
content
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o (b) Style encoder — processes a speech of a different speaker, extracts and encodes its
vocal characteristics

e (c) Decoder — decodes the inputs and concatenates them for a future processing

e (d) Vocoder — the final output speech synthesis
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Figure 2.3: Example architecture of a voice conversion system AutoVC. Image retrieved
from [30].

2.4 Deepfake datasets

This section lists existing datasets of voice deepfakes. Due to the nature of this thesis, I
only focus on a selection of relevant ones from these datasets. The information about each
dataset is obtained from the respective papers. These articles will be listed at the beginning
of each description.

ASVspoof2019

ASVspoof2019 [38] is the first of two datasets used in this work from the Automatic Speaker
Verification and Spoofing Countermeasures challenge. This is a dataset created specifically
for the 2019 ASVspoof challenge.

The dataset consists of two main parts depending on the scenario: LA — logical access
and PA — physical access. In the case of LA, this is the scenario where the attacker
communicates with the given system directly using only the phone (no dedicated sensors
or playback device). On the other hand, PA is a scenario where the attacker interacts with
the system using a playback device to replay the forgeries to the sensor or telephone, the
quality of which is embedded in the samples.

Dataset samples are generated using 17 different TTS and VC systems. According to
Todisco et al. [38], the samples are a subset of the VCTK dataset, where they were collected
from a total of 107 speakers — 46 male, 61 female. For each scenario in ASVspoof2019, they
are subsequently divided into three partitions — train, dev, and eval.

ASVspoof2021

ASVspoof2021 [23] is the second of two datasets used in this work from the Automatic
Speaker Verification and Spoofing Countermeasures challenge. It is a dataset created specif-
ically for the ASVspoof challenge in 2021.
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Unlike the 2019 version, the dataset now includes a DF — DeepFake section in addition
to the standard LA and PA sections. The DF part contains samples created using deepfake
technology. This part of the samples is not specifically tailored for the scenario of use with
ASV. The DF part of the dataset comes in part from the LA subset of the 2019 dataset,
as well as the VCC (Voice Conversion Challenge) for 2018 and 2020.

The evaluation samples of the DF part of the dataset are created by many volunteers
and generated using more than 100 algorithms. According to Todisco et al. [38], the samples
of the DF part are not intended to deceive the ASV, but only to represent cases where the
attacker wants to tarnish the reputation of another person.

FAD

FAD [24] is a Chinese dataset for fake audio detection. The dataset was created in June,
2022 for the purpose of fake audio detection tasks (training/testing) and also for the forensic
purposes. To be able to serve in multiple scenarios, the authors made two versions of the
samples — clean and noisy. The noisy part of dataset is created adding prepared noises
(0dB, 5dB, 10dB, 15dB, 20dB) from the public databases, like PNL 100 Nonspeech Sounds
or NOISEX-92.

In total, the dataset contains 431,600 utterances — 215,800 for both clean and noisy
parts. Those are divided into four categories — training set (138,400), development set
(14400), test set (42000) and unseen test set (21000) with no overlap between training,
development and test sets.

Each of the mentions subsets contains real and fake samples. The real samples are
collected from OpenSLR * and recording their own subjects. The fake part is created using
11 different (representative [24]) methods.

“http://www.openslr.org/12/
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Chapter 3

Biometric systems

Although biometrics seems like a purely modern technology, its first systematic applications
are much older. As early as the 19th century, mankind began systematically collecting
biometric data, then primarily fingerprints and handprints, called Bertillonage, to identify
individuals.

Today, however, we encounter biometrics and biometric systems every day. Authenti-
cation to a personal device using a facial image, fingerprint or voice, authentication when
entering protected facilities, accessing protected data or banking.

This chapter will describe the voice biometric system and its general architecture. Next
the attacks on general biometric system are discussed. This is followed by a description of
the general methodology for testing a biometric system. Lastly, due to the scope of this
thesis, a description of the voice verification system supplied for the purpose of this thesis
— Phonexia.

3.1 Voice biometric systems

A voice biometric system is a system that matches input data, i.e. speech, with a stored
template of an individual’s voice characteristics. Voice biometrics is considered to be so-
called behavioral biometrics, that is, it observes how an individual speaks regardless of the
speaker’s vocabulary[39].

A general biometric system typically supports multiple modes. The two main modes are
identification and verification. The identification mode performs a comparison of the input
data against its entire database in an attempt to determine the identity of the unknown
person (1:N matching). Verification, on the other hand, verifies that the individual is who
he or she claims to be, i.e., the system compares the input data against one specific record
(1:1 matching).

3.1.1 General architecture

As already mentioned, a biometric system is designed to match input biometric data against
stored templates. In order to successfully perform this activity, the biometric verification
system needs to contain certain modules to provide the necessary functionality [39].

The first of these modules is the input sample capture module, typically implemented
by a set of sensors or cameras. This module is responsible for taking the appropriate sample
from the user and sending the data to the next module for feature extraction. The feature
extraction module receives the data from the sensors and extracts the relevant properties of
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the sample. The features are then passed to the template generation module. This creates
a template for comparison/enrollment. The created template is then either stored in the
system database in case of enrollment or compared by the template comparison module.

Enrollmeant Verification
Sample L ol Feature Fealure e Sample
Acquisition Extraction Extraction Acquisition
¥ S ¥
Templale | Template Template
generation —ﬁi’ ™ Matcher 4—{ Generation
l Decision

Figure 3.1: General architecture of biometric system. Image retrieved from [39]

3.2 Attacks on biometric system

This section summarizes the types of attacks on the generic biometric system according to
each area of vulnerabilities. Next, the presentation attack and its principle is described.

3.2.1 Types of attacks

According to Rubal Jain et al. [19] there are in total eight areas of vulnerabilities of the
biometric system. Each of the attacks on these areas are reffered to as types of attack. The
types of attack are dvivided into two groups based on required knowledge of the target
system — direct attacks and indirect attacks.

Direct attacks do not require any specific knowledge of the target system. There is only
one type of attack — attack at the sensor.

1. Attack at the sensor — sensor is typically attacked using artificial biometric, image of
biometric or damaging the sensor to flood target system with nonsense data

Indirect attacks are the opposite — they do require specific knowledge of how the target
system works internally. The rest of the attack types are classified as indirect.

2. Attack at sensor-feature extractor communication — attack involves stealing the trans-
ferred biometric data from sensor to feature extractor and replaying them later

3. Attack at feature extractor — attacker convinces the feature extractor to extract spe-
cific features instead of features of the presented biometric

4. Attack at feature extractor-matching algorithm communication — same as the type 2
attack, but the attacker steals the extracted features

5. Attack at matching algorithm — attacker convinces the matching algorithm to return
high score regardless of the input features

6. Attack at matching algorithm-application communication — attacker modifies the
score returned by matching algorithm

7. Attack at matching algorithm-database communication — attacker modifies the con-
tent of communication during the template extraction from database
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8. Attack at database — attacker inserts custom templates into the database

Application

Figure 3.2: Biometric system areas of vulnerabilities. Inspired by [19]

3.2.2 Presentation attack

Presentation attack, often called by the more general name spoofing attack, is a type 1
attack on the biometric system — attack at the sensor. The idea behind presentation attack
is to present a foreign biometric to the system to fool the system into authenticating the
attacker as someone else.

Mostly the attackers use artificial biometrics — a model of hand, fingerprint or even
images of these. In the terms of voice, the attacker may use either generators to synthesize
a recording or voice conversion system to make themselves sound like victim. Such forgeries
are called spoofs.

To prevent attackers from attacking using spoofs, developers came with the idea of
presentation attack detection systems. A very popular presentation attack detection system
is liveness detection. This system tries to detect artificial and inanimate objects by focusing
on the signs of people’s behaviour or features (for example signs of live in the presented
hand or face). The liveness detecting is very problematic when it comes to voice biometric.
The usual approach is a conversation between a operator and user in hope of attacker not
being prepared for questions and not being able to synthesize the spoofs in real time.

3.3 Testing methodologies

This section describes the general procedure for testing the performance of biometric sys-
tems with the added notes on testing the presentation attack detection systems. It describes
two basic types of methodology — technology testing vs. scenario testing. It also describes
the test design, the general data collection procedure for testing, the measurement process,
and finally the output report. The information in this section summarizes the recom-
mendations of the IEC/ISO 19795-1:2006 [16], IEC/ISO 19795-2:2007 [17] and IEC/ISO
30107-3:2017 [18] standards.
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3.3.1 Types of methodologies

In general, we can distinguish two general types of methodologies for testing the system’s
performance — technology testing and scenario testing. The basic distinction can be sum-
marized as follows.

Technology evaluation

The essence of technology testing is to fully focus on the benchmarking technology in the
background of the system and to neglect errors in other parts and errors coming from
other sources. Often it is testing using pre-prepared data in laboratory (ideal) conditions —
meaning, there is no influence of the behaviour of any subject related to momentary feelings
or system feedback. Technology testing is usually easily repeatable. The only limitation to
this approach is acquiring a suitable database.

Scenario evaluation

The essence of scenario testing is to focus on the system as a whole. Testing focuses not
only on the technology but also on the quality of other parts of the system. However, proper
deployment and operating conditions also play an important role in the outcome of testing.

During the scenario testing, human subjects that may be used for the purpose of simulat-
ing the real-world situation can influence the system’s behaviour unwillingly, by momentary
feelings or inconsistency in using the system, or willingly by observing the system feedback
and purposely changing their system usage.

All variable aspects related to subjects must be directed and recorded. Depending in
the data used, this approach is partially repeatable.

A separate mention is dedicated to testing the presentation attack detection systems
(abbreviated as PAD). Some biometric systems contain PADs as subsystems to detect
attempts of presentation attacks, such as liveness detection systems. These can be tested
separately from the rest of the system. The main requirement, however, is the ability to
record their output directly.

3.3.2 Test design

The first step of any testing is design. The design establishes the general testing procedure,
i.e. whether only the technology is tested or the entire product in a specific deployment
scenario. Planning also includes gathering the information about tested system (logging,
system feedback, ...) and the use-cases that dictates the potential testing scenario. Next,
given the methodology, the data collection process is designed. Typically, this is either
database acquisition for technology testing purposes or recruitment of test subjects for
scenario testing. Finally, metrics for the measurement phase are proposed based on the set
goal.

3.3.3 Test corpus

As previously indicated, test samples — data — are needed for testing purposes. For tech-
nology testing purposes, existing biometric sample databases may be sufficient, or custom
databases may need to be created as part of the testing. The process of gathering the
samples needs to be strictly directed and recorded. This typically takes place in laboratory
conditions.
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However, in case of scenario testing, it is also possible to use existing datasets that
contain data from similar scenarios for this purpose, or artificially modified data to simulate
a particular scenario. In the event of using real human subjects, it is recommended to gather
a group of people similar to the target audience and record thoroughly the whole process
of subjects using the system.

3.3.4 Measurement

During the measurement of results when testing a biometric verification system, the mea-
sured values need to be appropriately represented and evaluated. For this purpose, during
the design phase of testing, the metrics on which the testing focuses are specified. Typical
metrics recommended by the [17] standard are based on the technology/scenario approach.

Technology metrics

FMR (False match rate) and FNMR (False non-match rate) are typical metrics used for
technology evaluation. They symbolize the rate of attempts that are falsely evaluated as
genuine and those that are falsely evaluated as not genuine. These metrics only include the
errors of matching algorithm. A specific threshold is required to be able to compute them.
The relation between the metrics is:

FMR=1-FNMR

Scenario metrics

As for scenario-related metrics, the first metric is FTE (Failure to enroll). This metric
shows the rate of failed attempts to enroll as new system user. Second commonly used
metric is related to sensors — FTA (Failure to acquire). This metric is used for evaluation
of rate of attempts to acquire data samples from user.

Combined with previously presented metrics FMR/FNMR we get a scenario-testing
specific metrics — FAR (Fualse accept rate) and FRR (False reject rate). These metrics
include FMR/FNRM as well as FTE and FTA. The metrics symbolize the rate of falsely
accepted users and falsely rejected users. FAR and FRR also require a specific threshold.
A visualization of these metrics are in Figure 3.3.

When it comes to evaluating the presentation detection systems, standard ISO/IEC
30107-3:2017 [18] proposes a set of specific metrics to evaluate them. There are two metrics
related to performance of the PADs — APCER (Attack presentation clasification error rate)
and BPCER (Bona fide presentation error rate). They are evaluated based on the direct
output of the PAD subsystems. The equations for computing are as follows:

APCER =1~ (5
PAIS

where:

e Npars —number of presentation attacks for the PAI (Presentation attack instrument)
types

o Res; — the result from PADs (0 for not classifying as presentation attack or 1 other-
wise)
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Figure 3.3: FAR vs. FRR metrics visualization

N
BPCER — i1 Res;
Npr

where:
e Npp — number of bona fide presentations

o Res; — the result from PADs (0 for not classifying as presentation attack or 1 other-
wise)

ROC/DET curves

As mentioned above, most metrics need a specific threshold to be able to tell, whether the
attempt was accepted or rejected. But some biometric systems do not have such threshold
set by the developing company, but rather by the clients. In this case, it is possible to plot
the results into a curve. The curves show the overall performance of the system for a wide
range of possible thresholds. ROC and DET curves are a different interpretation of the
same thing, thus they are interchangeable.

As this work uses only the ROC curves, I will focus on describing them based on [3].
The ROC curve plots two metrics against each other — TPR (True positive rate) and FPR
(False positive rate). Each point on the curve stands for one potential threshold — increasing
the threshold decreases the FPR but also the TPR. The closer the curve to the center (45
degrees line) the worse performace.

3.3.5 Report

The conclusion of each biometric system testing is an output report. It contains the proce-
dure according to which the test was carried out. Furthermore, the measured values in a
suitable form. Finally, it contains a conclusion, i.e. an evaluation of the state of the system
based on the measured data of each metric and any other relevant information.
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3.4 Phonexia

The thesis focuses on a particular voice biometric verification system provided specifically
for this purpose — Phonexia. This section contains basic information about the system,
common use-cases and basic description of provided products. All information in this
section is retrieved from official product website [2].

3.4.1 About Phonexia

Phonexia is a Czech software company focused on developing biometric system for voice
verification, speech-to-text transcription and language, gender or even age recognition. In
2021, Frost & Sullivan acknowledged Phonexia in its report and Phonexia also won 2nd
place in VoxCeleb Speaker Recognition Challenge 2021 in its respected category. Phonexia
is world-renowned for quality of their product, even now used by the German Federal
Criminal Police. Technical details about provided system will be discussed later in this
work.

3.4.2 Common use-cases
Call centers

One of many use-cases, as suggested by Phonexia, are call centers. Benefits resulting from
the use of such system could enhance advertisement targeting thus profit. Call center
employee can see all the relevant information about the identified client in real time during
their call, enhancing both client experience and company profits.

Remote identity verification

Another example of a proposed usage of Phonexia system is in the field of remote identity
verification. With recent home-office working trends, a way to verify workers identity
became much more desired by companies. Phonexia offers a system to verify or identify
remote employees using only voice, as well as allow clients to access applications or private
data only using their voice.

Besides verifying the workers, some industries are in contrary interested in their users.
Banking and financial services are fondly using voice as another layer of client data pro-
tection. Phonexia also allows using voice for a fast authentication during a call without a
need for password, including the fraud detection mechanisms.

Forensics

Phonexia product is actively used in different fields too. The German Federal Criminal
Police uses Phonexia Voice Inspector for forensic analysis of the evidence to determine
whether the audio recordings are forgeries or not. For this purpose, Voice Inspector offers
automatic, language independent voice analysis and comparison. Besides that, a in-built
wave editor as well for appropriate recording editing.
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3.4.3 Provided products
Speech platform

Phonexia Speech Platform is a general software solution to cover Phonexia components
and unite them into one product, customizable for clients needs. The platform itself can be
divided into three components — Speech Engine (the core component that contains all the
speech-related technology, such as voice biometric system or transcription system), Browser
(graphical application to work with Speech Engine and visualize results) and utilities (RLS
— Reporting and Licensing Server).
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Figure 3.4: Phonexia Speech Platform architecture. Image retrieved from [2]

Voice Inspector

Next up is a Phonexia Voice Inspector. Voice Inspector is a specialized tool for forensic
experts and police. The tool aims to be more precise than the general solutions with great
support for voice analysis and recording editing. Besides automatic analysis, the tool also
helps with creating reports for the court.

Voice Verify

Phonexia Voice Verify is a product specialized for use in call centers. The tool comes as
API for integration into existing architecture. It provides technology for enhancing security
alongside with tools to reduce call handling time.

Orbis

Phonexia Orbis is a specialized tool for law enforcement agencies. It is designed for fast
investigation of audio files, visualization of analysis and report creation. In addition to
the voice technologies, the tool includes a smart audio player with speaker highlighting,
network maps for visualizing relations between people and assets and advanced user/case
management system.
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Figure 3.5: Phonexia Inspector interface. Image retrieved from [2]
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Chapter 4

Testing method

Upcoming chapter covers the method for testing the robustness of provided Phonexia system
against deepfake spoofing attack. The proposed method was put together with the idea to
be close to the potential real attack, as is possible today, while still be as close as possible
to the existing standard for testing the biometric systems — ISO/IEC 19795-1:2006 [16],
ISO/IEC 19795-2:2007 [17] and ISO/IEC 30107-3:2017 [18], while incorporating the focus
on deepfakes.

First section of this chapter describes the planning of the test — defining the attacker
model to get the overview of the attacker point of view, setting the goal of the test, deter-
mining the use-case of system under test and summarizing everything into test scenario.
Second section talks about selected dataset for testing. The last section talks about metrics
for evaluating the measured results.

4.1 Planning the test

First phase of any system evaluation is about information gathering and setting the neces-
sary objectives. During the planning phase, I constructed the attacker model, set the goal
of testing, determined the use-case of the target system to test and combining those aspects
into a test scenario.

4.1.1 Defining attacker model

Before any test method drafting, it is important to realize and note, what are the actual
threats to your system. It is necessary to be aware of threats before constructing a real
test scenario. A way of realizing this is creating a threat model — specifically a attacker
model. First part will be about creating a attacker-centric threat model according to
OWASP! guidelines [4]. This model summarises what is the attacker’s motive, means and
opportunity to make an attack on our system. Second part rates the attack according the
metrics proposed by Tekampe et al. [36].

Motive

There are many possibilities to consider when it comes to motive of potential attacker.
Generally, the nature of attacker motive could be seen as a desire for acknowledgment
(mental desire) or desire for valuables (material desire).

Yhttps:/ /owasp.org/
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Transferred to real life examples:

¢ Desire for acknowledgment — by successfully breaking through the system, the attacker
will gain fame in the hacker community

e Desire for valuables — by successfully breaking through the system, the attacker will
either gain access to valuables of the victim or create some damages

In terms of the provided system this thesis works with — Phonexia, the real life ex-
amples depend on the use-case of the system (3.4.2. In the case of using the system as a
identification tool, attacker could trick the system to identify him as a different client and
thus cause damages to the target client reputation or to the company itself by bypassing
the identification step and make them unable to track the client.

As for the case of using the Phonexia system as verification tool, the attacker could trick
the system to verify him as a client or employee and thereby grating access to, for example,
client’s banking account or the company infrastructure (including confidential documents)
the employee works at.

Means

One of the scary sides of deepfake technology is the accessibility and learning curve for
production tools. All the attacker needs is a reasonably fast computer and a deepfake
generator. There is a number of open-source voice deepfake tools with wide community
and documentation. Table 4.1 shows examples of open-source tools available.

Tool name Source

MozillaTTS https://github.com/mozilla/TTS

YourTTS https://github.com/edresson/yourtts

CoquiTTS https://github.com/coqui-ai/TTS
Real-Time-Voice-Cloning | https://github.com/CorentinJ/Real-Time-Voice-Cloning

Table 4.1: Voice deepfake tools

Once the attacker obtains a tool and learns how to create samples, the only thing that
remains is sending the prepared recordings to the biometric system via any phone call
software.

Opportunity

In real life scenarios, the Phonexia system is usually deployed in a environment, where
restricting the access to the system input is not really an option. The products that
integrates Phonexia are build to receive phone calls and redirecting the incoming voice to
the Phonexia Speech Engine for analysis. That means that any attacker can get access
right to the system with just a phone.

The main barrier when it comes to opportunity to make an attack highly differs based
on the use-case of the system. Since for identification bypass, the only thing a attacker
needs is any kind of deepfake. On the other hand, if attacker wants to impersonate another
client, he needs a source of the victims biometric — voice recording.

It is not a big problem to get voice recordings of a large number of people who actively
and carelessly use social networks where they share videos including audio recordings. The
only challenge is to acquire speech long enough for the tools to be able to produce forgeries
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of sufficient quality. That means, that the opportunity for an attack is created by the clients
themselves.

Rating an attack

Second part is dedicated to the description of the attack rating proposed by Tekampe et
al. [36] and evaluating the possible attack on the Phonexia system.

The most important part of the attack rating is the rating table. The table contains
sub-factors and their ratings to identify an attack on the system and its exploits. As
indicated in the table B.1, there is a difference between identification and exploitation. The
main difference, as described in [36] is as follows. Identification refers to the effort required
to discover an attack and demonstrate it in both laboratory and real-world deployments.
Exploitation, on the other hand, is the effort required to successfully execute an attack on
a system according to the analysis and procedure from the identification phase.

Next up is a brief description of sub-factors presented in table B.1 in appendix B:

o Elapsed time — The elapsed time factor expresses the time required to perform an
action. In the identification phase, this factor indicates how time-consuming it is
to identify the attack — that is, to discover, demonstrate and write the necessary
texts to reproduce the results. For the case of a presentation attack (spoofing), this
includes, for example, the time spent searching for the so-called Golden Fake [36].
For the exploitation phase, it means the time needed to reproduce the result of the
identification part in a real environment.

o Expertise — Expertise is a factor that expresses the attacker’s level of ability to perform
a successful attack and general knowledge. The rating proposed in [36]:

Layman — no special experience, knowledge or skills are required, a general edu-
cation is sufficient

Proficient — knowledge of the field (biometrics), knowledge of existing attacks and
possible basic adaptation of procedures for the specific case is required

Expert — specific attack preparations are required and possibly also the attack
know-how itself

Multiple experts — it takes a group of experts from different sectors to attack
o Knowledge of system — The factor expresses the level of system knowledge required for
a successful attack. For example, it can be the product architecture, communication

protocols or data format. The proposed rating according to Tekampe et al. [36] is as
follows:

Public — information about product is publicly available

Restricted — information about product is available only to developers and part-
ners under NDA

Confidential — information about product is not shared outside of the product
company

Critical — information about product is only shared among specific people

o Access to the system / Windows of opportunity — A factor expressing the difficulty
of accessing the system. In the context of identification, this is the difficulty of find-
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ing/purchasing the system for testing and any other equipment needed. For exploita-
tion, it is the difficulty of accessing the deployed system and bypassing any additional
security. The evaluation according to Tekampe et al. [36] is as follows:

Fasy — product is easily accessible and attacker has unlimited number of attempts
to attack

Medium — the product is limited, not accessible to individuals, attacker has lim-
ited number of attempts

Difficult — product is available only for identified users, exploitation requires very
specific settings and often the cooperation of people in the target company

Equipment — This factor expresses the level of equipment needed to attack. According
to Tekampe et al. [36], it includes biometric databases. The proposed rating is as
follows:

Standard — common equipment, no specialized tools needed, easy to obtain or
make

Specialized — expensive tools, hard to obtain, equipment for specialized tasks
Bespoke — equipment with restricted access, very expensive tools
Access to biometric characteristics — The biometric access factor expresses the dif-
ficulty in obtaining biometrics to attack the product. In the case of a presentation

attack, the original is assumed to exist and its acquisition and production of a forgery
are evaluated. The evaluation according to Tekampe et al. [36] is show in Table B.2.

Resistance evaluation — The overall system resilience is calculated by summing the
corresponding values from the B.1 table. The Table B.3 then corresponds to the level.

Next comes the evaluation. Upcoming table shows the values of each factor and the

final score.

Factor Identification | Exploitation
Elapsed time 2 2
Expertise

Knowledge of system

Access to the system

Equipment

Access to biometric characteristics

DO O N O N
N[O O© O OO

Evaluation ‘

Table 4.2: The results of attack rating

The final score is 8, which according to table B.3 means, that the system provides no

resistance to presentation attack using deepfake, assuming that the attack can be successful
(a tool exists to create deepfakes of sufficient quality).

Assumptions made during the evaluation:

o Elapsed time — the tools and quality of deepfake production is not evident, the attacker

needs to try multiple times, which might require up to one month of tools research
and creating recordings of sufficient quality. In the exploitation phase, the attacker
possibly needs more than one day to recreate the attack but no more than a week
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o Expertise — for the identification, a expertise is required to be able to operate and
modify tools. No special expertise is needed for recreating the attack

e Knowledge of system — all documents needed are publicly available online
e Access to the system — access is through phone calls, thus almost unlimited

e Equipment — only basic equipment needed for creating deepfakes and accessing the
system

e Access to biometric characteristics — according to table B.2.

4.1.2 Setting the goal

First step of any systematic testing is declaring, what the goal of this particular testing is.
Usually the tester decides, what aspects of the tested system are the main focus.

The goal of a general testing of system robustness against an attack is to acquire sta-
tistical data on system resistance /vulnerability to a given attack. In the case of this thesis,
the provided system is tested against a presentation attack, described in 3.2.2.

As for this test, I will try to measure the robustness of provided biometric system,
Phonexia Speech Platform 3.4, which will be deployed as solitary system (without the
usual integration into existing products), against different groups of deepfakes with the
main goal of determining the resistance to different methods of creating forgeries.

4.1.3 Determining system use-case

Now, I as a tester, have set the goal and outline of the testing method. Next up is deciding,
which of the possible use-cases of the provided system will be used.

There are plenty of available use-cases, some listed in the section 3.4.2. From a tester’s
perspective, the use-cases are divided into the groups according to the main function of a
system (mode of comparison):

o verification — comparing the input samples and stored templates (voiceprints in the
case of Phonexia) 1:1 — the user declares who he/she is and then presents the proof
in the form of biometric

o identification — comparing the input samples and stored templates (voiceprints in the
case of Phonexia) 1:M — the user does not declare who he/she is and presents the
biometric, the system then tries to identify the user by matching the input sample to
the existing templates in its database

This test will focus on one of those described groups of use-cases — verification. During
the experiments, the Phonexia system will be treated as a solution for companies requiring
clients or employees to verify themselves remotely using voice as a password.

4.1.4 Test scenario

According to standard IEC/ISO 19795-2:2007[17], there are two general approaches to
testing a biometrics system — technology evaluation and scenario evaluation. As described
in 3.3.1, the methodology of technology evaluation focuses on testing the internal forgery
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detection methods, where as the scenario evaluation focuses on testing the system as whole
product. Testing all thinkable aspects is out of scope of one work.

The thesis will look at the biometric system, and whole scenario, from the view of a
potential attacker. Although the complete Phonexia Speech Platform product, as show in
3.4, is deployed specifically for the purpose of this work and available during the process of
testing, the system will be considered a black box [10]. The provided system will be used
as a voice-as-a-password tool, simulating the remote verification for clients.

Since the Phonexia Speech Platform is designed to be integrated into a existing system,
the product itself isn’t structured as a common biometric system. As the main idea behind
Phonexia system is remote identification, verification or analysis of audio recordings, the
system does not come with any sensors (microphone) — the main input is either audio file
or audio stream. This aspect reflects into the data selection discussed later in 4.2.

As suggested in [10], the general evaluation protocol for black box testing of a biometric
system can be divided into two phases:

« sample collection — in the context of this work, this is the phase of obtaining a suitable
dataset

e cross-comparison — phase of presenting the samples to the system and collecting the
result

Banking remote
access system

Audio file/stream

Phonexia

e =

- \
e A\

Score” . Existing infrastructure &
g Call automata

Audio file
FI00S

Tester

Figure 4.1: Logical architecture scheme

4.2 Dataset

Coming next is the section about sample collection phase. First discussed will be the
data properties — the frequently mentioned ones as well as the ones potentially important.
Followed by a description of collected data from publicly accessible datasets, listed in 2.4,
and reasoning behind the choice.

4.2.1 Data properties

IEC/ISO 19795 [17] describes the process of data/samples collection vaguely. For the case
of real-world scenario system evaluation, the data collection process is summarized as hiring

27



as many test subjects (people) as possible. This approach gives developers the idea whether
there is a problem with their product or not.

What this work aims to achieve is to not only test the provided system, but to also try
to specify, what may have caused such behavior in terms of deepfake variety. No standard
or studies have been found to consider test subject characteristics or characteristics of
spoofs creation. Such data properties could have indirect impact on the biometric system
performance. Data properties to consider could be as follows:

o language — for the sake of testing the impact of language on the biometric system’s
detection

o sex — evaluation of the impact of sex of the subject (possible impact on the deepfake
generation as well)

o recording environment — usually studio or any real-world scenario (original samples
collected from social media)

o audio quality — potentially high impact on the results, this property refers to audio
noise caused by either capture device quality or adding artificial noise for the sake of
capture device simulation

o deepfake quality — currently a widely discussed topic in the deepfake security com-
munity, the deepfake quality still isn’t measurable at the time, although progress is
pushing through in the more popular area of face deepfakes [I]

My work will focus on the deepfake aspects. Deepfake quality, as suggested in the
overview, is currently a scientific topic with no exact results. As for this work, I will not
rate the deepfake quality but rather differentiate between the different deepfake methods
of creation and consider them to generate constant level of quality samples.

4.2.2 Selected data

As specified in the assignment, the deepfake datasets available online must be used to test
the provided product. Some of the currently available deepfake datasets are listed and are
briefly described in the section 2.4. Here the thesis focuses on the selection of a dataset,
specific data and their properties according to the suggested scenario.

In addition to the mentioned properties of the data, the number of samples used to
perform the test must also be considered. Neither standards nor studies on this topic give a
specific number needed. The general recommendations as given in [17] encourage as many
test subjects as possible. The number of samples does not matter to the testing itself, but
rather to the interpretation of measured results and their relevance.

Given the available information on datasets and their availability, this work will use the
aforementioned ASVspoof2019 dataset for its variability in data quality (i.e., the division
into the two categories of LA and PA as outlined in 2.4) and natural fitness for demonstrative
testing.

The ASVspoof2019 dataset consists of two sections — PA and LA. As already described
in 2.4, those stand for Physical Access and Logical Access. In the Figure 4.1 we can see the
logical architecture of tested system. Considering that the only available part to test is the
Phonexia subsystem, only the LA part of dataset will be used for testing. PA part would
be usable too, but since the goal is to test the difference among the deepfakes methods,
not the audio quality, and looking at the fact that the infrastructures preceding Phonexia
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subsystem could often contain noise filtering as well, by eliminating the additional noise
from data I'll ensure more consistent results.

4.3 Evaluation

The following section addresses the measurement phase. The primary focus of this section
is on describing the commonly used metrics according to the standard for evaluating the
robustness of biometric systems, as well as describing the metric used to evaluate deepfake
detection methods as a way to evaluate robustness according to each method of creation as
suggested in the 4.1.2 section.

4.3.1 Metrics

Common metrics for measuring the performance of a biometric verification system can be
sorted into essential and less important /irrelevant from a perspective of this thesis. The
first category discussed is irrelevant metrics. There are two metrics in total — FTE (Failure
to enroll) and FTA (Failure to acquire).

FTE is a metric indicating the ability of the system to enroll a new entity without
error. This characteristic is irrelevant from the perspective of an attacker on a system seen
only as a black box. In the scenario tested, i.e., applying a presentation attack with the
goal of deceiving the system into verifying attacker as a target client, the attacker does not
encounter the registration phase, as he impersonates already successfully registered users.

The second irrelevant metric is FTA, which indicates the ability of the system to suc-
cessfully sample a subject. This metric is unmeasurable in this scenario due to the nature of
the architecture used (the registration samples would most likely be prepared for Phonexia
by the existing infrastructure of a company) and the principle of test execution, as indi-
vidual samples are not taken as part of the test, but only mined from previously taken
datasets. Therefore, in principle, it is not possible to consider faults in the sensors or any
other component of the sample collection module.

The second category is important routine metrics. These are the FAR (False accept
rate) and the associated FRR (False reject rate). Their general relationship can be ex-
pressed as FAR = 1 — FRR. The metrics express the proportion in which the system
incorrectly accepts fraudulent acceptance attempts (FAR) or the proportion in which the
system incorrectly rejects legitimate acceptance attempts (FRR).

The FAR and FRR metrics are often confused with their counterparts FMR (Fulse
match rate) and FNMR (False non-match rate). However, the slight difference between
them is relevant to this paper. The main difference is in the relation of these metrics to the
previous ones. While FMR shows purely the decision outcome of the system, in FAR the
FTA metric is also included. Since, as described, FTA is not relevant for this work, only
the FMR and FNMR metrics will be considered subsequently. As part of the evaluation,
these metrics will be displayed using ROC/DET curves. It is worth mentioning, that the
FMR/FNMR metrics are commonly used in the technology evaluation, rather then scenario
evaluation. But again, from the point of view of the architecture of a tested system, the
data shown later in this work are based on these metrics.

The last mentioned metrics in 3.3.4 are APCER (Attack presentation clasification error
rate) and BPCER (Bona fide presentation error rate). These metrics are presented in stan-
dard ISO/IEC 30107-3:2017 [18] for representing the ratio of presentation attack detection.
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These metrics are unusable due to the black-box testing. These metrics required direct
output from PAD systems (Presentation attack detection).

As stated earlier, in addition to the standard metrics for measuring the robustness
of biometric verification systems, this thesis will also present other metric. This will be
metric used in describing the performance of deepfake detection methods — the AUC (Area
uder curve) [21], sometimes also called AUROC (Area under ROC) [42]. As the name
suggests, the metric gives the percentage area under the curve. It is a simplified evaluation
of ROC/DET curve plots. AUC is mostly used as a simplified representation of ROC curves
that allows rating the system performance base on single number.

¢ ——)  AUC = 0.9818

0.0 Demonstration (AUC = 0.98)

0.0 0.2 0.4 06 0.8 1.0
False Positive Rate

Figure 4.2: ROC vs. AUC

In addition to these general metrics, other metric is introduced in this thesis to discover
the properties of the input data that could significantly affect the decision making results
of the verification system.

The metric is AUC vs deepfake type. This metric is inspired by custom metrics proposed
for evaluating the detection method in [22]. AUC vs deepfake type is a metric expressing the
relationship between AUC and the audio deepfake type. As suggested in 4.2, the importance
of this metric lies in differentiating between methods of creating the deepfakes and their
impact on deepfake strength against the Phonexia system.

The main benefit of this metric is splitting the ROC curve into smaller, more specific
ones. In case of only one ROC curve for all methods of creating deepfakes, some potentially
very strong methods could remain hidden while posing a threat to the system.
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Chapter 5

Conducting the tests

This chapter describes the experiment based on the previous design.The first section briefly
describes the environment of the experiment. Next, the work describes the features and
functions of the Phonexia system, including the procedure for using the described functions
during testing. Then, the details of the experiments are described — how the experiments
fulfill the designed scenario, how the data from the selected dataset was used, and what
the measured values look like. The second to last section is the evaluation of the measured
data. The last section is dedicated to a brief discussion of possible improvements to the
system based on the results.

5.1 Environment

The first section is a description of the environment and deployment of the tested system.
The deployment of the Phonexia Speech Platform system is typically in the hands of clients
in a real-world environment. They receive a license and integrate the delivered system into
their existing infrastructures. The Phonexia system itself therefore does not have a precise
deployment and usage procedure.

The delivered system was therefore deployed as a stand-alone product in a virtual ma-
chine without any surrounding infrastructure. The system can be interacted with either
via a graphical browser (when connected via remote desktop — not usable for automated
testing) or via a REST API.

As already mentioned, the system was deployed as a stand-alone product, i.e. without
a surrounding application that would process the output scores and that would also supply
input samples (since Phonexia is a software product and therefore does not come with
sensors). The logical scheme of the deployed system is illustrated in Figure 5.1.

5.2 Phonexia Speech Engine

The following section describes the relevant properties of the system. In particular, the
focus is on the input data requirements for the proper functioning of the system. Next, the
system’s REST API, the system functions used and the procedure for using them during
testing are described.
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Figure 5.1: Logical scheme of the test environment

5.2.1 System properties

The first feature of the system is a logging of the transactions. According to standards,
it is required keep information about the transactions made. If the system does not store
it in its own database, it needs to be recorded manually. Phonexia does not have this
capability, so transactions need to be logged by testing script. Sufficient information will
be kept during testing to reproduce the tests.

Another property is, again according to the standards, the logging of results. As with
transactions, results need to be stored for each attempt. Phonexia does store the results of
individual queries, but only in a temporary cache that is set up for asynchronous requests.
Thus, during testing, results will be recorded continuously alongside transactions.

As for the results themselves, Phonexia Speech Engine returns a score as a result of
the comparison. This score is the log-likelihood ratio. Which means that it is theoretically
possible to get values from —oco to 4+oc0. In real use, however, this is typically a range of
approximately —30 to +30. The system is calibrated to a base value of 0, which should mark
an imaginary threshold, but in practice it is often necessary to shift this value according to
the data being used.

Another important property of biometric systems is the updating of user templates.
Systems that support this feature update the template after each sample is accepted ac-
cording to the input data received. However, Phonexia does not support this functionality.
Saved templates are unchanged regardless of the test result.

The last, and probably most important part, is the system’s input data requirements.
Typically, biometric systems will check important properties of the data when taking a
sample and based on these, accept the sample as valid or reject it with a Failure to Acquire
error. Phonexia, although it has specified requirements, does not check these properties.
It leaves the checking process to the assumed surrounding application. It is therefore
important to ensure these properties during testing.

The first such property is audio quality. In real traffic, it is common to receive data
with excessive noise, which prevents reliable user authentication. And although Phonexia
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provides an audio checking tool for this purpose, its use in the proposed scenario and with
regard to the data used is not necessary, as part of the dataset used contains recordings
without significant quality degradation. However, if Phonexia receives a sample with poor
audio quality, it will give it a low score indicating non-acceptance.

Besides audio quality, Phonexia Speech Engine also requires a certain minimal length
of speech in the proposed samples. Based on information provided directly by Phonexia
developer team, a minimum of speech required for enrollment of new user is 20 seconds (for
the use-case of verification system). As for the verification itself — 3-5 seconds of speech is
enough.

5.2.2 REST API

Functions provided via Phonexia Speech Engine REST API are divided into the areas of
system technologies. First are are basic operations — authentication and file manipulation.
Second are the function specific for Speaker Identification — a technology to identify (verify)
a user in provided recording. At the end, there is a description of how the functions are
used during the test.

Basic operations

Login operation. Used for user authentication to Phonexia Speech Platform. After success-
ful login using username and password, session ID is returned. The session ID is required
by other requests (header parameter X-SessionID).

Login (POST):
/login

Headers:
Authorization: Basic *username:password encoded in base64x*

Audio-file upload operation. Used for uploading an audio recording into the directory spec-
ified by FILE_PATH of logged user. After successful upload the audio recording information
is returned.

Upload audio-file (POST):
/audiofile?path=/

Headers:

X-SessionID: Session ID returned by /login
Body:

Audio-file (Only for upload)

Audio-file delete operation. Used for deleting an audio recording from the directory specified
by FILE_PATH of logged user.

Delete audio-file (DELETE):
/audiofile?path=/*FILE_PATHx*

Headers:
X-SessionID: Session ID returned by /login
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Speaker Identification

Create new speaker model operation. Used for creating new empty speaker model. Speaker
model name is specified by SM_NAME. Speaker model stands for user profile that is used for
identification/verification.

Create speaker model (POST):
/technologies/speakerid4/speakermodels/*SM_NAMEx

Headers:
X-SessionID: Session ID returned by /login

Delete speaker model operation. Used for deleting speaker model including all audio-files
uploaded into this specific speaker model. Speaker model name is specified by SM_NAME.

Delete speaker model (DELETE):
/technologies/speakerid4/speakermodels/*SM_NAMEx

Headers:
X-SessionID: Session ID returned by /login

Audio-file upload operation. Used for uploading an audio recording into the directory
specified by FILE_PATH of speaker model specified by SM_NAME. After successful upload the
audio recording information is returned.

Upload audio-file into speaker model (POST):
/technologies/speakerid4/speakermodels/*SM_NAME*/audiofile?path=/

Headers:

X-SessionID: Session ID returned by /login
Body:

Audio-file (Only for upload)

Audio-file delete operation. Used for deleting an audio recording from the directory specified
by FILE_PATH of speaker model specified by SM_NAME.

Delete audio-file from speaker model (DELETE):
/technologies/speakerid4/speakermodels/*SM_NAME*/audiofile?path=/

Headers:
X-SessionID: Session ID returned by /login

Prepare speaker model operation. Used for creating voice-print of speaker model speci-
fied by SM_NAME (biometric template) thus preparing said speaker model to be used for
identification by using pre-trained model specified by MODEL.

Prepare speaker model (PUT):
/technologies/speakerid4/speakermodels/*SM_NAMEx*/prepare?model=*MODEL*

Headers:
X-SessionID: Session ID returned by /login
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Identify speaker operation. Used for identifying/verifying speaker specified by his/her
speaker model name SM_NAME in uploaded audio recording specified by FILE_PATH using
pre-trained model specified by MODEL. After successful comparison of the voice-prints a
score of comparison is returned.

Identify speaker (GET):
/technologies/speakerid4?path=/*FILE_PATH*&
speaker_model=*SM_NAMEx*&model=*MODEL*

Headers:
X-SessionID: Session ID returned by /login
Complete procedure

As for a complete procedure — I followed the suggested examples of using the system by
Phonexia documentation [5]. For the purpose of testing I used provided pre-trained model
XL4. The complete procedure is as follows:

1. Login — Using /login to authenticate
2. Create speaker model — Creating new empty speaker model

3. Upload recordings into speaker model — Uploading bona fide samples into the created
model

4. Prepare speaker model — Preparing model for comparison
5. Upload recording to analyse — Uploading spoofed sample

6. Speaker identification — Comparing the voice-prints of speaker model and spoofed
recording

7. Cleanup — Removing audio recording and speaker model

Depending on the number of tested samples, the steps 5-6(7) were repeated. For multiple
sample tests the procedure was to upload new spoofed sample, compared it to the existing
speaker model, remove the spoof and repeat. After testing all spoofs for specific speaker,
the speaker model was remove as well.

5.3 Experiments

Upcoming section discusses three areas of conducting the experiment. First discussed area
is scenario fulfilment — a brief description of how the system was used to fulfil the proposed
scenario. Second is the part about how the data was used to satisfy system requirements.
And at last there is a part about the results of testing and logged information format.

5.3.1 Scenario fulfilment

reference k bodim v scenario v kapitole 4 nadhodit dataset - LA pro logic access jako je
popsano v ASVspoofl9 paperu pouziti fci systému tak, aby Slo o verifikaci

Based on the proposed scenario in 4.1.4, the system was as a verification tool. The
complete procedure of testing is:
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Figure 5.2: The test process workflow

1. Load the dataset information and extract the useful data

2. For each speaker in dataset, do following:
Pre-process samples
Get bona fide samples and enroll new speaker into the system

Try to verify as said speaker using bona fide samples that belongs to the speaker
(exclusive to the samples used for enrollment), using bona fide samples that does not
belong to the speaker and spoofs of the speaker

Clean up — remove files from the target system and remove speaker model

This procedure is simulating the existence of register user and the attacker’s attempts
to verify as the specific user.

5.3.2 Data usage

Next part is about using the dataset. As mentioned in 5.2.1, the Phonexia Speech En-
gine has strict requirements for input data for the use-case of voice verification system.
The dataset used in this work (ASVspoof2019) however does not fulfil the required data
properties.

The average length of a bona fide recording in used dataset is 2.59s and 3.79s for spoofed
ones. To ensure the required speech length, considering the speech is approximately % of
the audio length, I was compelled to concatenate the samples into a longer recordings. All
used samples were concatenated into one of five utterances.

For enrollment, the required length is set to 20s of speech. In total, I used all available
bona fide recordings for each speaker, divided them into two groups of the same size — one
for enrollment and one for testing.

For testing, the required length is set to 3 — 5s minimum. Again, to ensure the system
functionality I concatenated the spoofs into one of five utterances with the regard to the
method of creation. On top of spoofs and bona fide samples that belongs to the speaker
(exclusive to the samples used for enrollment) I also added bona fide samples that does not
belong to the speaker to find out the real scores for true reject.

Complete list of systems used for testing is shown in Table 5.1.
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System ID | Description

A01 TTS system with WaveNet waveform generator

A02 TTS similar to A0l with WORLD vocoder instead of WaveNet
A03 TTS similar to A02. Can be built from scratch by TTS toolkit Merlin'
A07 TTS similar to A03 with GAN-based post-filter to mask artifacts
A08 TTS similar to A0l with faster waveform generator

A09 TTS system made for real-time mobile device synthesis

A10 TTS system based on Tacotron 2 reportedly with high naturalness
All Same as A10 except for Griffin-Lim algorithm waveform generator
Al12 TTS based on AR WaveNet

A13 Combined neural VC with TTS

Al5 Combined VC with TTS with WaveNet vocoders

Al17 neural VC system

Table 5.1: Methods of creating the deepfakes in used dataset and brief description retrieved
from [40]

5.3.3 Results

The results of the attempts were logged throughout the testing process. The recorded
information is sorted by individual speakers. For each speaker part of log, the information
is divided into two sections — information about file concatenation and section about the
attempts.

Each line for the concatenation section is in following format:

==>TARGET_FILE_PATH: [LIST_OF_SOURCE_FILES]

TARGET_FILE_PATH - Path to the concatenated file
LIST_OF_SOURCE_FILES - comma separated list of concatenated files

Fach line for the attempts section is in following format:

HASH: SPEAKERID FILENAME FILEPATH CHANNEL [SCORE]

HASH - unique hash
SPEAKERID - dataset specific ID for speakers (also used as speaker
model name)
FILENAME - SYSTEMID_FILENUM_LENGTH_TYPE
SYSTEMID - deepfake method ID (dataset specific)
FILENUM - file sequence number in the context of testing script
LENGTH - the total audio length
TYPE - bonafide/spoof
FILEPATH - path to the file
CHANNEL - channel of audio used for comparison (in this case always 0)
SCORE - final comparison score
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5.4 FEvaluation

The penultimate section presents the measured results in the form of proposed metrics.
It demonstrates the difference between using standard metrics versus custom metrics and
what benefits it brings.

5.4.1 Metrics

The first step was to evaluate the robustness of the system to deepfakes using common
metrics. This evaluation is shown by the ROC curve in Figure 5.3. This is a representation
of the TPR versus FPR ratio as described in 3.3.4. As can be seen in the curve, the system
appears to be very robust to the deepfakes dataset used.

The required level of robustness can normally vary by company and its target clientele
and the intended use-cases of the system. For example, companies with products designed
for employee verification that have access to highly sensitive data have high requirements
for the AUC of their system. Even for these, however, a measured AUC = 0.99 may seem
fully sufficient.

However, the next sequence of graphs 5.4.1 reveals the importance of focusing on indi-
vidual deepfake generation methods. This is because in practice, an attacker will typically
not try all methods for generating deepfakes, but will only select the best ones that have
the highest chance of success. In this case, the system with identifier A10 could likely be
the one in question. This, as can be seen in the curve and in the AUC table 5.2, has much
more alarming results. For companies developing authentication systems for use in critical
sectors, an AUC of 0.91 may already indicate the need for improved detection.

System ID | AUC | Evaluation
A01 1.0 OK
A02 1.0 OK
A03 1.0 OK
A07 0.99 | OK
A08 1.0 OK
A09 1.0 OK
A10 0.91 ?
All 0.99 | OK
Al12 0.99 | OK
A13 1.0 OK
Al5 1.0 OK
Al7 1.0 OK

Table 5.2: AUC vs. deepfake generation system 1D
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Figure 5.3: ROC curve of the system’s performnace

Upcoming are the ROC curves for systems listed in 5.2. Same curve represents the A01,
A02, A03, A07, AO8, A09, A13, A17. At last there is a distribution graph 5.4 to display
the overlap for systems A — bona fide attempts to the corresponding speaker, R — bona fide
attempts to the non-corresponding speaker and A10 — the system with best performance
in terms of breaching the system.
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Figure 5.4: Results distribution graph

5.5 Improvements discussion

The last part is a short discussion on possible improvements to the system. The tested
system shows generally high signs of robustness to the dataset used. However, it should be

10

highlighted that for demonstration purposes a now older dataset was used.

Despite the relative outdatedness of the forgery generation methods, a system has been
discovered that shows a higher success rate in breaching system protection.

Zhttps:/ /scikit-learn.org /stable/auto_examples/model _selection/plot_ roc.html
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assumed that there will be more and more methods that are unsafe for the system as new
methods continue to emerge.

For this reason, it is advisable to plan a scalable solution for detecting ever new types
of deepfakes. The constant re-training of models can be a time-consuming and costly
operation.

A possible solution could be a system of smaller detectors trained against a specific
group of counterfeit creation methods. With the arrival of new deepfake creation methods,
this would only require a smaller model to be retrained or created.
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Chapter 6

Methodology

Upcoming chapter discusses the summary of previous steps into a general methodology.
Goal of this step is to propose a repeatable procedure to follow during testing a biometric
system against spoofing attack using deepfakes. As seen in Figure 6.1, the methodology
has five main parts. Each of these parts will have it’s own section.

Starting with planning phase — this section talks about planning the testing and what
to consider during this step. Main areas discussed are identifying the system properties,
defining the attacker model and system use-cases, determining the goal of testing and the
summary into testing scenario.

Second section talks about dataset — the pros and cons of using the online available
datasets or building your own. This section also talks about the properties of data and
what to be cautious about.

Third section is about executing conducting the test — talking mainly about the envi-
ronment and proper test behaviour.

Fourth and fifth sections are about the evaluation and interpretation. These sections
discuss the metrics, data evaluation and the relevance of results.

Planning

Dataset

Methodology

Interpretation

Execution

Evaluation

Figure 6.1: Methodology brief map

43



6.1 Planning phase

This section summarizes the main actions to take during planning the testing process. First
part talks about identifying the system properties — logging the transactions, logging the
results, system feedback, template updating and required input properties.

Second part talks about defining the system use-cases and the impact of system use-case
on the testing process.

Third part is about the attacker model, the reason behind modeling and general prac-
tices. This section will tak mostly about the OWASP threat modeling [4] approach.

Fourth part discusses the goal of testing — why and when to set any goal and what
impact does the goal have on further testing steps.

The last part deals with constructing a complete testing scenario using information from
previous parts.

6.1.1 Identifying system properties

Upcoming part discusses important properties of the target of evaluation. Those properties
come mainly from existing standards. At last there is a mention about the required system
input as some biometric systems may require specific input properties that need to be
addressed later (in the connection to dataset used).

Logging transactions

One of the standard-based parameters is logging the transactions. Every transaction made
has to be logged to be able to trace and reproduce every step of the test. There are
essentially two ways of logging the transactions:

o Automatic — the system itself keeps information about processed transactions either
in database or in temporary cache. In case of caching the transactions, the tester
needs to save them before the caches are cleared.

e Manual — the transactions are logged manually by the tester. In this case the tester
must note all the relevant information (test subject, input data, ...).

Logging the results

Very similar to logging the transactions is logging the actual results of the tests. Every
result must be logged either by system or by tester himself. Naturaly, every result must be
logged to achieve realistic metrics. Again, there are two ways of looking at the logging of
results:

e Automatic — the system itself keeps results either in database or in temporary cache.
In case of caching the results, the tester needs to save them before the caches are
cleared.

e Manual — the results are returned by system and need to be logged manually by the
tester.
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System feedback

The next property to be aware of is system feedback and how does to system communicate.
This is an important information for the metrics selection and customization. There are
two major options of system feedback:

e Score — the target of evaluation returns a number representing the score of sample
evaluation. The score is usually either on a scale of 0 to 1 or -0o to oo . The score
typically requires either evaluating the results in a form of ROC/DET curves or setting
a threshold(s) (more about setting a provisional threshold in 6.1.4.

o Accept/Reject — the target of evaluation returns predefined values symbolising either
accepting or rejecting the input. Some systems also support the third state — some-
thing between accept and reject for when the matching algorithm is not sure. As for
evaluation, existing thresholds allows tester to focus on metrics requiring accept /reject
output (FAR, FRR, FMR, FNMR, ...).

Template updating

Template updating is a technique of continuous adaptation of user templates stored in
the database based on the accepted attempts. Template updating is used to keep user
templates up to date in case of dynamic biometrics that tend to change in time (signature,
voice, thermogram, ...).

Template updating can e either manual — the staff manually adds new user samples to
the system let it recompute the saved template, or automatic — the template is periodically
updated with sampled input data that were accepted by the system. The nature of this
approach makes testing the system’s performance much more complex task 6.2, since order
of data could reflect into the results.

Template update
evaluation
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Figure 6.2: Template updating evaluation summary. Image retrieved from [15].
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Required input properties

At last, the required input properties of a biometric system. This is a aspect that mostly
affects the dataset selection phase. The required input data properties are dependent on
the biometric the system is built to observe. Because this thesis is focused on deepfakes
and deepfakes are mostly audio/video, I will only describe the potential properties of those
two data formats.

o Audio/Video quality — audio/video quality could sometimes cause interesting results,
when it comes to system robustness. Noisy audio recording or audio files with low
sampling frequency could be rejected by the biometric system as too noisy to be
evaluated. Same goes for low-quality /noisy video of videos with low resolution. For
this reason, it is necessary to consider this factor when gathering the data or selecting
the appropriate dataset.

o Audio/Speech/Video length — audio/speech length is a important aspect when it
comes to performance. Voice biometric systems typically have a strict minimum of
speech needed to enroll new user or to verify/identify a voice recording. Any shorter
recording could be either rejected or evaluated as non-match. Again, same goes for
video length.

o Speech/Video properties — other properties of the audio itself or the speaker. These
are, for example, the language, sex of the speaker or age. Other features are highly
dependent on the data acquisition phase, as existing datasets mostly do not list these
features. Video properties to consider are the background of the subject or environ-
ment features.

6.1.2 Defining system use-cases

The next part discusses the system use-case selection. This part highly depends on the goal
of testing. In case of technology testing, the use-case is irrelevant. But on the other hand,
in case of scenario testing, the use-case of system could, and probably would, have impact
on the data selection, test execution and even evaluation.

As mentioned in 4.1.3, for scenario testing the use-cases are divided into the groups
according to the main function of a system (mode of comparison):

« verification — comparing the input samples and stored templates 1:1 — the user declares
who he/she is and then presents the proof in the form of biometric

o identification — comparing the input samples and stored templates 1:M — the user does
not declare who he/she is and presents the biometric, the system then tries to identify
the user by matching the input sample to the existing templates in its database

The difference between them, in terms of dataset, is the data corpus layout. The idea
of verification testing is to get verified as target user using the spoofed samples. But in
case of identification, there could be two different goals — either to get identified as someone
different or don’t get identified at all. And this exact goal needs to affect the used dataset in
a way, that the data spoof samples are in overlap with the registered users (always true for
verification, as well as for attempting to be identified as target user) or the spoofs originates
from unregistered users (avoiding identification).
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A separate section belongs to the analysis systems. Even though this work didn’t con-
sider this general use-case, it is assumed to be similar to identification /verification testing.

The last mentioned case is the usage as integrated part of other products. This requires
deep understanding of the outer system and all of it’s parts that comes in touch with
input biometric data. Any of these systems can preprocess the data, which needs to be
remembered especially during the data acquisition.

6.1.3 Defining the attacker model

The attacker model is a way of better understanding the situation and existing threats to the
target of evaluation. In general, there are multiple ways of evaluating the attacker/threat
model. I this work, I decided to focus on two of these — OWASP Attacker model and attack
rating (as proposed in [36]). First technique is structured into three sections:

e Motive — identifying the possibly motives of the attacker. What could possibly mo-
tivate the attacker to set the system as a target? What valuables does the system
guard? What would be the benefits of breaking into the guarded product?

o Means — what would be the tools needed to attack the system. Is it hard to acquire
the tools? How much they cost?

e Opportunity — what opportunities does the attacker have to attack the system. Is
the system publicly available? Is any necessary data publicly available? Is there a
supervision over the system sensors?

The other mentioned technique is rating the attack and evaluating the system’s resis-
tance. During the process, multiple factors are rated according to tables and then summa-
rized into the overall system score. The detailed procedure is described in 4.1.1.

6.1.4 Determining the goal

As for setting the goal of testing, there are no specifics to be said. Setting of the main goal
is primarily done for a simple introduction to the issue, setting a definitive objective and a
strategy to achieve this.

Thresholds

In some cases, the goal of the test can require a very specific scenario of using the system.
Especially in the event of testing a deployed product that is already integrated into a
existing infrastructure. During such evaluation, concrete values of the system’s thresholds
need to be specified and later used for computing the metrics.

The companies could sometimes have a set of recommended threshold values, however,
these often tend to be bound to a particular dataset. When testing the system using
different data with predefined thresholds, the results could be misleading. In case of testing
system with no specific thresholds set, I would recommend evaluating the system using just
ROC/DET curves, as they capture the whole system’s characteristic.

6.1.5 Defining the testing scenario

The last step of the planning phase is to summarize the previous information into a coherent
test scenario. According to ISO/IEC 19795-2:2007 [17], a test scenario can be formulated
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in two ways: technology testing or scenario testing. Each approach brings with it certain
aspects of the test flow. These recommended features are briefly summarised in the table

6.1.

Technology Scenario

Target of evaluation Biometric component | Biometric system
(algorithm)

Goal Algorithm perfor- | System  performance

mance evaluation

evaluation (with simu-
lated application)

Fundamental truth

Known association be-
tween source of data
and samples

Known association be-
tween system decisions
and sources of pre-
sented samples

Subject behaviour Unusable Directed

Real-time feedback No Yes

Repeatability Yes Partially (depends on
data)

Environment oversight Directed Directed /Recorded

Interaction logging Unusable Recorded

Report with typical results Relative robustness of | Relative robustness of

components system

Typical metrics Most error rates Predicted end de-

vice throughput,

FAR/FRR, FTA, FTE

Limitations

Suitable database

System deployment

Human subjects

Recorded

Live participation

Table 6.1: Technology vs Scenario summary

6.2 Dataset

The upcoming section discusses the most important part of the methodology for testing
authentication biometric systems against deepfakes — the choice of datasets to use. The
section covers both the use of existing datasets and the collection and use of custom datasets.

6.2.1 Using the existing datasets

When using publicly available online datasets, several considerations must be taken into
account. The first, obvious, consideration is the composition of the dataset. It is not un-
common for the available datasets to consist of original (genuine) recordings, fakes created
using deepfake technologies, as well as conventional methods. In these cases, it is necessary
to have sufficient information about the dataset to distinguish between these parts, primar-
ily the deepfake and conventional forgeries, especially when testing the system specifically
against deepfake attacks. In the case of general system robustness testing, there is no need
to record this distribution.

As with the distribution of genuine data and fakes, other aspects of the dataset must
be considered according to the stated testing objective. In the case of monitoring other
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characteristics, for example to test the robustness of different components or system func-
tionalities, attention should be paid to the information provided about these characteristics.
As outlined earlier in chapter 4.2, these characteristics are for example speech language, gen-
der of subjects or age. The inclusion of this information is not common in public datasets,
so it is necessary to verify this information before choosing a dataset.

Another very often mentioned data property is quality. More specifically, given the topic
of this thesis, I am talking about audio quality. Audio quality is a very popular aspect of
dataset creators. Commonly available datasets containing deepfake forgeries often include,
in addition to clean audio samples, ones intentionally tainted either by artificial noise (added
to existing samples from noise recording databases) or artificially caused, for example, by
playing back samples using low-quality playback and recording equipment. Some biometric
systems may be sensitive to the audio quality of the samples, so it is necessary to take
this into account and either separate the samples during testing or note this fact during
evaluation. However, sometimes this feature is desirable, for example for testing system
filters or components that evaluate the quality of the input audio prior to the actual sample
matching process. Again, it all depends on the stated testing objective.

The last thing that must be taken into account not only when selecting a dataset for
testing, but also subsequently when interpreting the results is the target clientele of the
tested system and its differences from the selected dataset. When using the available
resources, it is typically not possible to select a perfect test suite in this regard. It will
always differ from the target in some areas. Therefore, it is necessary to select, if possible,
datasets that will not differ significantly in important, observed aspects and, on the contrary,
unmeasured properties can be neglected. Nevertheless, it is important to be aware of this
fact and to note it when interpreting the results.

Type Name
Voice | ASVspoofFAD, , SV2TTS, WaveFake, SYNSPEECHDDB, FoR, FMFCC-A
Face FakeAVCeleb, Celeb-DF, KoDF, DFDC, DeepFake MNIST-+

Table 6.2: Existing datasets examples for voice and face deepfakes

6.2.2 Creating your own dataset

Collecting and creating custom datasets comes with many challenges. As this thesis focuses
on the use of online available datasets and not on creating your own, the following section
is just a brief overview of ideas and recommendations for data collection. The creation of
custom datasets is addressed in other works.

Samples collection

The first step in collecting your own data is to determine the characteristics of your subject
group. Given the available options, it is possible to customize the group of people according
to the expected client base. As indicated earlier, in this regard we have the possibility to
focus on important characteristics such as language, age, gender, as well as other aspects
of the intended use of the system.

We can also include here the desired characteristics of the input data of the product
under test — for example, the length of the recordings. At the same time, we have full
control over the total length of the audio or the total amount of speech in each recording.
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Another advantage is the precise control over data quality. We can include clearly de-
fined scenarios of system operation in noisy environments and reflect this in the test dataset.
We can also test system use-cases where users can also register from noisy environments —
i.e., include a set of noisy genuine samples.

The quality of the audio is linked to the quality of the deepfake spoofs. As has been
mentioned several times, the quality of deepfake fakes is a current subject of study and there
is not yet a precise procedure to determine it. However, we can assume that it is possible
to create deepfakes of different qualities that will affect the decision making of the system
(as shown by the results of the testing of the delivered system in this work). Therefore,
it is always advisable when creating or maintaining a dataset to seek out and study the
latest techniques for creating deepfakes and, if possible, include them in the methods used
to generate deepfakes.

Once the previously mentioned characteristics are decided, it’s time for the actual data
collection. There are few approaches to it. First thing to consider is whether to use real
human subjects to collect desired dataset, or collect data samples on the public social sites,
for example on YouTube' according to the terms of use.

This way, the approach to collection of data can be divided by method of creating the
data:

e Real collection — fixed scenario of data collection using real human subjects.
o Using existing samples — variable (unsupervised) scenario of creating the samples.

Last thing to consider is the amount of data to collect. In general, the standards are
very vague in terms of the amount of test samples in corpus — advice is to get as many
as possible. Strictly speaking, the number of data samples does not matter in terms of
conducting the test itself, but rather it affects the results relevance. For this purpose of
statistical prove of relevance, there are two rules to follow when acquiring data — Rule of
3 and Rule of 30. Rule of 3 is about the smallest error rate while Rule of 30 is about the
amount of data. Both of these rules are described in 6.5.

Forgeries synthesis

After collection of the genuine data corpus is done, it is time for synthesis of the forgeries
part of arising dataset. There are numerous methods of creating a voice deepfake. As this
work does not focus on creating the deepfake forgeries, but rather using them, I will not
specify any of there. On this regard, there are other works that specializes in this field [14].

The important question is, how many of the deepfakes to synthesize? I have no definitive
answer to this. A common ratio of bonafide samples and spoofs is around 1:10. But, in
terms of separate sources of forgeries (a.k.a. the methods of generating deepfakes) I would
suggest 1:1 bonafide to spoofs ratio.

6.3 Testing process

The next step after finishing up the planning of the test and selecting appropriate dataset
is conducting the test. The process of conducting the test isn’t very special and thus there
are no steps or rules to follow. Depending on previous decisions and gathered information,
however, there are some recommendations.

Yhttps:/ /www.youtube.com/
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The testing process highly depends on the proposed testing scenario. But, both in
case of testing the technology or testing the system, we need means of communication
with the target of evaluation — a tool that ensures constant environment conditions and
meets the requirements set in part about identifying system properties 6.1.1 of planning
phase. Besides that, I would recommend implementing logging features to the testing tools
regardless of the tested system properties.

6.4 FEvaluation

After testing the system, we have records of individual transactions and system evaluation
results. Now we just need to convert the measured results into metrics for evaluating the
biometric system.

Again, the measurement metrics depend on the planned scenario. If only the technol-
ogy is measured, i.e. the algorithm, standard FMR/FNMR metrics can be used for the
case where we have clearly defined thresholds. If the thresholds are not known or clearly
established, the results can be plotted in ROC/DET curves and then compared using AUC.
All these metrics are described in 3.3. Other commonly used accuracy[11] and precision[32]
metrics can be used to test the detection methods of the system.

In the case of scenario testing, other metrics introduced in the standard can be used
depending on the situation. If sensors are used during system testing, FTA and FTE metrics
can be also included. By using these metrics we also get the more commonly presented
FAR/FRR metrics. Again, the same as for technology testing — if the exact threshold is
not known, these metrics are plotted in ROC/DET curves and then compared using AUC.

As shown in this work, it is possible to introduce custom enhanced metrics to observe
other properties related to the system’s discriminative power. These observed properties
can typically be tied to specific measured values, i.e., FAR/FRR or AUC from their rep-
resentation by an ROC curve. The demonstration metric presented in this work was AUC
vs. deepfake type.

6.5 Results interpretation

This brings us to the last section of this chapter — the relevance of the measured results. As
indicated earlier, the significance of the results depends on the amount of data used. There
are no exact numbers for determining the size of the test corpus. However, the standard
does establish two rules on this topic:

o Rule 3 — sets statistically smallest error rate that can be set based on N independent
comparisons — error rate p, when the probability of no error in N comparisons is 5%.
This leads to p ~ 3/N with the confidence of 95% [16].

e Rule 30 — tells us whether we used enough data. To be 90% sure that the true error
rate lies within +£30% of the observed error rate, at least 30 errors must occur. [16]
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Chapter 7

Conclusion

We live in the information era — era controlled by media and digital content. Social sites
are an inseparable part of our everyday life. They contain news, videos, text posts, images
or voice recordings. Social sites play not only the role of the communication medium, but
also a role of a journalist platform with extremely wide reach in the society. Well targeted
falsified messages have a potential to cause immeasurable damages.

Deepfakes, a. k. a. fake media generated using deep neural networks dominate the
social networks today, which, among other things, often fulfills the function of news media.
People are fascinated by the endless possibilities of the newly arrived technology. They
entertain themselves by creating fun content, videos or believable parodies. Other than
that the movie creators dream of the possibilities of using the deepfakes, especially in terms
of filming a movie with actors, who are not able to perform anymore due various reasons.
However on the other side stand the people, who have different, malicious plans with such
powerful tools. Whether it is mass manipulation, blackmailing with highly targeted content,
forgery of evidence or impersonating another person.

In order to protect people spending their time in the online space, or just casual users
of the online services, new methods of deepfake detection are being developed. However,
with the problem of detecting the deepfakes deals not only the common media, but so do
the developers of biometric security systems.

Authentic biometrics of individuals can easily be generated the same way as the artificial
fun videos and pictures but for the sole purpose of deceiving a access control system based
specifically on those biometric features. Whether it is a picture of a face, a face recording
or voice recording, which are very common and publicly accessible parts of a social network
profile.

The biometric systems developers need to react quickly to the arrival of such powerful
and accessible tools. Implementation of existing, proposed detection methods is not the
only thing that needs to be focused on. Very important part of the development of biometric
systems is testing.

Given the problem of falsifying biometric data, which has been a critical subject since
the first biometric systems, the standards for unified testing have been established. They
contain the suggested methodologies and recommendations to stick to when testing the
developed system. These standards are sadly usually developed for many years, thus not
considering the newest technologies, such as deepfakes, and their great influence on the
detection systems.

The subject of this thesis is the problem of testing the robustness of a system against
deepfakes. The main goal is a proposal of a general methodology, based on the current, well
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known procedures, which focuses on the missing parts of testing the presentation attacks
using forgeries generated by the modern deepfake technology. The methodology repre-
sents not only the general procedure, based as closely as possible on the current standards
ISO/IEC, for testing the robustness of biometric systems against the spoofing attacks using
deepfakes, but rather also advice and recommendations on which aspects to focus on and
which not to neglect.

For the purpose of the methodology formulation and demonstrating the procedure I
have proposed my own testing method of a supplied, commercially used voice biometric
system Phonexia. The method is based on the standard-recommended practices with the
addition of the focus on using publicly available deepfake data sets and proposing non-
standard metrics as an example of possible monitoring of the various types of deepfakes
according to their creation methods.

According to the proposed method, the testing of the system, as a tool used for remote
voice-as-a-password verification, has been conducted. The detailed procedure and results
are listed in the experiments chapter.

Main contribution of the thesis can therefore be summarized as a study and extension of
current standard practices of biometric system testing by the area of testing the presentation
attack using the modern forgeries generated using the deepfake technology. Demonstration
and documentation of the method proposal for such testing step by step using the online,
publicly available datasets. The most valuable part is, however, the methodology, as a
generic repeatable way of testing the biometric systems that focuses on today’s problems
of deepfakes, based on the standard, proofed and well-known practices.

This work opens up many other directions for research in this area. One of them, already
investigated and also mentioned in the thesis, is the quality of deepfakes. Being able to
compare the quality of individual deepfakes would open up possibilities for more efficient
development and testing of new defenses.

Another topic related to this thesis is the investigation of properties that affect the
creation of deepfakes or the recognition of deepfakes by biometric systems. These are both
content properties, hence for example speaker or speech properties, or properties of the
recording itself.

Last but not least, there is the issue of the ever-increasing methods of generating deep-
fakes, which people find less and less recognizable. Research in this direction could show
whether the same is true for biometric systems and thus point in the direction of evaluating
generation methods associated with the quality of deepfakes.

A final topic is the real-time generation of deepfakes. As it is difficult, if not impos-
sible, to implement an automatic liveness detection system in voice biometric systems, as
mentioned in this work, it is often replaced by a dialogue during which the user is asked
questions to which he/she must respond. Thus, it is assumed that the attacker must have
pre-prepared samples to send to the system and that he will not be able to generate new
samples during the conversation. If real-time deepfake generation systems emerge, this ap-
proach will also have to be abandoned and new protection options will have to be explored.
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Appendix A

Media contents

+- paper - directory with source code for this work

I

+- results - directory with results file

I

+- tool - directory containing the scripts used for testing and

parsing the results

+- README.md - contains the tool description and usage
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Appendix B

Attack rating tables

‘ Factor ‘ Identification Exploitation
Elapsed time
<= one day 0 0
<= one week 1 2
<= two weeks 2 4
<= one month 4 8
>= one month 8 16
Expertise
Layman 0 0
Proficient 2 4
Expert 4 8
Multiple Experts 8 0 (Not applicable)
Knowledge of system
Public 0 0 (Not applicable)
Restricted 2 0 (Not applicable)
Sensitive 4 0 (Not applicable)
Critical 8 0 (Not applicable)
Access to the system / Window of opportunity
Easy 0 0
Moderate 2 4
Difficult 4 8
Equipment
Standard 0 0
Specialized 2 4
Bespoke 4 8
Access to biometric characteristics
Immediate 0 (Not applicable) 0
Easy 0 (Not applicable) 2
Moderate 0 (Not applicable) 4
Difficult 0 (Not applicable) 8

Table B.1: Rating table. Retrieved from [36].
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‘ Value ‘ Biometrics modality

Immediate | 2D Face, Signature Image, Speech

Easy Fingerprint

Moderate | Iris, 3D Face, Dynamic Signature, 3D Fingerprint
Difficult Veins

Table B.2: Rating for biometric modalities. Obtained from [36]

Values | Attack potential System resistant to attackers
for the whole attack | with attack potential of

<10 Basic No rating

10-19 | Enhanced-Basic Basic

20-29 | Moderate Enhanced-Basic

30-39 | High Moderate

>=40 | Beyond high High

Table B.3: Resistance levels table. Table retrieved from [36]
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