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Medical images can have extremely high resolutions which cannot be handled properly by

typical state­of­art machine learning models. In this thesis I compared the performance of two

approaches of multiple instance learning models where the high resolution images are down­

scaled into smaller patches and low dimensional embedding are calculated using Resnet. Then

low dimensional embedding are aggregated using multiple instance learning to attain class la­

bels. The data set for this thesis consisted of high resolution histological slides of human lung

which were classified to contain cancer or not.
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1 Abstract
Machine learning plays an essential role in medical science to help diagnose cancer using

histological slides. The performance of deep learning architectures, particularly Convolutional

Neural Networks (CNNs), have shown great advancements in image classification. Medical

image datasets are difficult to collect since they require medical expertise to label. Furthermore

the high resolution of these images can be probelematic to analyze. These high­resolution im­

ages do not fit on a GPU without breaking them into smaller patches. Two techniques are

evaluated through experiments namely CLAM (CLustering­constrained Attention Multiple in­

stance learning) and Attention­based Multiple Instance Learning. The preprocessing modes

like data augmentation, color correction, and image exposure are applied for both techniques.

The performance of the models are evaluated using 10­fold cross­validation which result in an

average accuracy of 58% and 56% respectively.
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2 Introduction
Bioinformatics helps researchers to solve computational biological problems by unify­

ing with machine learning to solve problems like protein structure prediction, image analysis,

and visualization (image interpretation and data fusion) etc. The use of machine learning tech­

niques has been extended to a broad spectrum of bioinformatics applications. There are several

biological domains where machine learning techniques are applied for extracting important in­

formation from the available data. There are several fields where machine learning techniques

are applied and had a enormous success. However, traditional machine learning techniques

could not handle complex biological problems [17]. The deep learning approach can help to

solve these problems and help to create and extract a new features for disease diagnosis. The

limitations of using deep learning method are that they require a large number of manually

annotated images with proper supervised learning settings and the dimensions of these im­

ages. The size of the medical slide images is produced in the gigapixel for better examination,

making the task even more complicated. There are several approaches available to encounter

these limitations by down­scaling the high­resolution images, but there are many possibilities

of losing the information [19].

2.1 Deep Learning in Medical Imaging
In recent years, deep learning has had a tremendous impact in the field of machine learning

due to the rapid development of improved CNNs and modern GPUs. The latest deep learning

methods empower us to extract high­level abstracting features to perform difficult tasks. Com­

puter vision enables the computer system to see, identity and process the images like human

which helps deep learning methods to create a model to understanding world [10]. These tech­

nologies are also highly relevant for medical imaging. Medical imaging and computer vision

constitute a wide and rapidly evolving field. Medical imaging is a process used to create images

of the human body for diagnosing and treatment purposes. The most common technique used

in recent days are x­rays, computer tomography (CT), ultrasound, MRI, and positron emission

tomography (PET).

In the last few decades, the development of the medical imaging, pattern recognition, and

1



Hari Krishnan Kesavan Vijayakumar

image processing techniques has grown immensely. These techniques provide the most valu­

able information for diagnosis and treatment of diseases. There are three main steps involved

in processing medical images:

1. Preprocessing of the images: This is the initial step of the training phase, the lower

level, which involves image augmentation like scaling, translations and color processing.

2. Feature Extraction: Features plays a vital role in the performance of the deep learning

models. The middle level helps in extracting useful information from the lower level to deter­

mine an algorithm that would be able to extract distinctive and complete feature representation.

3. Machine learning: The final stage of the process involves creating models like an

artificial neural network based on the features extracted from the lower level to perform the

classification task [6].
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3 Related work

3.1 Machine Learning
Machine learningmethods provide computational abilities to learn from experience. Based

on the input data, there are several types ofmachine learning categories: Supervised techniques,

Unsupervised techniques, and Semi­supervised techniques.

Supervised learning: Supervised learning uses annotated dataset to train a model to yield the

desired output. It models relationships and dependencies between the target prediction output

and input features and produces a set of the correct label based on the previously learned rules.

Unsupervised Learning: Unsupervised learning does not rely on an annotated dataset. Instead,

it enables a model to discover patterns and anomalies and discover features that could be used

to categorize data. It is also used to label the unlabelled dataset [19].

Semi­Supervised Learning: Semi­supervised learning uses small annotated images to train the

model. Then the trained model is used to generate the pseudo­label for a larger data­set of

images with annotations and learn a final model by combining both sets of images [30].

When the neural network begin to outperform other high­profile image analysis methods, deep

learning arises to be the computer vision prominence. Medical images have multiple modali­

ties and have a dense pixel resolution. The acquisition and interpretation of images are critical

for accurate disease diagnosis. Deep learning applied to medical imaging has the potential to

be the most disruptive technology since the introduction of digital imaging. In comparison

to shallow neural network, deep learning models have larger capacities and generalize better.

Adding more layers to the Neural Network allows for an easier representation of the interac­

tions within the input data, as well as allows us to learn more abstract features and used as an

input to the next hidden layer. Multiple layers of neurons are hierarchically stashed in a deep

learning neural network, forming a feature representation [20].
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3.2 Convolutional Neural Network
AnArtificial Neural Network (ANN) was first introduced byWarrenMcCulloch andWal­

ter Pitts, who created neural network based on the threshold logic [7]. ANN is the core part

of the Deep Learning. Because of it versatility and scalability, ANNs are the best solution for

solving the large and complex machine learning tasks. It is basically inspired by the working

of biological neural network in human brain [9]. The basic architecture of the ANN is shown

in the Figure 1.

Figure 1: The basic structure of the perception consisting of input (x1, x2, ...xm) which is connected to

neuron with weight (w1, w2, ....wm). The neuron sums up all the signal it receives and transfer it to a

activation function which results in the non­linear output(y) [2].

Convolutional Neural Networks (CNNs or Convnets) are the specific kind of neural net­

work used to process the grid­like topology data and is widely used for analyzing visual images

[8]. CNNs utilize a relevant filter to capture the non­linear and temporal dependencies of the

images. The architecture employs only less parameter comparing to the other model and use

shared weight for all the inputs [24]. The CNN architectures are built by stacking convolutional

layers followed by pooling layers, allowing the CNN to learn a range of low­level features in

the earliest layer and aggregate those features in the high­level layer. Finally, the set of fea­

tures are fed into a fully­connected (FC) layer, which perform the classification [4]. The basic

architecture of the CNN is shown in Figure 2.
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Figure 2: The basic CNN architecture for image classification. For example input image of car was used

here for classification task. At first the convolutional layer with kernel size of 3x3 is used followed by

pooling layer. These steps are repeated couple of times to extract features from the image. And the

extracted feature is flattened and given as an input to the fully­connected layer which outputs the label

for the given images [21].

3.2.1 Convolutional Layer

The first layer of a CNN architecture is a convolutional layer comprising several convo­

lutional filters applied to the input images to extract features. A significant part of the convo­

lutional layer are parameterized filters or kernels. The kernel size is usually a square matrix of

3x3, which has been frequently used. The filter slide over the whole input image is width and

height. It calculates the square neighbor’s dot product with its corresponding element of the

filter kernel, which summed up to the single value as shown in Figure 3. Applying a convolu­

tional filter in the input image results in a 2D array called a feature map. The obtained filter

parameters are shared across the images, reduces the number of parameters used by the CNN.

These feature maps help the CNN model helps to perform better classification [15].

The parameter that controls the convolutional steps are stride and padding. The amount of

pixels the kernel slides over is represented by strides. The use of strides in the filter will result

in the downsampling of the input image. For example, an input image of size 4x4 is convolved

with a kernel size of 3x3, the size of the output image would be 2x2. This will reduce the

input image volume if the network gets deeper and deeper, as there are possibilities of losing

the information at the border of the images. One way of solving this problem is by adding a

certain number of pixels around the input images’ edge. Zero paddings add a padding of zero

around the border, which is also a widely used approach because of the low complexity [29].
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Figure 3: Visualization of a 2D convolution operation. I is the original input, The blue square labeled

K is the kernel. The result on the right side is the dot product of the input and the kernel [14].

.

The size of the output image is calculated using the following formula:

V −R + 2Z

S
+ 1

Where V is the input image, R is the size of the receptive field, Z is the number of pixels

added using zero­padding, and S is the stride size. As mentioned above, the results of the filter

applied on the input image are 2D feature maps. The weight within the filters is tuned during

the training phase and shared across the whole architecture [30].

3.2.2 Pooling Layer

Pooling layers are based on the assumption that the brain performs some sub­sampling

while processing an image. The main goal of the layer is to under sample the input image.

Like the convolutional layer, the pooling layer consists of hyper­parameter stride S, which

controls the image’s sliding and helps the network from over­fitting. Figure 4 and Figure 5

illustrate max­pooling and average pooling.
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Figure 4: The maximum values of each neighborhood of the input data(4x4) that is covered by the

kernel(2x2) as an output.

Figure 5: The average values of each neighborhood of the input data(4x4) that is covered by the ker­

nel(2x2) as an output.

3.2.3 Activation Function

The activation function is usually added to CNN to help the neural network learn complex

patterns and decide which neuron should be fired next. The most commonly used activation

function for the CNN is ReLU. It is easy to compute by not activating all the neurons simultane­

ously and solving vanishing grading. The advantage of the ReLU activation is that it converts

all the negative values to zero, which avoids activating unwanted neurons.
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Figure 6: The rectified linear activation function is a monotonic linear that output zero if the input of

the activation is in negative value and pass the same value if input is above zero. This help the classifier

to fit and train in the dataset properly [1].

3.2.4 Fully­connected Layer

Like other traditional ANNs, the convolution layers’ features are flattened and connected

to the fully connected layer. The activation function SoftMax is used to get the probability of

the class as the final score.

3.2.5 Residual Nets

Residual Nets (ResNets) were introduced in 2015 by Kaiming He et al. [11] and won

the ILSVRC challenge by delivering the lowest error rate of under 3.6%. The critical goal of

ResNet was to solve the vanishing gradient problem of the deep network where the loss of

model get to zero after few runs and performs no learning. The residual network theory makes

an identity relation between the layer, as seen in the Figure 8. A standard neural network

model aims to get the f(x) learning to input the activation function, whereas ResNet discovers

the residual mapping of f(x)+x. By adding the residual block to architecture help the network

initially to models the identity function. Addingmore residual block helps the network increase

the performance even before several layers have not started to learn.

The architecture of ResNet is based on a deep residual framework, which is primarily in­

fluenced by the VGG network theory [11]. The full architecture of the ResNet36 is shown in the

8
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Figure 7: The figure illustrate the difference between classical neural block and residual building block.

Every layer in classic neural networks feeds into the next. Every layer feeds into the next layer and

straight into the layers 2–3 steps away in a network with leftover blocks.

Figure 8. ResNet34 takes 224x224 pixel images as an input followed by a convolutional layer

and a max­pooling layer. Subsequently, a four separate multiple residual units consisting of

two convolutional layers using the 3x3 kernel with Batch Normalization and ReLU activation

function. Finally, the layer is followed by the FC layer and SoftMax with average pooling.

3.3 Weakly supervised object detection
Weakly supervised learning is a branch of machine learning often used when the available

data is not appropriately annotated and insufficient to obtain a good performing model. Weakly

supervised object detection is used widely because of the rapid growth of the image level anno­

tated dataset than the slide level dataset. Weakly supervised object detection(WSOD) use the

knowledge of the pre­trained network to obtain the slide level annotation. WSOD combined

with modern Convolutional Neural Network helps us to increase performance [5]. The latest

approached proposed by Tang et al. [25] trains end­to­end multi­class classification networks

by obtaining classification scores using weighted sum­max pooling, which proves to have an

increase in performance of the model.
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Figure 8: The Figure describes the full architecture of Resnet34 comparing with VGG network and

plain 34­layer network. The dotted line the 34­layer residual indicate the change in dimensional using

strides[11].
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3.3.1 Attention

The human brain can visualize the information parallel by focusing on the essential part

of the whole scene. For example, let us consider Figure 9 below as a scene pictured by a human

brain. The human brain will instantly focus on the important feature images like black nose,

the shape of the ear, and ignoring sweater and blanket to identify a dog in the scene. When

it comes to computer vision, algorithms will treat all the parts of the image equally instead of

focusing on the important features of the images. The main aim of the attention model is to

integrate attention mechanisms in deep learning neural network using modern CNN [27].

Figure 9: Figure shows gives the detailed explanation how attention mechanism identify the object

based on the features.

In the early stages, the attention mechanism was used in the natural language process­

ing (NLP). Attention mechanisms have been widely applied to recurrent neural networks and

long to tackle sequential decision tasks. Top information is gathered sequentially and decides

where to attend for next feature learning step [28]. The idea behind the attention mechanism

is motivated by Neural Machine Translation (NMT). These models are based on bidirectional

recurrent neural network (RNN) composed of encoder­decoder architecture. The encoder tries

to form input information into a context vector with a fixed length. The decoder takes the

vector as input from the encoder hidden states and outputs the relevant information. With this

framework, the model can selectively focus on valuable parts of the input sequence and learn

to associate between them. The context vector produced by the encoder should be the good

representation of the input sequence [28, 22].
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The main drawback of this method is that all the necessary information must be com­

pressed to fixed length. To overcome this issue Bahdanau et al. [3] introduced an attention

mechanism. The context vector of the model of Bahdanau et al. is a alignment score of an­

notation mapped to input sentence using encoder. The context vector is concatenated with

the previous decoder output and fed into the decoder RNN for that time step along with the

previous decoder hidden state to produce a new output [23].

3.3.2 Hard Attention

Hard attention is a stochastic process which uses hard attention mechanism to focus on

only specific subset of the encoder for a last layer of the decoder. The last layer of the decoder

is initialized with a Reinforcement learning agent where the learning policy is trained for each

step to attain hard attention score. In hard attention mechanism, weight of an important part of

the images is computed instead of the whole image, whichwill help to reduce the computational

cost [13].

3.3.3 Soft Attention

Soft attention, developed recently, can trained end­to­end for the convolutional network.

A deep network module capturing top information is used to generate affine transformation.

The affine transformation is applied to the input images to get the attention region and then

feed to another deep network module. The whole process can be trained end to end by using

the differential network layer, which performs spatial transformation [26]. The major problem

in the hard attention is using Reinforcement Learning, as it is subjected to have high variance,

which scales linearly with a number of hidden units. Soft Attention mechanism computes

weight for whole images, which helps the model to pay attention on the each and every part

of the image. But computing weights for the whole input image will have high computational

cost. The soft attention mechanism is a widely used method in the field of computer vision

[16, 12] and also used in this thesis.

12
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3.4 Multiple Instance Learning
In a classical machine learning image classification task, the whole images are used to

classification based class label, whereas in multiple instance learning (MIL) images are broke

down into bunch of instances to extract feature from it. Then main goal of the MIL is to predict

the label for each instance in the given bag using the bag label to find out the key instance that

define the class for the classification. Each instance in the bag xi is given with the label yi,

where yi is the label of the bag. The size of bag varies depending upon the size of image.

The main approaches of the MIL are instance level approach and embedding level approach.

In the instance level approach score for each instance are calculated, on the other hand in the

embedding level approach lower dimensional embedding are calculated independent of the

class instance. The workflow of embedding level multiple instance learning is show in the

figure. The embedding level approach is used in this thesis [12].

Figure 10: Figure gives detailed explanation about the workflow embedding level approach. 1. The high

resolution images are downscaled into smaller patches. 2. The image patches are then used to create

embedding using Resnet34 and pass through permutation­invariant aggregation function. 3. Finally

transform into class probability.
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3.5 Clustering­constrained attentionMultiple Instance learning (CLAM)
In CLAM, Slide level aggregation is aggregated using an attention­based pooling function

to attain the class’s patch­level representation. Using the attention­based pooling function, the

model will learn structural features evidence for both the positive and negative classes [18].

The parallel classifiers are built to attain the attention score akm, where k is the patch and

m is the class. The attention scores are calculated by using the following formula.

ak,m =
exp {Wa,m(tanh(Vah

τ
k)
⊙

sigm(Uah
τ
k))}∑N

j=1 exp
{
Wa,m(tanh(Vahτ

j )
⊙

sigm(Uahτ
j ))

}
z =

N∑
k=1

ak,mhk

Figure 11: pm,k is cluster assignment scores predicted for kth and h

is bag of k instance [18].

Asmentioned above, the CLAMusing instance­level clustering to boost up the training by
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add a clustering layer after the first fully hidden layer [12]. The instance level cluster algorithms

are shown in Figure 11.

3.6 Lung Diseases
Lung cancer was a rare disease in the earlier 20th century with less than 400 recorded

cases, but it later became the leading cause of cancer death in the mid­twentieth century. Lung

cancer is the most common cause of cancer death among men and women around the world,

more than twice as many people as bread cancer died of lung cancer. Around 2.7 million people

in the European Union’s member states are predicted to be diagnosed with cancer in 2020, with

almost 1.3 million dying from it.

Lung cancer is expected to be diagnosed in more men than women. It can be prevented in

more than 40% of cases if caught early enough. Tobacco consumption is the primary cause of

lung cancer, 85% of death from lung cancer were attributable to it. But tobacco consumption

is not the only the mean cause of lung cancer, even though it is responsible for most other lung

diseases. These often do not primarily lead to death but severe hospitalizations and decreased

life quality.

The symptoms of lung cancer are often hidden until it is too late to do something against

the tumor. Therefore, it is one of the deadliest cancer types we now know. If a patient shows

symptoms, the most common ones are fever, coughing, thorax pain, and dyspnea. In a few

cases, a paralysis of the respiratory muscles can occur, which can leads to death within a few

days.

3.6.1 Chronic Obstructive Pulmonary Disease (COPD)

COPD is a result of tobacco consumption in 9 out of 10 cases. Other causes can be infec­

tions, heredity, pollution of the environment, and asthmatic diseases. COPD is a constriction

of the small airways which is caused by inflammation. This inflammation leads to a greater

production of mucous and destruction of the lung tissue until the last stadium of destruction,

the lung emphysema.

Normally the exhalation is the most affected mechanism in COPD which leads to a mas­

sive over­concentration of CO2 inside the lungs. Therefore, most patients feel like they suf­
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focate due to the unbalanced ratio of O2 and CO2. Other symptoms are cough, chronical

bronchitis, and secretion.

Figure 12: Example of COPD affected lung

Left: Slide from fibrosis Right: Slide from COPD

3.6.2 Idiopathic Pulmonary Arterial Hypertension (IPAH)

IPAH, short for idiopathic pulmonary arterial hypertension, which causes a higher blood

pressure in the lung circulation. Due to the higher pressure in the right circulation pathway the

right heart is more stressed which can cause a right heart insufficiency. The mean symptoms

are dyspnea, edemas, fatigue, thorax pain, and a growing belly range.

Figure 13: Illustration o the difference between the healthy normal lung vs IPAH affected lung.

3.6.3 Fibrosis

Fibrosis is the state of the lung when the alveoli are surrounded with more and more

connective tissue. So, the lungs become hard and cannot expand anymore, which means that
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breathing is going to be really tough due to limited lung volume. Lung Fibrosis can have

multiple causes like medical intake (Bleomycin, Busulfan, Amiodaron), idiopathic, allergies,

lung inflammation, and systemic diseases. The symptoms are, like the other diseases, dyspnea,

cough, fatigue, and a higher breathing frequency.

Figure 14: This figure shows the difference in the alveoli of normal healthy lung vs Fibrosis affected

lung

Lung diseases are difficult to diagnose because the patients show symptoms really late.

Often too late to heal them and most of the symptoms are unspecific, so no one could say that

this exact patient would have lung cancer. Therefore, the biggest problem in diagnosing lung

cancer is that no one would ever think of it without shown symptoms. If a patient does show

any symptoms the first diagnostic feature is a radiography followed by a CT and histological

probes. Lung cancers often show tumor markers, which can help finding and defining the

tumor to get the best therapy for each patient. But these markers often make it more difficult to

find the tumor because nowadays, there are plenty of them so, one could hardly find the right

one for the right tumor. So, it is quite challenging to diagnose lung cancer even though one

does not search for a specific one.
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4 Experimental Setup

4.1 Dataset
A deep learning model requires a large number of labeled data points for training to ob­

tain useful results. Getting annotated medical images requires special expertise, which is not

only expensive but also must have to overcome human error. Moreover, It is difficult to get

data from rare diseases and this causes dataset imbalance. The dataset consists of 247 images

of the lung’s histological slides with multiple different classes, namely Chronic Obstructive

Pulmonary Disease(COPD), donor, fibrosis, and Idiopathic Pulmonary Arterial Hypertension

(IPAH) where each class represents a disease. The slides were collected and processed by

Ludwig Boltzmann Institute in Graz. The distribution of the whole dataset is shown in Figure

15.

Figure 15: The figure shows the distribution of the data­set after merging

Due to the small sample sizes it would be difficult to perform multi­class classification.

So instead of performing multi­class classification, I decided to consolidate all classes into

two classes: healthy and non­healthy classes to perform a binary classification as shown in the

figure 16. Non­healthy class consists of images from COPD, Fibrosis and IPAH classes, and

18



Hari Krishnan Kesavan Vijayakumar

the healthy class consists of images from the donor class. After consolidation was performed,

the whole dataset was randomly split into a training set, validation set and test set with a relative

size of 79%, 11% and 10 %.

Figure 16: The figure shows the distribution of the data­set after merging

Figure 17: Example of Histological slides

Slide from fibrosis
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Figure 18: Example of Histological slides

Slide from COPD

4.2 Methods

4.2.1 Preprocessing

Preprocessing of the dataset involves image augmentation and removal of damaged im­

ages. Image enhancement aims to provide a better input for a machine learning model. Image

enhancement is performed by the standard python library called PIL, which increases the im­

ages’ color content. The 40% color of image overlaps with the white background, which gives

a hard time for the algorithm to identify the critical region of the image. By enhancing the

colors of the images, helps to increase the efficiency of the model. The result of the image

enhancement is shown in Figure 19.

Figure 19: Preprocessing of the Slide images for segmentation.

Left: Slide before images enhancement. Right: Slide after image enhancement
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Whole slide images consist of billions of pixels, and it is also essential to remove the

background noise and only keep the tissue regions. This is done by thresholding the saturation

channel of the image followed by additional morphological closing to fill small gaps and holes.

the contours of the detected foreground objects are then filtered based on an area threshold and

stored for downstream processing while the segmentation mask for each slide is saved for

visualization. The extracted images are used to create image patches with the size of 256x256

pixels. Depending upon the size of the images, the number of patches for each image can

vary. Then, the image patches are used to compute low dimensional features using pre­trained

Resnet34, which helps to reduce the training time and computational cost.

Figure 20: Example of segmented slides.

Right: Segmentation processing could not able find the key part of the images, this will

make attention model hard to find the high diagnostic part since the quality of image is

poor.

4.2.2 Training

The model is trained by the randomly sampled dataset by the batch size of 1. The loss

function of cross­entropy is used for calculating the instance level and slide level against the

true label. The total loss is calculated by the summing up the both loss. The Adam optimizer
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with a learning rate of 1e­3 are used. The model is trained over 50 epoch using early stop with

patience of 10 if the validation score is not decreasing over the time. The metrics and loss are

monitored using Tensorboard.

Figure 21: The figure shows the complete architecture of CLAM model.
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4.2.3 Evaluation

The main metric used to evaluate the performance of the model is the area under ROC

curve (AUC) and accuracy. Other metrics likeF1 score, Precision and Recall are also computed

for experimental purpose.
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5 Results
The evaluation of the classification performance of the model were done using 10­fold

cross­validation. The stratified cross­validation creates a k­fold partition of the entire dataset.

Then, for each of the k experiments, it uses (k­1) folds for training and the remaining fold for

testing. Stratified cross­validation rearranges the whole dataset in the way that the each fold

has the representation of the each class to avoid the disproportion of the one class. The clas­

sification error is estimated as the average of the separate errors obtained from k experiments.

Each fold is randomly divided into training and test dataset of 80% and 20%, respectively. In

each fold, the performance of the model has been evaluated on the validation set for model

selection. And finally, the best­performing model has been evaluated in the test set at the end

of the training. The classification performance of both CLAM and MIL models are compared

using AUC, F1, and accuracy on all the folds.

The classification scores in Table 1 and Table 2 clearly show that both models have dif­

ficulties in classifying the healthy images (labeled: “healthy”). Table 3 shows that there is no

significant difference in performance between both models.

Folds AUC Accuracy F1 Score

1 0.56 0.69 0.71

2 0.52 0.72 0.72

3 0.53 0.50 0.68

4 0.47 0.72 0.76

5 0.52 0.68 0.71

6 0.66 0.72 0.74

7 0.71 0.62 0.69

8 0.39 0.50 0.78

9 0.46 0.62 0.71

10 0.79 0.81 0.69

Avg 0.56 0.66 0.72

Table 1: Scoring metrics of the CLAM model on the test data of all 10­folds.
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Folds AUC Accuracy F1 Score

1 0.67 0.70 0.71

2 0.63 0.72 0.72

3 0.62 0.68 0.68

4 0.55 0.72 0.72

5 0.47 0.68 0.71

6 0.60. 0.68 0.74

7 0.62 0.73 0.56

8 0.51 0.59 0.74

9 0.50 0.62 0.66

10 0.61 0.67 0.69

Avg 0.58 0.67 0.69

Table 2: Scoring metrics of the MIL model on the test data of all 10­folds.
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Fold
AUC

MIL

AUC

CLAM
ABS Rank

1 0.67 0.56 0.108 7

2 0.63 0.52 0.111 8

3 0.62 0.53 0.086 6

4 0.55 0.47 0.072 5

5 0.47 0.52 0.048 3

6 0.60 0.65 0.057 4

7 0.66 0.71 0.047 2

8 0.51 0.39 0.124 9

9 0.50 0.46 0.042 1

10 0.61 0.79 0.184 10

Table 3: Comparison between AUC of the MIL and CLAM model. A paired Wilcoxon test using the

AUC values of both models shows no significant difference (p­value: 0.3843).
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6 Discussion
The presented result show comparison of the performance of the twomodels, theAttention­

based Multiple Instances learning and the Clustering­constrained attention Multiple Instance

learning (CLAM).The results from Table 3 clearly shows that there is no significant difference

between the performance of the CLAM and Attention­based MIL. Both models have similar

AUC, Accuracy, andF1 scores. For the further discussion the CLAMmodel will be considered.

The actual size of the raw histological slides is over 30.000x30.000 pixels per image.

These high­resolution images are incredibly difficult to input in theGPU. To tackle this problem

the whole histological slide images are broke down into smaller patches. The smaller patches

are packed together in a bag and used for feature extraction to create a embedding for each

patches independently inside the bag.

In general, all the attention­based model seems to have auspicious results comparing to

any other typical baseline models due to its state­of­the­art architecture. However, the perfor­

mance of deep learning model mainly depending upon the size and complexity of the dataset.

The size of the dataset combined with high complexity of images played a vital role in the

outcome of the CLAM model in this experiment. Figure 22 and Figure 23 shows the AUC

score in the validation set for 1 ­ 10 folds during the training. The early stop was initialized to

avoid over­fitting the training data. 75% of the folds AUC score lies between 0.5 ­ 0.6 which

clearly show that the model has hard time to separate the positive class from the negative. The

imbalance dataset is also one the reason behind this problem because ratio of the negative class

is really higher than the ratio of the positive class. So the each folds contain more negative

instance than positive negative.
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Figure 22: The figure shows the AUC scores of the validation set for the fold 1 to 5 during the training.

Figure 23: The figure shows the AUC scores of the validation set for fold 6 to 10 during the training.

Figure 24 and Figure 25 shows the validation loss of fold 1 to 10 during the training and

the figures clearly shows that half of the fold’s validation loss are not approaching to zero. The

reason behind the problem could be the properties of the dataset or the hyperparameter of the

model. As mention in the section dataset, we did not have enough data­points for a specific

class to implement multi­class classification. So, I had to combine all the non­healthy classes

into one class to perform the binary class classification. And the properties of the images vary
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in accordance with their with respective classes. The different learning rate were used to train

multiple models, but the change in learning rate did not improve the performance of the model.

The other reason could be the images are too complex for the model to learn.

Figure 24: The figure shows the loss score of the validation set for the 1­5 folds during the training.

Figure 25: The figure shows the loss score of the validation set for the 6­10 folds during the training.
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7 Conclusion
In this thesis, I compared the performance of Attention­basedMIL pooling and CLAM for

the classification of given high­resolution medical images. The primary purpose of the analysis

is to find the best performingmodel with the limited data available. The results clearly illustrate

that there is no significant difference in the performance between the two models. I observed

that the most common failures of the model are the size of the dataset and image complexity.

For further research, a more extensive dataset and proper preprocessing of the images must be

performed to improve the model’s performance because the result did not show a promising

outcome.
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