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ABSTRACT

This master’s thesis focuses on compensating for distortions in data of lizards ob-

tained via a line scan camera (LSC) that captures ultraviolet (UV) wavelengths.

Breathing movements during scanning cause distortions in the lizard’s trunk width,

affecting the Ąnal LSC image. The thesis proposes image processing methods to

adjust these distortions, including contour extraction, interpolation, and evaluation

using a reference image. The methodology aims to minimize the difference between

the adjusted LSC image and the reference image.

ABSTRAKT

Tato diplomová práce se zaměřuje na kompenzaci zkreslení v datech ještěrek získa-

ných pomocí řádkové skenovací kamery (LSC), která snímá ultraĄalové (UV) vlnové

délky. Dýchací pohyby během skenování způsobují zkreslení šířky trupu ještěrky,

což ovlivňuje konečný snímek LSC. Práce navrhuje metody zpracování obrazu pro

úpravu těchto zkreslení, včetně extrakce kontur, interpolace a vyhodnocení pomocí

referenčního snímku. Metodika má za cíl minimalizovat rozdíl mezi upraveným LSC

snímkem a referenčním snímkem.
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1 Introduction

Ultraviolet (UV) vision and UV color patches have been reported in a wide range

of animal species and are increasingly appreciated as an integral part of vertebrate

visual perception and communication systems. Previous studies with Lacertidae,

a lizard family with diverse and complex coloration, have revealed the existence

of UV-reĆecting patches that may function as social signals [1]. New studies are

currently in process on a various species of lizards, but in order to study them, it is

necessary to have a good data for analysis.

This master’s thesis aims to address the issue of compensating for distortions

in collected data resulting from the movements of lizards scanned by a line scan

camera (further only as LSC). The problem arises due to the selection of a line

scan hyperspectral camera for capturing the reĆection of the lizard in ultraviolet

wavelengths. This type of camera is preferred because of its high spectral resolu-

tion, which a regular snapshot camera cannot achieve due to its multiple dispersive

elements that separate incoming light into different wavelengths.

The scanning process with the LSC involves placing the living object on

a moving table located under the hyperspectral camera. The table’s speed is syn-

chronized with the camera’s frame rate, and another camera captures a snapshot

of the scene for reference purposes. After scanning, the camera outputs an image

that is combined from each scanned row. As the object being scanned is a lizard,

it can move during the scanning process, resulting in various image distortions de-

pending on the type of movement. This thesis speciĄcally deals with compensating

for breathing movement, which causes a change in the lizard’s trunk width during

scanning, resulting in saw-like edges in the Ąnal hyperspectral image.

Various image processing methods are used to extract information about

the lizard’s body contours and to adjust these distortions. Multiple algorithms are

performed on these contours to locate the area that needs adjustment. The image

is adjusted through interpolation by calculating the natural contours of the lizard’s

trunk area and then interpolating the degenerated body into a naturally-looking

one.

After the interpolation, the compensation is evaluated. The user selects a ref-

erence image where the lizard looks natural. The evaluation method involves cal-

culating the difference between the original image contours from LSC and reference

image contours. The same difference is then calculated with the adjusted image, and

the evaluation result is presented as a percentage, describing the degree to which

the difference was minimized in comparison to the original image.
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2 Problem Analysis

To analyze the UV color patches, the image of a lizard needs to be taken in the

UV wavelength range. The traditional color camera will not be sufficient for this,

as it can only get the reĆection of the object in three bands that are visible for the

human eye (red, green and blue).

Spectral imaging divides the spectrum into many more bands. This technique

of dividing images into bands can be extended beyond the human visible range. A

type of camera that uses this technique for capturing light across a wide range of

wavelengths, from ultraviolet to near-infrared is called hyperspectral camera.

2.1 Hyperspectral Cameras

Hyperspectral cameras work by using a spectrometer, which splits the incoming light

into spectral bands and measures the intensity of each band. The dispersed light

falls onto the charge-coupled device (CCD) sensor array, where each pixel detects

a speciĄc spectral band. The number of pixels in the array determines the spatial

resolution of the resulting image, while the number of spectral bands captured deter-

mines the spectral resolution. The data from the hyperspectral camera are formed

into a hyperspectral image, which is a three-dimensional data cube where each pixel

contains information about the intensity of light across hundreds of different wave-

lengths. This data can be analyzed to identify materials or substances based on

their unique spectral signatures.

There are several types of hyperspectral cameras, each designed for speciĄc

applications. The most common types of hyperspectral cameras are (Fig. 1):

• Whiskbroom (Point scan) hyperspectral camera: This type of hyperspectral

camera uses a scanning mirror to sweep across the scene and capture data

in a series of narrow strips. This type of camera is often used in laboratory

settings.

• Push-broom (Line scan) hyperspectral camera: This type of hyperspectral

camera captures an image line by line as it moves across a scene. The camera

is typically mounted on a platform that moves over the area being imaged.

• Imaging spectrograph (Spectral Scan): This type of hyperspectral camera uses

a dispersive element to separate the incoming light into its different wave-

lengths, which are then focused onto a detector array. The imaging spectro-

graph can be conĄgured for different spectral resolutions and bandwidths.

• Snapshot hyperspectral camera: This type of hyperspectral camera captures

all spectral bands simultaneously in a single snapshot. It can be used for

17
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real-time imaging applications such as medical imaging and industrial quality

control.

Spectral ScanPoint Scan Line Scan

Filters

Dispersive
Element

Linear Detector 2D Detector

Image
Mapper

Snapshot

Objective
Lens

Slit

Fig. 1: Types of acquisitions of a multi-/hyperspectral imaging systems [2].

Each type of hyperspectral camera has its own set of advantages and disadvantages

depending on the speciĄc application. In this case, data were collected using a LSC

due to its high spectral resolution and adequate scanning area.

2.2 Technical Equipment

This section provides a brief description of the technical equipment used to collect

the data. It should be noted that the selection of technical equipment was not a part

of this master’s thesis.

2.2.1 Hyperspectral Camera Pika NUV2

The Pika UV (formerly Pika NUV2) is a line-scan hyperspectral camera that covers

the near ultraviolet and visible spectral range (330 Ű 800 nm). It can be used with

Resonon’s ReĆectance benchtop system, outdoor, and airborne systems, standalone

with Resonon’s software development kit, and integrated into machine vision sys-

tems [3]. The Pika NUV2 camera is displayed in Fig. 2.

FEATURES:

• Spectral Range: 330 Ű 800 nm

• 1500 Spatial Pixels Per Line

• 255 Spectral Channels Per Line

18
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Fig. 2: Hyperspectral camera Pika NUV2 [3].

2.2.2 Reference Camera Basler acA2500-60um

The Basler acA2500-60um USB 3.0 camera with the ON Semiconductor PYTHON

5000 CMOS sensor, that delivers 60 frames per second at 5 MP resolution. This

camera was used to take reference images during the scanning of the lizard, for

comparison purposes [4]. The Basler camera is displayed in Fig. 3.

Fig. 3: Basler acA2500-60um camera [4].

2.2.3 Lens Kowa LM12SC

This is a 1" C-mount lens with a 16 millimeter image circle, built with a metal body

and mount. It has a high resolution of 6 megapixels and features an adjustment

screw for aperture and focus [5]. The lens was mounted on a Basler camera (2.2.2)

and adjusted to ensure good image quality.

19
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2.3 Data Collection Setup

The hyperspectral line-scan camera was mounted on the Resonon’s desktop system

(Fig. 4 (a)) approximately 3,2 cm from the top of the camera stand (Fig. 4 (b)).

The NUV lights are positioned as close to each other as possible, mounted at the

Ąrst position on a holder, with the UV light located on the right side (Fig. 4 (c)).

(a)

(b)

(c)

Fig. 4: Camera setup (a) with camera position detail (b) and UV lights positions

(c).

The angle of the lights was adjusted individually in live camera mode by

a line test, that was placed on the moving board. The width of the visible light

beam was set to approximately 2.3 cm using a rotating knob, while the width of the

UV light remained unchanged and was aligned symmetrically with the visible light.

In order to maintain optimal image clarity throughout the entire height of

the scanned object, the camera’s focus was adjusted to the middle height of the

lizard. The camera was also calibrated to reduce dark noise from the sensor and

to account for the current intensity of light radiation. The following settings were

conĄgured for the hyperspectral line-scan camera:

• Frame rate was set to 27 fps.

• Integration time was set to 19,6 ms.

• Gain was set to 13.
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The speed of the moving board, or scanning speed, was set to approximately 0.3209

cm/s. The accuracy of the speed was veriĄed through a circle test.

Fig. 5: Data collection scheme with a line scan camera [6] and a lizard [7] positioned

on the moving board.

2.4 Problem Description

The process of scanning a living object can result in various image distortions,

which depend on the movement of the object being scanned. Fig. 7 shows some

examples of color images constructed from hyperspectral images. If the scanning is

not interrupted, the resolution of these images is 1100x1500 pixels.

The data were collected in April 2022, when the lizards were coming out

of winter hibernation and their metabolism was slowed down as a result. Due

to this fact, the lizards moved less, and distortions in the data were minimized.

Nevertheless, some lizards were still active and had to be restrained during the

scanning process.

Fig. 6 showcases four types of distortion that can occur during the scanning

process. The Ąrst type occurs when an object obstructs the camera’s view, as shown

in Fig. 6 (a). The second type results from the object’s movements, particularly in

the legs and tail. Another distortion arises from breathing movements in the lizard’s

trunk area, causing saw-like edges along the body. Moreover, the lizard’s twisting

movements can also cause distortion, as illustrated in Fig. 6 (d). Additionally,
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improper speed settings of the scanning table can result in longer and thinner lizards

in the images than in real life. Collisions with the camera or table can also create

discontinuities in the captured images, as observed in Fig. 7 (b).

(a) (b)

(c) (d)

Fig. 6: Types of distortions: (a) object in camera’s view, (b) leg and tail movements,

(c) breathing movement and (d) twisting movement of the lizard [8].

Lighting can also cause image distortions. The images were captured outside,

with a signiĄcant amount of ambient lighting creating uneven shadows on each side

of the lizard. Furthermore, the ambient lighting conditions may have changed over

time, resulting in different lighting conditions for each image.
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(a)

(b)

Fig. 7: Full resolution LSC images in RGB with names (a) L4ADORSAL3-RGB

and (b) L4ADORSAL1-RGB.
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2.5 Reference Images

The reference images taken by a reference camera during the scanning are capturing

the whole lizard’s body. These images can be used to explain lizard’s respiration

cycle and for the evaluation purposes. The reference camera was positioned as

close to hyperspectral camera lens as possible. An example of full size (2048x2592)

reference image is in Fig. 8. Detailed look on how the lizard’s body changed during

the respiration cycle is displayed in Fig. 9.

Fig. 8: Example of the full-size reference image.

(a) (b)

(c) (d)

Fig. 9: Detailed images of the lizard’s respiration cycle with states of (a) Ąrst lizard’s

inhale, (b) large exhale, (c) large inhale, and (d) in normal resting state.
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There are around 500-900 images for each scanning run. The frame rate of

the reference camera was not exactly constant as there are signiĄcant differences in

change of the lizard’s position in between the frames.

2.6 Focus of Thesis

The main objective of this thesis is to investigate how the trunk area of a lizard can

be adjusted to compensate for breathing movement. SpeciĄcally, the focus will be

on the mechanisms by which the lizard can modify its trunk area with the aim to

maintain a consistent volume of air in its lungs during respiration.

It’s worth noting that the compensations for body or leg movements will not

be addressed. Focus will be solely on the trunk area and its relationship to respira-

tion. Furthermore, changes in light conditions will not be considered as a factor in

this study.

The area of the lizard that will be modiĄed is between the front and back

legs of the lizard, displayed in Fig. 10.

(a) (b)

Fig. 10: Detailed view of trunk deformation in equalized grayscale images. The

lizard in (a) corresponds to the LSC image named L4ADORSAL2, and the lizard in

(b) corresponds to LSC image named L4ADORSAL3.
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3 Image Processing Methods

Image processing involves converting an image into a digital format and then ap-

plying various operations to extract valuable information from it. Typically, image

processing systems treat images as 2D signals and apply predetermined signal pro-

cessing methods to analyze and manipulate them. This allows for the extraction of

meaningful data from the images.

This section contains all the methods that were used to adjust distortions in

lizard’s images. Each method is brieĆy explained, along with a description of how

it can be applied and what is it used for.

3.1 Binarization Methods

Image binarization, also known as image thresholding, is a technique used to convert

a grayscale or color image into a binary image where each pixel is assigned either

a foreground (object) or background (non-object) value based on a certain threshold

value. In the resulting binary image, foreground pixels are typically represented as

white (or 1) and background pixels as black (or 0).

Image binarization serves various purposes in image processing and computer

vision. In this thesis it was used as a preliminary step for image segmentation. By

converting an image to binary form, it simpliĄes the subsequent analysis and pro-

cessing by separating objects of interest from the background. This is particularly

useful in tasks such as object detection, object recognition, and image-based mea-

surements.

Binarization techniques are generally categorized as Global and Local, where

Global applies a single threshold to the entire image, but may fail for complex

backgrounds, while Local chooses different threshold values for each pixel based on

its neighborhood, but may not perform well with background noise. Thresholding

methods can also be based on criteria such as histogram, clustering, entropy, and

local adaptive methods, or use decision trees, combinations of techniques, or iterative

methods [9]. An example of good binarization is displazed in Fig. 11.

Fig. 11: Example of good binarization on degraded sample image.[9]
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3.2 Histogram Equalization

Histogram equalization is a technique used to enhance the contrast and improve the

overall appearance of an image. It redistributes the pixel intensities in an image

to utilize the full available range of values, thereby stretching the histogram and

increasing the distinguishability of different intensities.

The histeq MATLAB function [10] is used in this thesis, to perform his-

togram equalization on an image. The function performs the following steps:

1. Compute the histogram: Calculate the histogram of the input image, which

represents the frequency of occurrence of each pixel intensity level.

2. Compute the cumulative distribution function (CDF): Calculate the cumula-

tive sum of the histogram values.

3. Normalize the CDF: Divide each value in the CDF by the total number of

pixels in the image to obtain a normalized CDF.

4. Create the intensity mapping function: Multiply the normalized CDF by the

maximum intensity value (e.g., 255 for an 8-bit image) to obtain the intensity

mapping function. This function maps the original pixel intensities to new

intensity values.

5. Apply the intensity mapping function: Map each pixel in the original image

to its corresponding new intensity value using the intensity mapping function.

The histeq function returns the output image, which is the input image with his-

togram equalization applied. The resulting image will have enhanced contrast and

a more uniformly distributed histogram, utilizing the full intensity range.

3.3 Image Filling

Image Ąlling refers to the process of Ąlling in missing or incomplete parts of an image

to create a visually complete representation. This technique is often used in image

editing and computer vision applications to repair damaged or obscured areas, re-

move unwanted objects, or generate realistic content.

The MATLAB imfill function is used in this thesis, to Ąll holes or gaps

in binary or grayscale images. The function uses an algorithm based on morpho-

logical reconstruction [11], which operates by Ąlling regions of an image based on

connectivity and the speciĄed Ąlling criteria.

The connectivity parameter speciĄes the neighborhood connectivity used for

determining which pixels should be considered as connected. It can take a value of 4

or 8, representing 4-connectivity and 8-connectivity, respectively. In 4-connectivity,

pixels that share an edge are considered connected, while in 8-connectivity, pixels

that share an edge or corner are considered connected.
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The Ąlling criteria parameter determines the criterion for Ąlling the regions.

It can take two main values: ’holes’ or ’objects’.

• ’holes’ is used to Ąll interior holes within objects. These holes are regions of

background enclosed by foreground pixels.

• ’objects’ is used to Ąll the exterior of objects. It Ąlls regions of background

that are not connected to the image boundary.

The imfill function returns the output image, which is the input image with

the speciĄed regions Ąlled according to the chosen criteria. The Ąlled regions will

typically have pixel values that match the foreground or object of interest.

3.4 Edge Detection

Edge detection is a fundamental technique in image processing used to identify

boundaries or edges between different regions or objects within an image. It plays

a crucial role in various computer vision tasks such as object detection, image seg-

mentation, and feature extraction. Several methods have been developed for edge

detection, and here are some that are used in this thesis.

3.4.1 Morphological operators

Morphological operators can be used for edge detection by leveraging the properties

of morphological transformations to highlight boundaries or edges in an image [12].

The two commonly used morphological operators for edge detection are:

1. Erosion: Erosion is a morphological operator that shrinks or erodes regions

of an image. It works by sliding a structuring element (a small binary matrix)

across the image and replacing each pixel with the minimum value within the

neighborhood deĄned by the structuring element [13]. Erosion accentuates

boundaries and decreases the size of foreground regions. By subtracting the

eroded image from the original image, the resulting image will highlight the

edges.

2. Dilation: Dilation is the counterpart of erosion and expands or dilates regions

in an image. Like erosion, it uses a structuring element to slide across the

image, replacing each pixel with the maximum value within the neighborhood

deĄned by the structuring element. Dilation strengthens the boundaries and

increases the size of foreground regions. Subtracting the original image from

the dilated image results in an edge-highlighted image.
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By combining erosion and dilation, more advanced morphological operators can be

created for edge detection. Two examples that are used in this thesis are:

1. Opening: Opening is a sequence of an erosion followed by a dilation. It helps

in removing noise and small details while preserving larger connected edges.

The process involves applying erosion to the image to remove small features,

followed by dilation to restore the remaining edges. Subtracting the opened

image from the original image highlights the edges.

2. Closing: Closing is a sequence of dilation followed by erosion. It helps in

closing small gaps or holes in edges while preserving the overall shape. The

process involves applying dilation to the image to close gaps, followed by ero-

sion to smooth the edges. Subtracting the original image from the closed image

highlights the edges.

Morphological operators are effective for edge detection in scenarios where

the edges are well-deĄned and the background noise is relatively low. However, they

may produce thick or fragmented edges, and their effectiveness depends on the choice

of the structuring element and the speciĄc characteristics of the image. Adjusting

the size and shape of the structuring element can have a signiĄcant impact on the

detected edges.

3.4.2 Laplacian of Gaussian

The Laplacian of Gaussian (LoG) method is an edge detection technique that com-

bines the use of the Laplacian operator and Gaussian smoothing. It is designed to

detect edges by highlighting regions of rapid intensity changes in an image [12]. The

LoG method involves the following steps:

1. Gaussian smoothing: The image is convolved with a Gaussian kernel. This

step helps to reduce noise and eliminate small-scale details that may lead to

spurious edge detections. The size of the Gaussian kernel determines the scale

at which edges are detected. A larger kernel size captures broader edges, while

a smaller size focuses on Ąner details.

2. Laplacian operator: The Laplacian operator is applied to the smoothed image.

The Laplacian is a second-order derivative operator that measures the rate of

change of intensity. By convolving the smoothed image with the Laplacian

operator, regions with rapid intensity changes, corresponding to edges, are

enhanced. The Laplacian operator is commonly represented by a 3x3 or 5x5

kernel.

3. Zero-crossing detection: The Laplacian response obtained from the previous

step is analyzed to identify edge locations. The zero-crossings in the Laplacian

response correspond to the regions of maximum intensity change, which indi-
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cate the presence of edges. A zero-crossing occurs when a pixel changes sign in

the Laplacian response (i.e., it transitions from a positive value to a negative

value or vice versa).

4. Thresholding: Since the Laplacian response may contain noise and weak edge

responses, thresholding is often applied to distinguish true edges from noise.

A threshold is set, and only the zero-crossings with magnitudes above the

threshold are considered as valid edges.

The Laplacian of Gaussian method provides edge detection at multiple scales due to

the involvement of Gaussian smoothing. It is particularly useful for detecting edges

with varying widths and for identifying edges in noisy images. However, it can also

produce thick edges and may be sensitive to the selection of the scale parameter and

threshold.

3.5 Interpolation Methods

Interpolation is a technique used in image processing and computer graphics to

estimate values or Ąll in missing data points between known data points. It involves

generating intermediate values based on the surrounding known data points to create

a smoother and more continuous representation of the data.

In the context of image processing, interpolation is often employed to adjust

distortions, enhance resolution, or resize images. When resizing an image, for ex-

ample, interpolation is used to estimate the color or intensity values of new pixels

that are inserted between existing pixels. This helps to maintain the visual quality

and smoothness of the image during the resizing process.

There are various interpolation methods commonly used [14], including:

Nearest Neighbor Interpolation

This method assigns the value of the nearest known data point to the new data

point. It is a simple and computationally efficient interpolation technique but may

result in pixelation and loss of Ąne details.

Bilinear Interpolation

Bilinear interpolation estimates the new pixel value based on a weighted average of

the surrounding four known data points. It produces smoother results compared to

nearest neighbor interpolation but may still cause some blurring.

Bicubic Interpolation

Bicubic interpolation considers a larger neighborhood of sixteen known data points

to estimate the new pixel value. It uses a weighted average, taking into account
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both distance and intensity differences. Bicubic interpolation typically yields higher-

quality results with less blurring but requires more computational resources.

Cubic B-spline

Cubic B-spline constructs smooth and continuous curves or surfaces by connecting

adjacent control points using cubic polynomial segments. Cubic B-spline interpo-

lation offers visually pleasing results and handles irregularly spaced data well, but

may introduce some smoothing effects.

The choice of interpolation method depends on the speciĄc application and de-

sired trade-offs between computational complexity, smoothness, and preservation of

Ąne details. Different methods may be more suitable for different scenarios, and

experimentation is often required to determine the most appropriate interpolation

technique for a particular task.

3.6 Image Registration

Image registration is the process of aligning different images of the same scene or ob-

ject to a common coordinate system. It involves Ąnding the spatial transformation

that minimizes the differences or maximizes the similarity between corresponding

points or features in the images. The goal of image registration is to correct for geo-

metric distortions, such as translations, rotations, scaling, and deformations, as well

as to account for differences in sensor geometry, viewpoint, or imaging conditions.

In this thesis the intensity based image registration was used to align images

from the hyperspectral camera and the reference camera. The process involves

measuring the similarity between the intensities of corresponding pixels in the images

and iteratively adjusting the transformation parameters to maximize this similarity.

Typically, intensity-based image registration begins by selecting a similar-

ity metric, such as sum of squared differences (SSD), normalized cross-correlation

(NCC), or mutual information (MI). These metrics quantify the agreement between

the intensity values of corresponding pixels or regions in the images. The transfor-

mation parameters, such as translations, rotations, or deformations, are adjusted to

optimize the chosen similarity metric [15].

During the registration process, an optimization algorithm, such as gradient

descent or the Levenberg-Marquardt algorithm [16], is used to iteratively reĄne the

transformation parameters. The algorithm searches for the optimal transformation

that minimizes the dissimilarity between the intensities of corresponding pixels.
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4 Compensation of Image Distortions

This chapter is about compensation of distortions caused by lizard’s breathing move-

ment in the trunk area. It’s divided into multiple sections where each step of the

compensation algorithm is explained.

The algorithm is written in MATLAB programming language with a student

license and version R2021b [17]. To run the functions used in the script, it is nec-

essary to install the Image Processing Toolbox [18]. The diagram of compensation

algorithm is displayed in Fig. 12.

Fig. 12: Diagram of compensation algorithm.

4.1 Image Processing

The images are loaded from the speciĄed image_path, which contains the RGB

image captured by the hyperspectral camera and a folder with reference images.

The LSC image is loaded into the workspace using the imread function, and then

it is cropped to a resolution of 1000 × 1000 pixels. The resulting cropped image is

displayed in Fig. 13.

4.1.1 Splitting image into RGB channels

The LSC image is then split into its RGB channels. As shown in Fig. 14, each chan-

nel exhibits a different reĆection of the scanned object. The red and green channels

successfully capture the white back patterns (small white dots inside the black cir-

cles) of the lizard, while the blue channel does not reĆect them. Consequently, the

blue channel image is more suitable for subsequent image processing as it facilitates

the separation of the lizard’s body from the background.
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Fig. 13: Cropped LSC image in RGB colors with a resolution of 1000× 1000 pixels.

(a) (b) (c)

Fig. 14: Detailed view of the cropped trunk areas of the (a) red, (b) green, and (c)

blue channels from the LSC image.
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4.1.2 Binarization

Binarization is performed using a simple thresholding method on the blue chan-

nel image. The threshold values of 40 and 25 were experimentally determined to

effectively detect the edge pixels on the left and right sides of the lizard’s body,

respectively. In this method, a threshold value is set, and all pixels below this

threshold (the darkest pixels) are assigned a foreground value of 1, while the re-

maining pixels are considered background and assigned a value of 0. The double

thresholding is necessary to account for shadows present on the right side of the

lizard’s body (threshold 25), which could otherwise lead to false edge detection in

the binarized image. Both resulting binarized images are displayed in Fig. 15.

(a) (b)

Fig. 15: Binarized images were obtained for threshold values of 40 (a) and 25 (b),

respectively.

After binarization, it is necessary to remove unwanted noise from the images

and prepare them for the next step, which involves detecting the edges of the lizard

and identifying the trunk area. Firstly, the imfill function (3.3) is applied with

default settings to Ąll any enclosed black areas with white pixels. Subsequently,

erosion and dilation operations are performed on the image using a disk-shaped

morphological structuring element of size 3. This structuring element was used

with imerode and imdilate MATLAB functions to perform these operations. The

complete sequence of steps applied to the Ąrst binarized image (Fig. 15 (a)) is

illustrated in Fig. 16. The same steps were also applied to the second binarized

image.
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(a) (b) (c)

Fig. 16: The binarized image from Fig. 15 (a) is subjected to a Ąlling operation

to Ąll any enclosed regions within the lizard’s body. Subsequently, the black pixels

inside the body are removed in (a). The resulting Ąlled image is then eroded, which

eliminates a group of white pixels near the right edge of the lizard in image (a), but

also causes the body of the lizard to become thinner in image (b). To restore the

original width of the lizard, the eroded image is dilated, resulting in image (c) with

the same width as the original.

4.2 Location of Lizard in Image

The precise location of the lizard within the image is unknown, and it is crucial

to determine its position for further processing. To accomplish this, the image is

scanned using algorithm 1 within the typical region (between row 200 and 700)

where the lizard’s body is expected to be.

The algorithm is designed to detect the edges of the lizard and record their

locations. However, there are instances where it may not trace the entire body of

the lizard. This typically occurs between the lizard’s Ąngers and legs, as well as

in the presence of smaller white areas that are not part of the lizard’s body. The

scanning path (shown in red) and the skeleton line (shown in blue) can be observed

in Fig. 17.

4.2.1 Center Line

In Fig. 17, it is evident that the center line (blue) is not connected throughout

the whole lizard’s body. To detect the edges effectively, it is necessary to create

a connected line in which each row contains a pixel inside the lizard’s body. This

approach allows for edge detection, starting from the center line. The reason for

focusing on the center line is that in certain areas of the image, it is challenging to

detect the trunk’s edge from the outside. An example of this can be seen in Fig. 17,

above the lizard’s back left leg.
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Algorithm 1 Finding center of the lizard

CL⊂ zeros(size(I, 1),size(I, 2)) ◁ Where CL is the center line image

◁ and I is the Ąrst binarized image

𝑖𝑑𝑥⊂ 0 ◁ Initialized indexing variable

for 𝑖 = 200 : 700 do

𝑖𝑑𝑥⊂ 𝑖𝑑𝑥 + 1

𝑝𝑖𝑥⊂ 0 ◁ Initialized pixel value to 0 (background)

𝑗 ⊂ 100

while 𝑝𝑖𝑥 ̸= 1 do ◁ While we don’t encounter the lizard

𝑗 ⊂ 𝑗 + 1

𝑝𝑖𝑥⊂ I(𝑖, 𝑗)

end while

𝐿𝑒𝑑𝑔𝑒(𝑖𝑑𝑥, :)⊂ [𝑖, 𝑗] ◁ Save this index as the left edge of the lizard

while 𝑝𝑖𝑥 ̸= 0 do ◁ While we don’t encounter the end of the lizard

𝑗 ⊂ 𝑗 + 1

𝑝𝑖𝑥⊂ I(𝑖, 𝑗)

end while

𝑅𝑒𝑑𝑔𝑒(𝑖𝑑𝑥, :)⊂ [𝑖, 𝑗] ◁ Save this index as the right edge of the lizard

𝑐𝑒𝑛𝑡𝑒𝑟 ⊂round(
𝑅𝑒𝑑𝑔𝑒(𝑖𝑑𝑥,2)−𝐿𝑒𝑑𝑔𝑒(𝑖𝑑𝑥,2)

2
) ◁ Find the center

CL(𝑖, 𝑐𝑒𝑛𝑡𝑒𝑟)⊂ 1 ◁ Set the center pixel to 1

end for

Fig. 17: Location of lizard’s body in the LSC image.
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Obtaining the center line, or skeleton line, cannot be achieved solely through

skeletonization algorithms. This is because the lizard image may exhibit signiĄ-

cant distortions caused by breathing, leading the algorithms to mistakenly identify

additional body parts within the trunk area. Instead, the center line calculated in al-

gorithm 1 is utilized. The pixels are connected through dilation using a disk-shaped

structuring element of size 7. Subsequently, the largest white object is selected,

and a thinning operation is performed using the bwmorph function. These steps are

illustrated in Fig. 18 (not all white pixels are visible in Fig. 18 (a) and Fig. 18 (d)).

(a) (b)

(c) (d)

Fig. 18: Extracting center line: (a) center line from Fig. 17, (b) dilation performed,

(c) extracting largest white area, (d) thinning performed.

However, it should be noted that in Fig. 18 (d), an issue may arise during

thinning, resulting in two white pixels in a single horizontal image row. Since only

one starting pixel is necessary, the unique function was employed to remove the

extra pixels from the center line. Additionaly, a line of pixels is added to the start

and the end of this center line, to ensure the detection of the whole trunk area.

4.3 Extracting Contours

Now that the center line has been obtained, the starting pixel locations are known,

enabling the detection of edges from the center line. In section 4.1.2, the imfill

function was utilized to remove black pixels from the lizard’s trunk area. While this
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approach was successful on the Ąrst binarized image (Fig. 15 (a)), it did not work

on the second image (Fig. 15 (b)) due to the absence of closed black pixel areas

caused by a lower threshold value. To address this, a stripe of white pixels is added

to the end of the center line, effectively closing the black pixel regions and allowing

the imfill function to Ąll the black pixels in lizard’s trunk area (see Fig. 19).

(a) (b)

Fig. 19: Second binarized image from Fig. 15 (b) after denoising, is displayed in (a)

before adjusted Ąlling and (b) after adjusted Ąlling.

Both binarized images are now prepared for detection of the edges from the

center line. In the Ąrst image, scanning is conducted in the left direction starting

from the center line, resulting in the detection of the left contour of the lizard.

In the second image, scanning is performed in the right direction from the center

line, yielding the right contour of the lizard. The detected contours are highlited

in Fig. 20 (a) with red lines. The calculated area between the edges is displayed in

Fig. 20 (b).

4.3.1 Finding Trunk Area

In Fig. 20 (b), it can be observed that the most consistent width (small change

in the 𝑥-axis) along the lizard’s trunk area lies between the front and back pair of

legs. This information is utilized to locate this speciĄc area through cross-correlation

with the experimentally derived polynomial function, which represents the average

length and width of the lizard’s trunk area. The trunk area, displayed in Fig. 21 (a),

corresponds to the location of the curve with the minimal correlation value. This

indicates the part of the lizard that deviates the least from the calculated polynomial

curve.
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(a) (b)

Fig. 20: Detected edges from the center line are highlighted with red in (a). Calcu-

lated area between the edges plotted on the 𝑥-axis, with the 𝑦-axis corresponding

to the image rows displayed in (b).

(a) (b)

Fig. 21: Finding the trunk contours of the lizard’s body. Graph (a) shows a location

where the calculated polynomial (red) has the highest similarity with the trunk width

of the lizard (blue). Graph (b) shows the lizard’s trunk contours with eliminated

leg pixels.
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In Fig. 21 (a), the contours still include some pixels that belong to the legs

(at the top and the bottom of the blue curve), resulting in a wider width compared

to the nearly constant width of the trunk. To ensure accurate processing, it is

necessary to remove these pixels from the contours since they would interfere with

the calculation of natural contours using a polynomial in the subsequent step. The

algorithm 2 is employed to delete these pixels and the here is a brief explanation on

what it does:

• It examines the Ąrst 11 pixels of the contour and calculates the standard

deviation along the x-axis.

• If the standard deviation exceeds 1, the algorithm continues by considering

the 2nd pixel through the 12th pixel and performs the same calculation.

• This process continues until the standard deviation falls below 1.

The algorithm 2 is performed in a top-down direction on the starting pixels

of both the left and the right contours, eliminating the pixels from the front pair

of legs. With the same idea a similar algorithm is performed in the bottom-up

direction, eliminating the pixels from the back pair of legs. The contours without

the leg pixels are shown in Fig. 21 (b).

Algorithm 2 Deleting leg pixels from contours.
𝑖⊂ 1

while std(𝐿_𝑡𝑟𝑢𝑛𝑘_𝑒𝑑𝑔𝑒(𝑖 : 𝑖 + 10, 2)) > 1 do

𝑖⊂ 𝑖 + 1

end while

𝐿_𝑠𝑡𝑎𝑟𝑡⊂ 𝑖

4.4 Calculating Natural Contours

The main idea of this thesis is to compensate for breathing distortions to restore

a normal appearance of the lizard’s body. To achieve this, the calculation of new

natural contours of the lizard’s body is performed. This calculation is done by Ątting

the obtained lizard contours with a low degree polynomial, so the quick changes in

the lizard’s width are neglected and the Ąnal contours are smooth. A 3rd degree

polynomial is selected as it creates gentle curves in the contours. The results of this

Ątting process are displayed in Fig. 22.
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(a) Obtained and estimated

contours.

(b) Contours of the

lizard’s body.

Fig. 22: Estimating the natural contours of the lizard’s body. Graph (a) shows the

original contours (red) and estimated natural contours of the lizard (green). Image

(b) shows both of these contours highlighted in a cropped grayscale LSC image.

4.5 Interpolation

Before the interpolation, it is necessary to deĄne the interpolation ranges to deter-

mine which pixels should be interpolated and by how much. The two borders that

have already been set in Fig. 22 are as follows:

• Red pixels - representing the actual contours of the lizard’s body.

• Green pixels - representing the estimated natural contours of the lizard’s body.

The missing border is the one that determines where the interpolation should

start. This border is calculated based on the actual contours of the lizard and is then

multiplied by a factor of 0.8, which smooths out the peaks of the original contours.

This factor has been experimentally estimated to improve the interpolation results.

The underlying idea is that during the respiration cycle, the lizard’s body exhibits

the most movement at the edges, which gradually decreases towards the center of

the lizard. The starting interpolation pixels for the left side and the right side are

calculated using the following code:

𝐿𝑠𝑡𝑎𝑟𝑡⊂ 𝐿𝑛𝑎𝑡𝑢𝑟𝑎𝑙(:, 2)+ round((𝐿𝑐𝑜𝑛𝑡𝑜𝑢𝑟(:)⊗ 𝐿𝑛𝑎𝑡𝑢𝑟𝑎𝑙(:, 2)) * 0.8),

𝑅𝑠𝑡𝑎𝑟𝑡⊂ 𝑅𝑛𝑎𝑡𝑢𝑟𝑎𝑙(:, 2)+ round((𝑅𝑐𝑜𝑛𝑡𝑜𝑢𝑟(:)⊗𝑅𝑛𝑎𝑡𝑢𝑟𝑎𝑙(:, 2)) * 0.8),
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where Lcontour and Rcontour are the left and right contours of the lizard, the

Lnatural and Rnatural are the natural contours calculated in section 4.4, and Lstart

and Rstart are the starting pixels of the interpolation. The rounding is done with the

MATLAB function round to the closest whole number, because the pixel coordinates

can’t have decimal places. These contours are then shifted in 𝑥-axis to the positions

that will deĄne the interpolation range. The shifts of the Lcontour and Lnatural

are the same and are deĄned with a constant variables U1 = -1 and T1 = -1, which

provide a shift to the left by one pixel. The Lstart is shifted to the center of the

lizard’s body with constant variable F1 = 20. The same constants are set for the

right side, but with the opposite signs. The start of the interpolation is depicted in

blue color in Fig. 23.

(a) (b)

Fig. 23: Calculated and shifted interpolation ranges with original contours (red),

estimated natural contours (green), and calculated starting contours (blue) are high-

lighted in the equalized grayscale image (a). Image (b) displays a cropped detail of

these interpolation ranges.

4.5.1 Interpolation Algorithm

The last step of the compensation algorithm involves interpolation. Interpolation

is performed on each row of the LSC image with deĄned interpolation range, for

each side of the lizard’s body and for each RGB channel individually. Consequently,

all the adjusted RGB channels are concatenated into a single colorful image. As

explained in section 3.5, there are multiple interpolation methods available. In this
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thesis, the spline method is utilized, speciĄcally the MATLAB function spline, to

calculate and Ąt curves to the pixel intensity values within the speciĄed range.

When interpolating the lizard’s body, the interpolation will not be done lin-

early, but quadratically. The decision to use quadratic interpolation stems from

analyzing the lizard’s body movement during the respiration cycle. The pixels at

the edge exhibit greater movement compared to those closer to the lizard’s spine.

It is worth noting that some edge pixels move inward to the extent that the edge

patterns vanish, making it impossible to interpolate them due to the lack of in-

formation. Although the reference pictures could potentially provide the necessary

information, implementing such complexity is beyond the scope of this algorithm.

The following algorithm was developed to interpolate the pixel values between

the red and blue lines in Fig. 23 into the pixels between the green and blue lines:

1. First, the channel matrix is selected from a set of all RGB channels 𝒳 , and

assigned to a matrix CH. The same matrix is then copied to a new matrix

NCH, on which the adjustments will be performed. The channel matrix is

a 1000× 1000 matrix containing pixel intensity values.

2. The second step involves deĄning a for loop that iterates through each row of

pre-set interpolation ranges. The loop accounts for each side of the lizard’s

body, as they may have different rows requiring adjustment. In this example,

the focus is on adjusting the left side of the lizard’s body.

3. Each iteration selects a row y, where the interpolation is performed and the

following variables are deĄned:

• from - x coordinate in row y where the interpolation should start (blue

pixel).

• until - x coordinate in row y, that speciĄes the end of the interpolation

range (red pixel).

• to - x coordinate in row y, that speciĄes to which range should be the

interpolation preformed (green pixel).

4. If the variable until and the variable to don’t match (meaning that the red and

green pixels do not have the same x coordinate), the interpolation is performed,

and the following variables are deĄned:

• X - is an array of x coordinates of the pixels that need to be interpolated

between from and until coordinates.

• Z - is an array containing the intensity values corresponding to the x-

coordinates in array X.

• R - is an array with the length of interpolation range in a speciĄed

quadratic range.
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• F - is an array with the squared values of R.

• D - is an array of function values F divided by the value range calculated

by subtracting the last array value of F from the Ąsrt one.

• N - is an array of normalized function values of D between 0 and 1.

• XX - is an array of x coordinates with a length of interpolation range

Ątted between from and until coordinates.

• ZZ - is an array of calculated pixel intensity values for XX positions.

• NCH - it the new channel matrix where the calculated ZZ values are

substituted in between from and to coordinates.

The pseudocode for interpolation of the lizard’s left side of the body is written

in algorithm 3. The explanatory graph is displayed in Fig. 24.

Algorithm 3 Interpolation of the left side of the the lizard’s body.

CH = 𝒳¶𝑐ℎ𝑎𝑛𝑛𝑒𝑙♢ ◁ Channel selection

NCH = CH

for 𝑖 = 1 :size(𝐿𝑛𝑎𝑡𝑢𝑟𝑎𝑙, 1)⊗ 𝑠𝑘𝑖𝑝 do ◁ Interpolation of left edge

𝑓𝑟𝑜𝑚⊂ 𝐿𝑠𝑡𝑎𝑟𝑡(𝑖) + 𝐹1

◁ Lstart is an array of x coordinates for the left interpolation start

𝑢𝑛𝑡𝑖𝑙⊂ 𝐿𝑐𝑜𝑛𝑡𝑜𝑢𝑟(𝑖) + 𝑈1

◁ Lcontour is an array of x coordinates of original contour

𝑡𝑜⊂ 𝐿𝑛𝑎𝑡𝑢𝑟𝑎𝑙(𝑖, 2) + 𝑇1

◁ Lnatural is an array of x coordinates of natural contour

if 𝑢𝑛𝑡𝑖𝑙 ̸= 𝑡𝑜 then

𝑋 ⊂ 𝑢𝑛𝑡𝑖𝑙 : 𝑓𝑟𝑜𝑚

𝑍 ⊂double(CH(𝐿𝑛𝑎𝑡𝑢𝑟𝑎𝑙(𝑖, 1), 𝑋))

𝑅⊂ linspace(⊗7,⊗6.5, 𝑓𝑟𝑜𝑚⊗ 𝑡𝑜 + 1)

𝐹 ⊂ 𝑅2

𝐷 ⊂ 𝐹
(𝐹 (1)−𝐹 (𝑒𝑛𝑑))

𝑁 ⊂ 𝐷 ⊗𝐷(1)

𝑋𝑋 ⊂Ćip(𝑓𝑟𝑜𝑚 + 𝑁 * (𝑓𝑟𝑜𝑚⊗ 𝑢𝑛𝑡𝑖𝑙))

𝑍𝑍 ⊂round(spline(𝑋, 𝑍, 𝑋𝑋))

NCH(𝐿𝑛𝑎𝑡𝑢𝑟𝑎𝑙(𝑖, 1), 𝑡𝑜 : 𝑓𝑟𝑜𝑚)⊂ 𝑍𝑍

end if

end for

The quadratic interpolation starts with specifying a range e.g.[-8,-3], within

which the values will be reĆected into quadratic function values, that deĄne the

differences in the gaps between the interpolation pixels. The array of these values,

represented by the variable 𝑅, is calculated using the linspace MATLAB function.
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Fig. 24: An example of quadratic interpolation with a range of [-8,-3].

This function takes the speciĄed range and the number of interpolation pixels, cal-

culated by subtracting variable 𝑓𝑟𝑜𝑚 from variable 𝑡𝑜. By squaring this array, the

values are reĆected on the 𝑦-axis of the quadratic function f(x), which deĄnes the

array variable F. The values in array F do not have a constant gap between them.

The calculation of quadratic function values can be seen in Fig. 25. These f(x) val-

ues are then normalized and multiplied by the number of interpolation pixels. This

results in more pixels being interpolated near the edges of the lizard’s body and

fewer pixels closer to the center of the lizard. The quadratic range [-7, -6.5] used

in this algorithm was estimated experimentally to yield the best results, while the

range [-8, -3] is used here for explanatory purposes only.

Fig. 25: Calculation of quadratic function values.
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For the background, the linear interpolation is used, which helps in creating

natural shadows from the lizard. Linear interpolation means that the pixel values

are calculated with equal spacing between pixels. This algorithm operates similarly

as the algorithm 3, and the pseudocode in algorithm 4 is employed.

Algorithm 4 Interpolation of the background shadows for the left side.

for 𝑖 = 1 :size(𝐿𝑐𝑜𝑛𝑡𝑜𝑢𝑟, 1)⊗ 𝑠𝑘𝑖𝑝 do

𝑓𝑟𝑜𝑚⊂ 𝐿𝑐𝑜𝑛𝑡𝑜𝑢𝑟(𝑖)⊗ 30 ◁ Shifted original contour by 30 pixels further

from the body

𝑢𝑛𝑡𝑖𝑙⊂ 𝐿𝑐𝑜𝑛𝑡𝑜𝑢𝑟(𝑖)⊗ 3 ◁ Shifted original contour by 3 pixels further from

the body

𝑡𝑜⊂ 𝐿𝑛𝑎𝑡𝑢𝑟𝑎𝑙(𝑖, 2) + 𝑇1⊗ 1 ◁ Natural contour with multiple shifts

𝑋 ⊂ 𝑓𝑟𝑜𝑚 : 𝑢𝑛𝑡𝑖𝑙

𝑍 ⊂double(CH(𝐿𝑛𝑎𝑡𝑢𝑟𝑎𝑙(𝑖, 1), 𝑋))

𝑋𝑋 ⊂linspace(𝑓𝑟𝑜𝑚, 𝑢𝑛𝑡𝑖𝑙, 𝑡𝑜⊗ 𝑓𝑟𝑜𝑚 + 1)

𝑍𝑍 ⊂round(spline(𝑋, 𝑍, 𝑋𝑋))

NCH(𝐿𝑛𝑎𝑡𝑢𝑟𝑎𝑙(𝑖, 1), 𝑓𝑟𝑜𝑚 : 𝑡𝑜) = 𝑍𝑍

end for

After interpolating each side of the lizard and the background, the adjusted

channels are concatenated into one colorful image. The interpolation results, which

are slightly enhanced for better observation, are displayed in Fig. 26.
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(a) (b)

Fig. 26: Comparison of (a) original LSC image and (b) adjusted LSC image after

interpolation
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5 Evaluation of Compensation Algorithm

A part of this thesis is to evaluate how well the compensation of distortions is done.

There are various factors that can be considered in this evaluation, such as the po-

sition and size of the back patterns, the normal appearance of the lizard’s contours,

and so on. The evaluation method used in this thesis is based on comparing the

adjusted contours to a reference image chosen by the user. The reference image

should represent the normal appearance of the lizard, without any eccentric or con-

centric distortions in the trunk. The diagram of evaluation algorithm is displayed

in Fig. 27.

Fig. 27: Diagram of the evaluation algorithm.

5.1 Reference Image Processing

There are several reference images from which a user can choose one for comparison.

As the scanning begins, the lizard is not yet positioned under the lighting stripe,

which allows us to have the entire lizard’s body under similar lighting conditions.

The user should select one of these images, as the algorithm is speciĄcally optimized

for these very dark images. Otherwise, the algorithm may encounter difficulties in

extracting accurate information. An example of a correctly selected image is shown

in Fig. 28.

In Fig. 28 (b), we can see that by using the histogram equalization method,

we can retrieve a lot of information about the lizard, even though the initial image is

very dark. The histogram equalization is performed via histeq MATLAB function

with default settings. The function takes an already cropped image without the

white stripe from the light.
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(a) (b)

Fig. 28: Selection of an appropriate reference image for comparison. Image (a)

shows a correctly selected reference image in full-size resolution, without a white

lightning stripe over the lizard’s body. Image (b) displays a histogram equalized

cropped reference image.

5.1.1 Cropping the Trunk Area in the Reference Image

As there is no information regarding the location of the lizard in the reference image,

it is necessary to Ąrst locate the body of the lizard. The binarization method used

for the image from the LSC cannot be applied here due to signiĄcant noise in the

image. Therefore, another edge detection method called Laplacian of Gaussian is

used. This method is brieĆy described in subsection 3.4.2. By using this method,

the algorithm is able to identify pixels with the most signiĄcant changes in pixel

intensity. The results of this method are displayed in Fig. 29.

Fig. 29 (a) already depicts the true appearance of the lizard in real life, but

obtaining the lizard’s contours is not yet possible. To achieve this, the body of the

lizard has to be separated from the background. The Laplacian of Gaussian method

has detected numerous edges within the lizard’s body. By dilating these lines, the

black holes between them are Ąlled, resulting in a Ąlled area of white pixels that

resembles the shape of the lizard’s body. As dilation increases the area by the size

of the mask, performing erosion on the image with the same mask restores the area

to its original size, but the pixels within the body are not erased. This process

creates a binarized version of the lizard’s body. By analyzing the largest white area

in the image, the centroid can be calculated, typically located close to the middle

of the lizard’s trunk area. This centroid is then used to crop a rectangular image

for comparison purposes. The cropped area is situated 250 pixels away from the
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(a) (b)

Fig. 29: Laplacian of the Gaussian (LoG) of the reference image. Image (a) shows

the thresholded edges detected with LoG as white pixels. Image (b) highlights these

edges (red) in a histogram equalized cropped reference image.

centroid in height and 150 pixels away in width, resulting in resolution of 501× 301

pixels. These steps and results can be observed in Fig. 30 (a). The Ąnal cropped

image is displayed in Fig. 30 (b).

(a) (b)

Fig. 30: Finding and cropping the trunk area of the lizard. Image (a) shows a dilated

and eroded LoG image from Fig. 29 (a). This image also highlights the centroid

(blue) of the largest white area, along with the calculated rectangle for cropping

(red). Image (b) displays the histogram equalized cropped reference image at the

location of the rectangle in image (a).
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5.2 Processing of LSC Images

In order to assess the quality of the lizard’s adjustment, we need to align the same

areas of the original image, the adjusted image, and the reference image. It is

important to select an appropriate part of these images because the alignment would

not work properly otherwise. To determine the area we want to align, we can use

information about the location of the lizard’s trunk area from detected contours

(4.3.1) to crop only the necessary part of the lizard. The marginal pixels of these

contours are selected, and with a reserve of 50 pixels in width and 100 pixels in

height, this area is cropped. The cropped images are displayed in Fig. 31.

(a) (b)

Fig. 31: Cropped trunk area of the original (a) and adjusted (b) image from LSC.

5.3 Image Registration

In this thesis the imregister MATLAB function is used for intesity-based image

registration [19]. The optimizer is created via imregconfig MATLAB function and

is set to multimodal, because the images come from a different sensors [20]. In order

to compare the LSC images with the reference image, image registration is performed

between the original LSC image and the reference image. The unregistered and

registered images are displayed in Fig. 32.
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(a) (b)

(c) (d)

Fig. 32: Transformation of LSC images to coordinates of the reference image. Images

(a) and (b) show the unregistered images from the LSC camera on a reference image.

Image registration is performed between the original LSC image and the reference

image displayed in (a). From the image registration, a transform matrix is obtained

and used to transform the original LSC image (a) to the coordinate system of the

reference image (c). The same transformation matrix is used on the adjusted LSC

image (b), which is transformed to (d).

5.3.1 Image Transformation

The imregister function calculates the transformation matrix, which is then ap-

plied to all other images that need to be aligned with the reference image. This

ensures that the original and adjusted images undergo the same transformation.
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5.4 Binarization of Transformed Images

After aligning the images, the same binarization method used in section 4.1.2 will

be applied. However, for the reference image, binarization is not necessary as we

can directly utilize the image shown in Fig. 30 (a).

5.5 Contour Extraction

In the binarized images, the algorithm speciĄed in section 4.3 can be applied to

detect the contours of the lizard in the original, adjusted, and reference images.

The algorithm requires the center line pixels to determine the starting point for

scanning the end of the lizard’s body. The center line was already obtained in

section 4.2.1. This image containing the center line is used again, but this time it is

transformed to different coordinates using the same transformation process applied

to the original and adjusted LSC images. The transformed center line image is

then binarized once more to address blurriness caused by the transformation. After

binarization, only the unique white pixels in each row of the image are selected as

center pixels. The Ąnal center line is displayed in Fig. 33.

Fig. 33: Transformed center line (red) in the original transformed grayscale LSC

image.
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Using this center line, it is possible to obtain contours for all three images.

The detected contours are displayed in the histogram-equalized images in Fig. 34.

(a) (b) (c)

Fig. 34: Contour detection on transformed images and the reference image. The

contours are highlighted in red, where (a) displays the contours of the original trans-

formed LSC image, (b) displays the contours of the adjusted transformed LSC image,

and (c) displays the contours of the reference image. All images are histogram equal-

ized for demonstration purposes.

5.5.1 Finding Trunk Contours for Comparison

From the edges detected in the previous step, the trunk area of the lizard’s body

where the adjustments were made needs to be identiĄed. This is done using the

same method as described in section 4.3.1. The method is applied to the contours of

the referemce image and the contours of the transformed adjusted LSC image. The

starting and ending indexes are then selected for the left and right contours, and

used for all extracted contours. The resulting contours, which will be compared, are

displayed in Fig. 35.

The contours in the reference image are quite bumpy, so a third-order poly-

nomial is calculated and used for the Ąnal comparison. The resulting contours of

the lizard in the reference image are displayed in Fig. 36.
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(a) (b)

Fig. 35: Contours of transformed LSC images. Graph (a) shows original transformed

LSC image contours without elimanted leg pixels. Graph (a) shows the same for the

adjusted transformed LSC image.

(a) (b)

Fig. 36: Estimating natural contours of the reference image. Graph (a) shows the

detected original contours (red) and estimated natural contours (green) of the refer-

ence image. The estimated natural contours (green) are highlighted in the histogram

equalized reference image in (b).
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5.6 Evaluation

Now, with contours available for all three images, the evaluation can begin by cal-

culating the difference between the contours of LSC images and the contours of the

reference image. Initially, the alignment of these contours is necessary because the

reference contours may be slightly shifted after the polynomial adjustment. This

alignment is performed to minimize the difference between the LSC and the ref-

erence image contours. The adjusted LSC image is used for alignment to avoid

potential issues caused by large distortions in the original image, which could result

in an incorrect shift calculation. The shift is only performed on the x-axis, and the

optimization algorithm 5 is used to determine the 𝑔𝑜𝑜𝑑_𝑠ℎ𝑖𝑓𝑡.

Algorithm 5 Finding shift for good alignment of contours.

𝑚𝑖𝑛_𝑑𝑖𝑓𝑓 ⊂ 𝑖𝑛𝑓 ◁ minimal difference, so far set to inĄnity

for 𝑠ℎ𝑖𝑓𝑡 = ⊗10 : 10 do

𝐿𝐴𝑅_𝑐𝑜𝑛𝑡𝑜𝑢𝑟 ⊂ 𝒞¶2, 1♢ ◁ where 𝒞 is a set of all contours

𝑅𝐴𝑅_𝑐𝑜𝑛𝑡𝑜𝑢𝑟 ⊂ 𝒞¶2, 2♢

𝑑𝑖𝑓𝑓_𝐿⊂ abs(𝐿_𝑟𝑒𝑓_𝑐𝑜𝑛𝑡𝑜𝑢𝑟(:, 2) + 𝑠ℎ𝑖𝑓𝑡⊗ 𝐿𝐴𝑅_𝑐𝑜𝑛𝑡𝑜𝑢𝑟(:, 2))

◁ where LARcontour is Left Adjusted Registered image contour

◁ and L_ref_contour is Left reference image contour

𝑑𝑖𝑓𝑓_𝑅⊂ abs(𝑅_𝑟𝑒𝑓_𝑐𝑜𝑛𝑡𝑜𝑢𝑟(:, 2) + 𝑠ℎ𝑖𝑓𝑡⊗𝑅𝐴𝑅_𝑐𝑜𝑛𝑡𝑜𝑢𝑟(:, 2))

◁ same as before but for the right side

𝑡𝑜𝑡𝑎𝑙_𝑑𝑖𝑓𝑓 ⊂ sum([𝑑𝑖𝑓𝑓_𝐿; 𝑑𝑖𝑓𝑓_𝑅]) ◁ sum of left and right difference

if 𝑡𝑜𝑡𝑎𝑙_𝑑𝑖𝑓𝑓 < 𝑚𝑖𝑛_𝑑𝑖𝑓𝑓 then ◁ if new minimum found, variables change

𝑚𝑖𝑛_𝑑𝑖𝑓𝑓 ⊂ 𝑡𝑜𝑡𝑎𝑙_𝑑𝑖𝑓𝑓

𝑔𝑜𝑜𝑑_𝑠ℎ𝑖𝑓𝑡⊂ 𝑠ℎ𝑖𝑓𝑡

end if

end for

Contours that are aligned with the 𝑔𝑜𝑜𝑑_𝑠ℎ𝑖𝑓𝑡 are displayed in Fig. 37. The

primary objective of this evaluation is to compare, if the difference between the

adjusted LSC image and reference image to the one between the original LSC image

and the reference image was minimized, and determine the extent of the difference

reduction. For the Ąnal calculation of the difference, the algorithm 6 was developed,

based on algorithm 5.
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Algorithm 6 Calculating difference.

𝑓𝑖𝑛𝑎𝑙_𝑑𝑖𝑓𝑓 = [] ◁ Initialization of an array to store the differences

for 𝑖𝑚𝑔 = 1 : 2 do

𝐿𝐴𝑅_𝑐𝑜𝑛𝑡𝑜𝑢𝑟 ⊂ 𝒞¶𝑖𝑚𝑔, 1♢; ◁ where 𝒞 is a set of all contours

𝑅𝐴𝑅_𝑐𝑜𝑛𝑡𝑜𝑢𝑟 ⊂ 𝒞¶𝑖𝑚𝑔, 2♢;

𝑑𝑖𝑓𝑓_𝐿⊂ abs(𝐿_𝑟𝑒𝑓_𝑐𝑜𝑛𝑡𝑜𝑢𝑟(:, 2) + 𝑔𝑜𝑜𝑑_𝑠ℎ𝑖𝑓𝑡⊗ 𝐿𝐴𝑅_𝑐𝑜𝑛𝑡𝑜𝑢𝑟(:, 2))

𝑑𝑖𝑓𝑓_𝑅⊂ abs(𝑅_𝑟𝑒𝑓_𝑐𝑜𝑛𝑡𝑜𝑢𝑟(:, 2) + 𝑔𝑜𝑜𝑑_𝑠ℎ𝑖𝑓𝑡⊗𝑅𝐴𝑅_𝑐𝑜𝑛𝑡𝑜𝑢𝑟(:, 2))

𝑓𝑖𝑛𝑎𝑙_𝑑𝑖𝑓𝑓(𝑖𝑚𝑔)⊂ sum([𝑑𝑖𝑓𝑓_𝐿; 𝑑𝑖𝑓𝑓_𝑅])

end for

(a) (b)

Fig. 37: Comparison of LSC image contours with the reference contours. Graph

(a) shows a comparison of the original transformed LSC image contours with the

estimated natural reference image contours. Graph (b) shows a comparison of the

adjusted transformed LSC image contours with the estimated natural reference im-

age contours.

5.7 Results

For the given dataset consisting of 12 LSC images and folders containing reference

images, the compensation algorithm was evaluated. The results are documented

in Table 1. This table includes the names of the LSC images, the ending number

of the reference images chosen for evaluation, the difference between the original

LSC images and the reference images, the difference between the adjusted LSC

images and the reference images, the improvement results in pixels (px), and the

corresponding percentages of improvements. The table highlights the results for the
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example used to explain the compensation algorithm (Chapter 4) and the evaluation

algorithm (Chapter 5) with a green colored row.

Tab. 1: Evaluation results

LSC Image

Name

Reference Image

Number

Original

Diff. [px]

Adjusted

Diff. [px]

Improved

by [px]

Improved

by [%]

L3ADORSAL1 150436289_0100 774 475 299 38.63

L3ADORSAL2 151429857_0100 1467 1391 76 5.18

L3ADORSAL3 151640816_0100 914 725 189 20.68

L3ADORSAL4 151930772_0100 2949 2807 142 4.82

L3ADORSAL5 152427143_0100 3488 3437 51 1.46

L3ADORSAL6 152714513_0100 3077 2999 78 2.53

L3ADORSAL7 152943185_0100 898 667 231 25.72

L4ADORSAL1 143650760_0100 1642 1186 456 27.77

L4ADORSAL2 144509234_0250 1469 846 623 42.41

L4ADORSAL3 153615062_0170 1859 1564 295 15.87

L4ADORSAL4 153912623_0100 1646 1079 567 34.45

L4ADORSAL5 154150495_0210 2027 1377 650 32.07

59





Institute of Automation and Computer Science, FME BUT, 2023

6 Discussion

When analyzing the results in Tab. 1, it was observed that all of the adjusted

images showed an improvement in the contours of the lizard to some extent. The

smaller improvements were noticeable in the images that did not exhibit severe

breathing distortions in the trunk area of the lizard, which mainly included the LSC

images starting with L3ADORSALx. These images corresponded to a type of lizard

that displayed a calmer behavior during the scanning process and did not require

physical restraint. In contrast, the LSC images starting with L4ADORSALx showed

signiĄcant improvements in their trunk contours. These images were associated with

a more active lizard during the scanning process, resulting in substantial contour

deformations in the captured images (refer to Fig. 10).

What can be seen in the evaluation results (Tab. 1) is, that the percentage

values of improvement vary signiĄcantly for each image. The evaluation algorithm

relies heavily on the choice of the reference image for comparison. If the lizard in

the reference image is not in the normal state of the respiration cycle (see Fig. 9),

the contours can differ signiĄcantly from those of the LSC images. Consequently,

the difference between the LSC images and the reference image will generally be

larger, and the percentage improvement will be less signiĄcant. Thus, selecting

an appropriate reference image is a crucial aspect of the evaluation method, which

is why a shift of the contours is calculated in section 5.6 to minimize the overall

difference between the LSC images and the reference image.

Proper image registration is another critical factor in the evaluation process.

If the images are not correctly registered, the entire evaluation is compromised

since the lizards’ bodies would not be properly aligned, and their sizes may differ.

Additionally, the selection of contours for comparison requires careful consideration.

The polynomial crossover and algorithm 2 are used to isolate only the trunk area

of the lizard for adjustment and comparison. While the polynomial crossover works

well for all images, the algorithm based on standard deviation has some limitations.

One disadvantage is that it may not accurately identify the trunk area if there is

distortion near the legs. Similarly, if the lizard in the image is not perpendicular to

the x-axis, the algorithm may struggle to distinguish between the trunk and legs.

Although these methods have worked well for the given dataset, there could be

scenarios where they may not adequately detect the trunk area of the lizards.

When addressing the compesation, there are multiple ways to compensate for

image distortion or, in other words, restore the image. One method that comes to

mind is the use of Deep Neural Networks (DNNs). DNNs can be trained to restore

or inpaint the affected areas in an image, but their effectiveness heavily relies on

the quantity and quality of training data. Examples of how this approach can work
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are mentioned in [21, 22, 23]. Although this option was considered in this thesis, it

was not employed due to a lack of training data and the importance of preserving

as much original information about the lizard in the image as possible. Modifying

the LSC image to an extent where the adjusted information no longer reĆects the

scanned lizard features was undesirable.

Due to this consideration, other compensation methods such as intensity-

based image registration were not pursued. Intensity-based image registration was

used in this thesis, speciĄcally in section 5.3, to align the LSC images with the refer-

ence image. This registration process transforms the image based on the similarity

of pixel intensities and aligns them to achieve the highest similarity. Currently, this

algorithm only modiĄes the entire image through rotation and scaling. If this algo-

rithm were extended to also modify certain areas and interpolate the lizard’s body

to its natural look, it would be theoretically possible to compensate for distortions.

However, this is not a sure thing, and due to the importance of keeping as much

information untouched, this research led to a simpliĄed interpolation algorithm.

The interpolation method developed in this thesis allows us to store the mod-

iĄcations or reverse them, which is useful as it provides information about the ad-

justments made to the original LSC image. Currently, it produces visually pleasing

lizard images. However, it is necessary to evaluate these results with the assistance

of a specialist since the proposed evaluation method only considers the contours and

does not include the evaluation of reconstructed back patterns and other elements

that may be analyzed in these images.

It is important to note that while the compensation is speciĄcally targeted

between the front and back legs of the lizard, breathing distortions can also be

observed in other areas of the lizard’s body, such as between its legs, as depicted in

the Fig. 38. The current method of compensation, developed in this thesis, cannot

Fig. 38: Distortions between the legs in the equalized grayscale LSC image.

be used for distortions located between the legs as it relies on the lizard’s contours.

Compensation for distortions between the lizard’s legs is generally challenging. If

the interpolation method was employed, it would be necessary to determine where
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and by how much the lizard’s body moved in order to establish the interpolation

ranges and perform the interpolation accordingly.

Another thing that is important to note is that the compensation and eval-

uation algorithm described in this thesis can successfully identify the trunk area,

compensate for distortions in this area, and evaluate the compensation within the

given dataset of images. While it is possible that it could work for other sets of im-

ages, it is not optimized for such scenarios and should be enhanced by incorporating

additional checks and making each compensation and evaluation step more robust.
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7 Conclusion

The Ąrst goal of this thesis was to study line scan cameras and digital image restora-

tion, with a focus on compensating for motion distortions. The description of how

line scan cameras work, why they are used in this thesis, and what are the result-

ing problems that can happen when scanning a living objects are all described in

Chapter 2. For digital image restoration an algorithmic method was chosen, which

led to a detailed analysis of how the lizard’s body moves and how this movement

can be compensated. More speciĄcally, the interpolation method was used to adjust

the information in the image to better represent a lizards body. Even though there

are many ways the lizard can move when scanning, this thesis only addresses the

compensation of distortions created by the lizard’s breathing movement.

Based on the analysis of the lizard’s respiration cycle, a second goal of this

thesis was fullĄled by developing a compensation method to address the distortions

in the lizard’s trunk area between the front and back pair of legs. The compensation

algorithm relies on the lizard’s body contours, which have saw-like edges in the

captured LSC images. The algorithm enhances these contours to achieve a more

natural appearance, resulting in a visually pleasing lizard image.

The Ąnal goal of this thesis was to develop an evaluation method for assessing

the quality of image restoration. This was achieved through a comparison of the

original and adjusted contours in the LSC images with the contours in the reference

camera image, as well as by calculating the improvement in the adjusted contours.

The compensation and evaluation methods were tested on a given dataset,

which comprised 12 LSC images and their corresponding reference images. The

results presented in Table 1 show an improvement in the contours of all adjusted

images, which validates the effectiveness of this compensation.

The methods proposed in this thesis are user-friendly, requiring only the

speciĄcation of the path to load the LSC image and the selected reference image.

These methods have been proven effective on the provided dataset of lizard images,

and they are likely to work for other sets of similar lizard images with similar lighting

conditions. However, it is important to note that they can be further improved as

they are not speciĄcally optimized for such scenarios.
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SYMBOLS AND ABBREVIATIONS

CCD Charge-Coupled Device

CDF Cumulative Distribution Function

CMOS Complementary Metal Oxide Semiconductor

DNN Deep Neural Network

LoG Laplacian of Gaussian

LSC Line Scan Camera

MI Mutual Information

NCC Normalized Cross-Correlation

NUV Near Ultraviolet

RGB Red, Green and Blue

SSD Sum of Squared Differences

UV Ultraviolet
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