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DNA poškozením.  
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1 AIMS 
 

 Summary and review the current knowledge about 

o DNA damage response focused mainly on DNA double strand breaks 

and replication stress 

o the technique of laser micro-irradiation  

 Development and optimisation of novel approaches to microscopy-based data 

acquisition and subsequent image analysis in order to study DNA damage response 

o in live cells using reporter cell lines with fluorescently tagged DNA 

damage response proteins 

o in fixed cells using immunofluorescence detection of DNA damage 

response proteins 

 Adaptation of the methods for high-content analysis in order to study factors 

interfering with DNA damage response 
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2 INTRODUCTION 

DNA is a very prominent molecule predominantly occupying the cell nucleus. It is bearing 

the genetic information that holds the key to cellular life, beginning from the basic metabolic 

reaction up to the complex process of cellular division giving life to a new cell. 

Damage to DNA molecule can be deleterious and the errors (mutations) may accumulate with 

severe consequences for the cell and the whole organism. Mutations can be conserved and as 

a result senescence, apoptosis or tumorigenesis may emerge.  Therefore, it is necessary to 

understand properly the DNA damage recognition and signalling mechanisms.  

Although many techniques and approaches have been already developed and many signalling 

pathways were described, our knowledge is far from being complete. In this thesis, I focused 

on one of the modern techniques called laser micro-irradiation. The technique was used for 

DNA damage induction in live cells. The so-far used approach was modified and improved to 

be more suitable for high-content screening. The presented approach is accompanied by a new 

custom developed image analysis software and altogether the new procedure is faster, and less 

work and time demanding. It enables analysis of significantly more cells than commonly used 

approaches, so it brings the possibility of robust statistical testing.   

 

2.1 Sources and types of DNA damage 

2.1.1 Endogenous 

The majority of the DNA damage the cells have to cope with every day is generated 

endogenously. The most prominent sources are metabolic intermediates, mainly reactive 

oxygen species (ROS) cause oxidative damage to the bases and to the backbone of the DNA 

molecule (Cadet et al., 2003). Also, other cellular molecules can be affected by ROS and lead 

to the formation of reactive aldehydes that can form mutagenic DNA adducts (Chung et al., 

1996). DNA is also prone to spontaneous depurination and depyrimidination which occurs 

due to the labile N-glycosidic bond between the pentose sugar and the nucleoside (Lindahl, 
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1974, Lindahl, 1993). Spontaneous deamination, hydrolysis and non-enzymatic methylation 

of DNA molecule can lead to base substitutions and eventually result in mutations (Helleday 

et al., 2014). The lesions described above count to tens of thousands lesions per day the cell 

has to cope with, all of them possessing the potential to modify the genetic information 

(Lindahl and Barnes, 2000, Helleday et al., 2014). It is, therefore, evident that cells have 

evolved very powerful machinery to eradicate the damage. The Nobel Prize in Chemistry in 

2015 was awarded to three scientists, Tomas Lindahl, Aziz Sancar and Paul Modrich, for the 

elucidation of three repair pathways, namely base excision repair (BER), nucleotide excision 

repair (NER) and mismatch repair (MMR), respectively.  

Moreover, some of the DNA sequences are more prone to experience DNA damage than the 

others. Heterochromatin structure, origin-poor regions, some types of repetitive sequences 

(Huh et al., 2016, Gelot et al., 2015, Krasilnikova and Mirkin, 2004), various secondary DNA 

structures, e.g., hairpins and high-flexibility islands, or non-B structures, all present obstacles 

that can impair processes ongoing on the DNA molecule and result in DNA damage formation 

(Gelot et al., 2015). All of them emerge physiologically or upon specific conditions, such as 

oncogenic stress and/or chemical treatment (Mirkin and Mirkin, 2007, Kim and Mirkin, 

2013). Heterochromatin was observed to hamper double strand break (DSB) repair. DSB in 

euchromatin regions are repaired faster than in heterochromatin regions (Goodarzi et al., 

2008).   

 

2.1.2 Exogenous 

2.1.2.1 Chemical sources 

DNA damaging agents can interact with the DNA molecule directly or indirectly. The direct 

interactions involve crosslinking agents, alkylating adducts and intercalating compounds. The 

indirect interactions are more variable as there are many proteins with different functions 

closely connected to DNA. 
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Crosslinking agents generate irreversible covalent bonds between the nucleotides localised 

either on the opposing strands (interstrand crosslinks, ICL) or on the same DNA strand 

(intrastrand crosslinks). ICL prevents strand separation, therefore, blocking the replication and 

transcription (Huang and Li, 2013) leading to chromosomal deletions (called as a clastogenic 

effect) (Noll et al., 2006). ICL agents are bifunctional compounds, however, in low extent also 

monovalent alkylation base adducts are generated, e.g., by nitrogen mustards, sulphur 

mustards and psoralens (Huang and Li, 2013, Shahin et al., 2001). Alkyl adducts cause 

different spectra of DNA damage than ICL but are also widely used for cancer treatment, e.g., 

chlorambucil half-mustard, temozolomide and dacarbazine (Kondo et al., 2010). On the other 

hand, intrastrand crosslinks can be bypassed by several DNA polymerases, so they exhibit 

less toxicity than ICL (Huang and Li, 2013). Cis-platin and mitomycin C are the most widely 

used compounds causing intrastrand crosslinks (> 90%) above ICL (5 - 10%) (Damsma et al., 

2007). Cells defective for ICL repair are very sensitive to crosslinking agents and are highly 

susceptible to carcinogenesis (Huang and Li, 2013). 

Compounds may also interact directly with DNA by non-covalent binding to DNA minor 

groove, or by intercalation. DNA minor groove binders (MGBs) have several common 

structural features. Several aromatic rings interfering by a hydrogen bond with second C atom 

of adenine are giving the structure the freedom of movement and torsion (Mišković et al., 

2013). Compounds bind preferably at AT-rich sequences and have a characteristic curved 

shape compatible with the minor groove, so the DNA structure is not violated (Palchaudhuri 

and Hergenrother, 2007). MGBs cause permanent cell arrest at S/G2 boundary (Yamori et al., 

1999), blocking replication and transcription (Bielawski et al., 2001). However, their 

utilisation for therapy is limited due to lack of selectivity (Mišković et al., 2013). Widely 

studied MGBs are Hoechst compounds (discussed further as potent laser irradiation 

sensitizers) which were observed in gene expression analysis to downregulate several genes 

of transcription regulation. Based on this knowledge, combined treatment may be designed to 
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enhance the selectivity and efficacy of MGBs (Zhang et al., 2011). Intercalators are 

structurally diverse molecules, with a planar aromatic chromophore that can be inserted 

between the neighbouring base pairs in DNA. The interaction with DNA is based upon non-

covalent binding (van der Waals and charge transfer forces, hydrogen and hydrophobic bonds) 

(Martínez and Chacón-García, 2005). Intercalators alter the DNA structure significantly, 

therefore, the DNA, and RNA synthesis is inhibited, leading to sister chromatid exchange 

(SCE) (Raj and Heddle, 1980) and micronuclei formation (Wilson et al., 1984). Some 

intercalators interact with topoisomerase II resulting in even more profound topological 

changes, e.g., doxorubicin (Bodley et al., 1989). Another group of compounds (predominantly 

antibiotics) called radiomimetics are causing free radical damage (e.g., bleomycin, 

neocarzinostatin) to sugar moieties in DNA resulting in DSB and abasic sites which are 

considered as hot spots for mutations during DNA replication (Povirk, 1996). 

Compounds interfering indirectly with DNA molecule are diverse regarding the structure and 

mechanism of action. DNA molecules are extremely vulnerable during replication, so the 

most potent compounds causing DNA damage are mainly interfering with enzymes necessary 

for successful S phase progression.  

Inhibitors of DNA polymerases (e.g., aphidicolin) cause disconnection of the replicon and 

generate long stretches of ssDNA between helicases and polymerases, making the DNA more 

vulnerable to breakage and errors (Cheng and Kuchta, 1993, Chang et al., 2006).  

The topological stress of DNA generated by the molecule unwinding is released by 

topoisomerases, so the inhibition of topoisomerase I (camptothecin) (Hsiang et al., 1989, 

Koster et al., 2007) and topoisomerase II (etoposide) (Liu et al., 1983) is highly cytotoxic.  

A big group of compounds called antimetabolites alter the synthesis of nucleic acids by 

several mechanisms. First, the synthesis of nucleotides is violated resulting in an imbalance of 

nucleotide triphosphates, e.g., hydroxyurea inhibits ribonucleotide reductase (RNR) 

(Hakansson et al., 2006), 5-fluorouracil leads to inhibition of thymidylate synthase 
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(Danenberg et al., 2016). Nucleotide analogues block the DNA polymerases as well as RNR, 

e.g., gemcitabine after conversion to the active compound (Mini et al., 2006).  

Moreover, other chemical compounds may interfere with DNA indirectly by violating the 

function of numerous proteins dealing with DNA damage recognition, signalling and repair. 

The compounds may prevent the loading of the proteins to sites of damage, inhibit their 

catalytic function, prevent their dissociation from sites of damage, etc. The various are the 

functions of DNA damage response (DDR) proteins the same diverse are the effects of 

interfering compounds. In the following chapters selected DDR proteins’ functions are 

described in detail. Some of them are very promising targets for so-called 

personalised/targeted medicine.  This new approach is based on analysis of patients’  tumour 

and according to observed mutations and dysregulations the treatment is selected (Weber and 

Ryan, 2015) (Moles et al., 2016).  

 

2.1.2.2 Physical sources – UV irradiation 

The most significant physical sources of DNA damage for humans are ionising and 

nonionizing radiation. The most abundant nonionizing source of DNA damage is the solar 

radiation, particularly the UV component. The type of DNA damage generated is dependent 

on its wavelength. UV radiation may be absorbed by DNA bases leading to photo-induced 

reactions generating the most common photoproducts cyclobutane pyrimidine dimers (CPDs) 

and (6-4) pyrimidine-pyrimidone photoproduct, ((6-4)PPs) (Ravanat et al., 2001). The latter 

can absorb 320 nm UV-A radiation and form Dewar valence isomers (DewPPs) (Perdiz et al., 

2000). The CPDs and (6-4)PPs physically block the replication and transcription machineries 

(McKay et al., 2002) (Batista et al., 2006) (Ljungman and Lane, 2004) and therefore are the 

most important drivers of the apoptotic, cytotoxic, mutagenic and carcinogenic effects of UV 

(Brash, 1988). UV-A (315-400 nm) and visible light (>400 nm) are absorbed by DNA very 

weakly. However, UV-A was shown to induce CPDs, DewPPs and oxidative damage. CDPs 
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induced by UV-A were shown to be generated by a different mechanism than UV-B 

(Besaratinia et al., 2005). Typical damage caused by UV-B (290-320 nm) and UV-C (200-290 

nm) are CPDs and (6-4)PPs, due to maximum DNA absorption at 260 nm (Ravanat et al., 

2001). UV-A and visible light are widely used in photodynamic therapy (PDT). The 

combination of light, chemical substance (a photosensitiser) and molecular oxygen is 

employed to induce cell death. This is a selective method for local treatment of various 

diseases, e.g., psoriasis, dermatitis and recently also cancer. The selectivity is based on the 

accumulation of the photosensitiser in the target tissue and the efficient generation of singlet 

oxygen or other highly reactive species/radicals, that induce cell death (Josefsen and Boyle, 

2008). PDT is in fact known for a long time; first reports come from ancient Egypt when it 

was used for vitiligo treatment. Its usage for cancer therapy is rather new but successful, e.g., 

skin, head, neck, or bladder cancer can be indicated for PDT (Ikeda et al., 2011, Yano et al., 

2014, Akimoto, 2016).  

Indirect damage is caused due to the presence of endogenous sensitizers. The sensitizer is a 

compound able to absorb the light energy of a particular wavelength that changes the 

distribution of photosensitizer’s electrons creating an excited state (Ravanat et al., 2001). 

Mechanistically, DNA damage induction can be caused by either reaction of the excited 

sensitizer molecule with DNA, or by reactions with other secondary intermediates. For 

example, excited sensitizer molecule may react with membrane lipids, that give rise to 

malondialdehyde and 4-hydroxynonenal which can form mutagenic DNA adducts (Marnett, 

1999). Also, other secondary intermediates may be formed, e.g., as decomposition products of 

the excited molecules (Epe, 2012).  

 

Exogenous, also called as environmental sources of DNA damage challenge the genomic 

integrity in addition to endogenous sources. Even cells with unperturbed repair pathways may 
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become overwhelmed by the DNA damage induced to the molecule resulting in increased 

number of various errors introduced to DNA molecule.  

 

2.2 DNA damage recognition and signalling  

DNA lesions pose a significant threat to genomic stability therefore, cells have evolved the 

DNA damage response (DDR), a complex network of interconnected pathways to alleviate 

the risk. DDR proteins are indispensable for DNA integrity maintenance. Mutations in these 

genes are reported to cause cancer and other disorders (Shiloh, 2003, Bartek et al., 2007).  

Lesions introduced to just one strand of DNA are readily repaired by NER, BER and MMR as 

mentioned previously. 

 

2.2.1 DNA double-strand break recognition and signalling 

The most challenging and deleterious lesions are DNA double-strand breaks (DSB) for there 

is a lack of template (intact complementary strand in close proximity) that would facilitate the 

repair. DSB are therefore potent inducers of chromosomal rearrangements that can result in 

the activation of oncogenes, loss of tumour suppressors, or proteins’ function alterations 

which in turn fuel malignant transformation (Jackson and Bartek, 2009). At first, DDR 

orchestrates significant compartmentalization of the nucleus. Many proteins assemble in so-

called ionising radiation-induced foci (IRIF) which form an affinity platform for a number of 

DDR proteins increasing their local concentration (Bekker-Jensen and Mailand, 2010). The 

functions of IRIF are hypothesized to: (1) help to shelter the broken ends and prevent 

illegitimate repair (Yin et al., 2009), (2) stimulate the activity of DDR proteins by their 

accumulation (Lisby and Rothstein, 2009), (3) provide the break with all the repair factors in 

close proximity so all possible enzymatic reactions may be employed (Bekker-Jensen and 

Mailand, 2010). The IRIF-forming proteins play significant roles in DNA damage 

recognition, signal transduction and damage repair, moreover are reported to be involved in 
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cellular processes, e.g., in apoptosis, cell cycle regulation, transcriptional regulation or 

chromatin modification (Bekker-Jensen and Mailand, 2010).  

As summarised in Fig. 1, DSB are recognised and signalled by recruitment and modifications 

of many proteins. The most important and relevant components of DSB recognition, 

signalling and repair for this work are introduced in the following chapters. The selected, 

below introduced proteins were used either as a readout of DDR (MDC1, 53BP1, γH2AX, 

FANCD2) or inhibited in order to validate the new technique introduced here (MRN complex, 

ATM, DNA-PK, PARP1). 

 

Figure 1. DNA double strand breaks recognition and signalling. DSBs are recognised by 

MRN complex, Mre11 exonuclease activity leads to DNA ends resection and facilitates the repair by 

HR. Mostly IRIF forming proteins are loaded and retained at the sites of damage: ATM, followed by 

MDC1 protein that serves as a docking platform for more ATM molecules and p53-binding protein 

(53BP1). As a result, repair proteins are recruited, DSB is repaired, or cell cycle arrest, apoptosis or 

senescence may be triggered.   
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2.2.1.1 MRN complex 

Mre11/Rad50/Nbs1 complex (Meiotic recombination protein 1/Rad50/Nijmegen breakage 

syndrome 1 complex) works as a DSB sensor and as a bridging molecule between the 

flanking ends of DSB. MRN complex triggers the signalling of DNA damage and possesses 

nucleolytic function. 

The Mre11 protein binds to DNA through its DNA-binding domain and also interacts with 

Rad50 and Nbs1 that do not interact with each other. Mre11 protein possesses endo- and 

exonuclease activities, both required for subsequent repair by HR. Mre11’s 3‘- 5‘ 

endonuclease cleavage initiates resection, and this event is a licensing factor for future HR. 

Mre11 exonuclease functions downstream its endonuclease activity and in cooperation with 

5‘-3’ EXO1/BLM facilitates homologous recombination repair pathway (HR) (Shibata et al., 

2014). Rad50 possess ATPase activity which is probably responsible for the partial 

unwinding of the DNA ends and hairpins (Paull and Gellert, 1999). Conformational changes 

of the Rad50-ATPase domain after ATP is bound, are well suited to prepare DNA ends for 

nucleolytic cleavage by Mre11 (Hopfner et al., 2001). Rad50 also contains Zn-hook domain 

that fulfils the bridging function holding the flanking ends of DSBs. The Zn- hook domain is 

critical in the prevention of chromosomal damage (Lobachev et al., 2004). Rad50 stimulates 

binding of ATM kinase (Lee and Paull, 2005).  

Nbs1 is responsible for Mre11 phosphorylation upon DNA damage (Dong et al., 1999) by 

activating ATM kinase (Lee and Paull, 2005). 

MRN complex bound to DSBs promotes the formation of DNA damage signalling complexes, 

ATM monomerization and activation (Dupré et al., 2006). The overall model suggests a two-

step mechanism, at first the MRN complex bound to DNA forms dimers increasing the local 

concentration of DNA ends to trigger ATM monomerization followed by ATM activation and 

autophosphorylation (Lavin, 2007, Dupré et al., 2006). 
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2.2.1.2 ATM  

Ataxia telangiectasia mutated (ATM) belongs to a family of phosphatidylinositol 3 kinase-like 

protein kinases (PIKKs), a group of large enzymes involved in cellular response to various 

stresses. A common feature is a phosphatidylinositol 3 kinase (PI3K) domain, occupying 

approx. 10% of the protein, two C-terminal domains, FAT and FATC (FAT C-terminal) are 

also present in all PIKKs (Shiloh and Ziv, 2013). PIKKs phosphorylate a specific motif of 

serine or threonine followed by glutamic acid (SQ/TQ sites) (Kim et al., 1999). 

The proteins that belong to this group are Mammalian Target of Rapamycin (mTOR), 

Suppressor of Mutagenesis in Genitalia 1 (SMG1), transformation/transcription domain-

associated protein (TRRAP) and other three members are well-defined major players in 

responses to genotoxic stresses: Ataxia Telangiectasia Mutated (ATM), DNA-protein kinase 

(DNA-PKcs) and Ataxia telangiectasia Rad3-related (ATR). 

 

ATM is a 350-kDa protein, and essential enzyme for maintenance of genome integrity, AT-

deficient cells exhibit sensitivity to DSB inducing agents (Barlow et al., 1996). In its inactive 

form, it is a dimer which can be activated by phosphorylation on serine 1981 followed by 

dissociation to active monomers. ATM has been reported to be activated by several 

mechanisms, e.g., direct interaction with DSBs ends (You et al., 2007), or conformational 

change of DNA structure after DSB induction (Bakkenist and Kastan, 2003). Recently, ATM 

was reported to possess a concave surface that recognises a similar pattern on MRN complex 

(Lau et al., 2016). ATM binds by its C-terminal region on Nbs1 (Dupré et al., 2006). ATM 

was found to exhibit steady-state levels during the cell cycle and participate in all cell cycle 

checkpoints (Gately et al., 1998). ATM is rapidly relocalized to DNA damage sites after DSB 

induction and resides there for several hours (Andegeko et al., 2001). The initial activation 

and recruitment of ATM to chromatin is mediated by MRN complex and it is independent of 

Mediator of DNA Damage Checkpoint Protein 1 (MDC1) (Lou et al., 2006). The second step 
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of ATM recruitment is mediated by MDC1 protein and leads to significant enhancement of 

ATM accumulation on the chromatin (Lou et al., 2006). ATM phosphorylates many 

substrates to influence the cell cycle checkpoint response and modulate DNA repair, e.g., p53 

(Canman et al., 1998), BRCA1 (Li et al., 2000), Nbs1 (Lim et al., 2000), etc.  

 

2.2.1.3 γ-H2AX 

H2AX is an isoform of histone H2A that possess 142 amino acid residues at the C-terminal 

sequence with the specific SQ motif (Mannironi et al., 1989). After DSB induction the H2AX 

is phosphorylated at serine 139 and is called γ-H2AX (Rogakou et al., 1998). The 

phosphorylation is detectable within 1 min, and the maximum is reached after 9 - 30 min 

(Rogakou et al., 1999). The H2AX variant may be phosphorylated up to 2 Mb of chromatin 

around the lesion. H2AX is a substrate of all Phosphatidylinositol-3-kinase-like protein 

kinases (PIKKs, described below) and serves as a docking platform for other proteins, e.g., 

MDC1 and 53BP1 (Stucki et al., 2005, Kleiner et al., 2015). Surprisingly, the initial 

recruitment of the factors to sites of damage is not abrogated upon deficient γH2AX (Celeste 

et al., 2003, Lou et al., 2006). H2AX was identified as a key component for ionising 

radiation-induced foci (IRIF) being indispensable for the redistribution of repair complexes to 

damaged chromatin, and retention of the proteins in the vicinity of DNA lesions (Paull et al., 

2000, Bekker-Jensen and Mailand, 2010). Soon after its identification, γH2AX has been 

reported as a marker of DNA DSBs (Rogakou et al., 1998, Rogakou et al., 1999, Kuo and 

Yang, 2008). Moreover, in several studies, employing IR-induced DNA damage, the γH2AX 

was proposed to be present at every DSB as the number of γH2AX foci correlated with the 

estimated number of DSB (Rothkamm and Löbrich, 2003, Mariotti et al., 2013). However, 

this hypothesis was challenged by another study not using IR. Instead, the authors propose a 

hypothesis that DBS trigger γH2AX foci formation but not every γH2AX focus necessarily 

represents a DSB (Rybak et al., 2016). 
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In the last years, other cellular processes were also reported to employ γH2AX. During 

meiotic and mitotic division (Celeste, 2002, McManus and Hendzel, 2005) γH2AX was 

assigned with chromatin remodelling in the initiation of heterochromatin formation, or its 

maintenance (Turinetto and Giachino, 2015). Moreover, other processes are influenced by 

presence or absence of γH2AX, e.g., neural stem cells development (Andäng et al., 2008) and 

ageing (Rodier et al., 2009).  

 

2.2.1.4 MDC1 

Mediator of DNA damage checkpoint protein 1 (MDC1) is loaded to DNA soon after the 

DNA damage recognition as an enhancer of DNA damage signalling. MDC1 directly binds to 

γH2AX (phosphorylated independently of MDC1by ATM) by its breast cancer terminal 

(BRCT) domain (Stewart et al., 2003, Stucki et al., 2005). Then, it serves as a platform for 

ATM binding that phosphorylates other H2AX in proximity thus enabling loading of other 

MDC1 and ATM molecules. These three proteins work in a positive feedback loop that 

enhances the protein loading and chromatin modification up to megabase region around the 

DSB lesion thus forming IRIF. This amplification mediated by MDC1 seems to be 

indispensable upon physiological doses of radiation (Lou et al., 2006). MDC1 binding seems 

to be also indispensable for damage-induced cell cycle arrest at intra S-phase checkpoint and 

G2/M boundary, MDC1 controls the formation of damage-induced 53BP1 (p53-binding 

protein 1), BRCA1 and MRN foci (Stewart et al., 2003). 

Also, other domains and structural motives of MDC1 participate in the DNA damage 

response. SDT repeats are bound by BRCT-domain of Topoisomerase (DNA) II Binding 

Protein 1 (TopBP1) (Leung et al., 2013) leading to sustaining and amplifying ATR activation. 

TopBP1 is also necessary for colocalization of 53BP1 at DSB sites (Cescutti et al., 2010). 

SDT repeat also interacts with Nbs1 protein (Lloyd et al., 2009).  
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2.2.1.5 53BP1 

53BP1 protein is a DBS signalling mediator and it is very rapidly translocated to sites of 

damage. Enzymatic activity has not been detected within this large 250 kDa protein, but 

several sites for various DSB-responsive proteins were identified. BRCT repeats are 

responsible for interaction with p53 protein (Iwabuchi et al., 1998, Derbyshire, 2002) and 

chromatin-modulating factor EXPAND1 (Sy et al., 2010). Tandem Tudor domains were 

described to interact with methylated histone H4 (K20) (Botuyan et al., 2006). Terminal 

SQ/TQ sites were described as phosphorylation sites for ATM and ATR (Jowsey et al., 2007). 

But the phosphorylation of 53BP1 is not required for foci accumulation at the sites of damage 

(Ward et al., 2003). Upon IR, 53BP1 recruitment to sites of damage is predominantly ATM-

dependent and upon UV ATR plays the main role (Jowsey et al., 2007). 

53BP1 was identified as a signal enhancer. It is considered as a marker of DNA damage sites 

where the damage is being processed. Although 53BP1 is dispensable for DNA damage 

signalling, the non-homologous end-joining (NHEJ) repair pathway is severely affected by a 

53BP1 deficiency (Ward et al., 2004). 

53BP1 recruitment to sites of damage is MDC1 dependent as was demonstrated in MCD1-/- 

cells (Kleiner et al., 2015). In the absence of MDC1, 53BP1 recruitment to DNA damage sites 

depends on direct interaction with γH2AX (Kleiner et al., 2015). Upon low DNA damage, 

53BP1 BRCT domain stimulates ATM activity and promotes checkpoint function (Mochan et 

al., 2004). 

53BP1 plays an important role in the telomere maintenance (Martínez et al., 2012), facilitates 

long-range DNA end-joining during V(D)J recombination (also called class switch 

recombination, CSR) in lymphocytes during immunoglobulin synthesis (Difilippantonio et al., 

2008). During CSR ATM and DNA-PKcs phosphorylate 53BP1 and regulate 53BP1 focus 

formation in a redundant manner (Callén et al., 2009). 
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Loss of 53BP1 or its failure to localise to damaged chromatin significantly reduces the 

phosphorylation of ATM targets such as p53, checkpoint kinase 2 (CHK2) and BRCA1 

leading to defective G2–M checkpoint signalling and genomic instability (DiTullio et al., 

2002, Fernandez-Capetillo et al., 2002, Ward et al., 2003). 53BP1 deficient fibroblasts do not 

exhibit spontaneous chromosomal breaks but are possibly defective in chromosome 

segregation as observed by a tendency to aneuploidy and/or tetraploidy in 53BP1-null cells 

(Ward et al., 2003). 

 

2.2.1.6 DNA-PK  

DNA-protein kinase (DNA-PK) is 250 kDa molecular sensor that promotes NHEJ repair 

pathway and V(D)J recombination. Decrease or deficiency in DNA-PK cellular levels leads to 

radiosensitivity, accumulation of cells in G2/M phase after irradiation and blocked 

progression of mitosis (Lee et al., 2011). 

DNA-PK is comprised of small heterodimer subunit Ku70/80 which is responsible for binding 

the second subunit - DNA-PK catalytic subunit (DNA-PKcs) (Drouet et al., 2005). After 

initial binding, Ku 70/80 translocates inward about one helical turn upon the binding to allow 

DNA-PKcs interaction with the DNA ends (Kysela et al., 2003, Hammel et al., 2010) that 

leads to its activation (Roberts et al., 2010). Upon loading to DNA, DNA-PK associates with 

the DNA Ligase 4 and X-Ray Repair Cross Complementing 4 (LIG4-XRCC4 complex) 

(Drouet et al., 2005). DNA-PKcs dimerize with itself thus bringing the two opposing DNA 

ends together (DeFazio et al., 2002). This architecture also facilitates trans-

autophosphorylation at the DSB followed by massive conformational changes that enable 

release of DNA-PK from DNA (Hammel et al., 2010, Sibanda et al., 2010). DNA-PK does 

not form IR-induced nuclear foci (Bekker-Jensen et al., 2006), efficient repair is therefore not 

dependent on molecules accumulation within the region surrounding the break.  
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DNA-PK is the most abundant H2AX-modifying kinase (Muñoz et al., 2013) and decreased 

DNA-PK protein levels lead to increased radiosensitivity (Gustafsson et al., 2014). However, 

the repair capacity of these cells seems to be unaffected as measured by the removal of 53BP1 

or γ-H2AX foci (Gustafsson et al., 2014). When DNA-PK is absent from the cells the 

phenotype is very similar as with cells treated by the DNA-PKcs inhibitor NU7441, and DSB 

repair is severely compromised (Gustafsson et al., 2014, Mistrik et al., 2016). 

DNA-PKcs seems to be an important player in drug-induced DNA damage repair and related 

to chemosensitivity (Li et al., 2015). Increased DNA-PK protein levels were detected in 

MG63 osteosarcoma cells upon cis-platin and etoposide treatment. Down-regulation of DNA-

PKcs levels resulted in higher sensitivity towards the chemicals increasing the apoptosis and 

cell cycle arrest at G1 phase (Li et al., 2015). DNA-PK was also shown to contribute to 

changes in the tumour microenvironment promoting metastasis formation thus pointing at 

DNA-PK as a promising target for cancer therapy (Kotula et al., 2015).  

 

2.2.1.7 PARP1 

Poly (ADP-ribose) polymerase 1 (PARP1) was suggested to be one of the first DNA damage 

sensors (Haince et al., 2008). PARP1 interacts with many SSB repair proteins, e.g., X-ray 

repair cross-complementing protein (XRCC1), DNA ligase III, Proliferating cell nuclear 

antigen (PCNA) and Flap endonuclease 1 (FEN1), but was also reported to be localized to 

sites of DSBs and complex damage (Saquilabon Cruz et al., 2016). PARP1 parylates DNA 

which leads to chromatin relaxation (Kim et al., 2005b). Subsequently, autoparylation 

promotes PARP1 dissociation from the sites of damage. This extremely fast process was 

mechanistically explained by (Langelier et al., 2012): PARP1 binds to DNA through 2 zinc 

domains and one WGR domain in such conformation that helical core of other PARP1 domain 

called CAT is distorted. It is proposed that this distortion brings the CAT domain and AD 

domain to close proximity which leads to autoparylation on AD domain. 
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PARP1 is widely interacting with early activated DDR proteins, e.g., Mre11/Rad50/Nbs1 

complex (described below) (Haince et al., 2008). Parylation facilitates spatial distribution of 

proteins at DSBs, moreover in PARP1-deficient cells reduced the number of DDR foci is 

observed (Haince et al., 2007). PARP1 also regulates the balance between HR and NHEJ 

repair pathways, in PARP1-deficient cells HR is observed to be reduced, and NHEJ pathways 

reported to be enhanced (Hochegger et al., 2006).  

 

2.2.2 Replication stress 

The DNA replication is responsible for the delivery of intact and unchanged genetic material 

to the next generation. Disturbances to replication, e.g., slowing down or stalling of 

replication forks (RF), or DNA synthesis are called replication stress (RS) (Burhans and 

Weinberger, 2007, Zeman and Cimprich, 2014). Errors occurring during DNA replication can 

have serious consequences. Mutations introduced during DNA replication provide the genetic 

basis for phenotypic variations. Rapid accumulation of mutations can disrupt either the 

cellular processes needed for viability, leading to cell death (Herr et al., 2011, Herr et al., 

2014), or the elevated mutation rate has been proposed to be a key step in the progression of 

many cancers (Herr et al., 2011, Loeb, 2016). The components of the cellular response to 

replication stress that are the most relevant to this thesis are described in detail in the 

following chapter and the illustrative scheme of the process is visualised in Fig. 2.  

 

2.2.2.1 ATR  

ATR is a highly-conserved monomeric 300 kDa protein kinase activated in response to 

various DNA lesions associated with DNA replication and it is a crucial mediator of intra S 

phase checkpoint response (Zeman and Cimprich, 2014). ATR stabilises perturbed or stalled 

replication forks (Lopes et al., 2001) as well as unperturbed forks, therefore, enabling error-

free replication (Flynn and Zou, 2011). ATR is activated in response to a variety of 
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genotoxins, e.g., UV and various chemicals (hydroxyurea, aphidicolin, psoralens) (Lupardus 

et al., 2002, Cimprich, 2007). 

ATR binds to RPA coated ssDNA, either alone or in complex with ATR-interacting partner 

(ATRIP) with comparable affinities (Unsal-Kaçmaz and Sancar, 2004). Subsequently, Rad17 

(Zou et al., 2002), Rad9-Hus1-Rad1 (Lee et al., 2007), Topoisomerase (DNA) II Binding 

Protein 1 (TopBP1) (Cotta-Ramusino et al., 2011, Haahr et al., 2016), claspin (Liu et al., 

2006), Timeless (Tim) and Tim-interacting protein (TIPIN) (Unsal-Kaçmaz et al., 2007, Smith 

et al., 2009) protein complexes are loaded to activate ATR and promote RPA phosphorylation 

and facilitate checkpoint response. Recently, also other proteins were identified as ATR 

activators: Ewing tumour-associated antigen 1 (ETTA1) (Lee et al., 2016) and  Downstream 

neighbour of SON (DONSON) (Reynolds et al., 2017).  

 

2.2.2.2 RPA 

Human replication protein A (RPA) is a heterotrimeric protein composed of RPA70, RPA32 

and RPA14 subunits (named according to their molecular masses, also called RPA1, 2 and 3 

respectively) (Iftode et al., 1999). RPA is a ssDNA-binding protein essential for ATR 

recruitment and for activation of DNA replication. Moreover, RPA is extremely important 

ATR target (Binz et al., 2004, Olson et al., 2006). RPA possess several phosphorylation sites, 

some were identified as common PIKKs targets (T21, T33, or S33) whereas others as targets 

of the cyclin-Cdk complexes (S23 and S29) or solely DNA-PK (S4, S8, S11, S12 and S13) 

(Block et al., 2004, Olson et al., 2006, Anantha et al., 2007, Niu et al., 1997, Dutta and 

Stillman, 1992, Zernik-Kobak et al., 1997).  

The protein is at first specifically phosphorylated within the subunit RPA32 N-terminal on 

S33 by ATR (Binz et al., 2004, Unsal-Kaçmaz and Sancar, 2004) which stimulates 

phosphorylation by cyclin-Cdk and DNA-PK and results in hyperphosphorylated RPA 

(Anantha et al., 2007) with multiple cell cycle dependent functions. RPA phosphorylation 
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stimulates DNA repair in interphase cells, mutants with defective Cdk-dependent 

phosphorylation sites show aberrant DSBs repair (Anantha et al., 2007). Phosphorylation of 

S33 promotes DNA repair synthesis under RS conditions and increases ssDNA formation 

(Vassin et al., 2009). Specifically, phosphorylation sites T21 and S33 are necessary for 

recovery from replication stress (Vassin et al., 2009). Moreover, RPA hyperphosphorylation 

was shown to prevent RPA from association with replication centres in vivo and therefore help 

to repress DNA replication under DNA damage, or RS (Vassin et al., 2004).  

 

2.2.2.3 FANCD2 

The Fanconi anaemia complementation group D2 (FANCD2) is a 164 kDa protein of extreme 

importance for the Fanconi anaemia (FA) repair pathway.  

FANCD2 participates in the repair of interstrand crosslinks (ICLs), and in the maintenance of 

genomic stability during DNA replication (Garcia-Higuera et al., 2001, Sims et al., 2007, 

Kottemann and Smogorzewska, 2013). It is also important for translesion synthesis (TLS), an 

important DNA damage tolerance pathway (Song et al., 2010) and DSB repair, namely HR 

(Nakanishi et al., 2005) while FANCD2 role in single-strand annealing is not clear as 

contradictory results have been reported (Nakanishi et al., 2005, Kais et al., 2016). The FA 

pathway proteins may also counteract some of the activities of the non-homologous end 

joining (NHEJ) pathway (Pace et al., 2010). FANCD2 forms nuclear foci during S phase and 

upon genotoxic stress (Garcia-Higuera et al., 2001). 

FANCD2 undergoes monoubiquitinylation on Lys-56 that is crucial for FANCD2 foci 

formation (Garcia-Higuera et al., 2001). Ubiquitination requires the joint intervention of the 

other FA proteins (called core complex), including FA protein groups A, B, C, E, F, G and M, 

as well as FANCL protein (Garcia-Higuera et al., 2001). Several other proteins involved in 

cell cycle checkpoints and DNA repair, including RPA1, ATR, CHK1 and BRCA1 are also 

involved (Andreassen, 2004, Guervilly et al., 2008, Garcia-Higuera et al., 2001). 
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Deubiquitination is performed by Ubiquitin specific peptidase 1 when DNA damage is 

repaired (Nijman et al., 2005). FANCD2 can be also phosphorylated in response to various 

genotoxic stresses by ATM and/or ATR (Taniguchi et al., 2002, Ho et al., 2006). 

FANCD2 plays a role in preventing breakage and loss of missegregation chromatin at the end 

of cell division, particularly after replication stress (Naim and Rosselli, 2009). Defects in 

FANCD2 protein or any other of the core proteins result in severe growth retardation, 

haematological abnormalities, up to 20% of patients develop cancer (Kutler et al., 2003). 

Figure 2. Replication stress response activation. Single-stranded DNA at stalled replication 

fork is coated by RPA protein that binds ATR protein alone or in complex with ATRIP. ATR 

phosphorylates RPA and this activation signal leads to recruitment of many other proteins, e.g. Rad1-

Hus1-1, TopBP1, claspin, TIPIN and TIPIN-interacting protein that further activate ATR. ATR 

signalling is then responsible for recruitment of 53BP1, FANCD2 and triggers checkpoint response. 

As a result DNA repair synthesis is activated, DNA replication is repressed and cell cycle is arrested to 

gain cell more time for repair. 
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2.2.3 Checkpoint Kinases  

Activation of DNA damage response by DNA damage sensor proteins leads not only to 

activation of repair pathways but at the same time to the cell cycle arrest hence more time for 

the repair is assured (Zhou and Elledge, 2000). CHK1 and CHK2 proteins are essential for 

cellular and organismal survival.  

CHK1 is activated preferentially by ATR-response pathway (Paulsen and Cimprich, 2007) and 

it is necessary for cell cycle arrest upon DNA damage activation and when under-replicated 

DNA is present (Mackay and Ullman, 2015). The cell cycle arrest is executed by interaction 

with several proteins. CHK1 phosphorylates CDC25 which is a signal to CDC25-ubiquitin 

dependent degradation. Upon decrease of CDC25 protein levels, CDK-cyclin complexes are 

inhibited (by increased phosphorylation on their tyrosine residues) and cell cycle progression 

is blocked (Uto et al., 2004). CHK1 also phosphorylates histones, thus changing the 

epigenetic pattern and modulating the transcription of genes involved in the cell cycle 

progression (Shimada et al., 2008). Another CHK1 target is Retinoblastoma Protein A that 

directly interacts with E2F transcription factors that govern the cell cycle progression in all 

phases (Inoue et al., 2007),  (Chen et al., 1996). Last but not least, p53 protein upon CHK1 

phosphorylation promotes cell cycle arrest or initiates apoptosis.   

CHK1 also interacts with several DDR proteins thus modulating the DNA repair. Upon 

CHK1-dependent phosphorylation, HR-related Rad51 protein is released from the complex 

with BRCA2 protein and binds extensively to chromatin and executes HR (Bahassi et al., 

2008). CHK1 also phosphorylates FANCE protein which is a necessary prerequisite for FA 

complex and FANCD2 interaction (Wang et al., 2007), one of the critical pathways for the 

DNA crosslink repair. CHK1 is also indispensable for the maintenance of replication fork by 

interacting with PCNA (Yang et al., 2008) 

The other protein kinase CHK2 has a similar function to CHK1 and also some of the targets 

are shared, e.g., CDC25, BRCA2, p53, it also modulates the activity of E2Fs (Stevens et al., 
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2003). CHK2 promotes G2/M cell cycle arrest and phosphorylates tumour suppressor 

BRCA1, a key player in HR repair pathway (Moynahan et al., 1999). Among the CHK2 

targets belong also MDM4 and PML that regulate apoptotic response in a p53-dependent 

manner (Migliorini et al., 2002, Mancini and Moretti, 2009, LeBron et al., 2006, Yang et al., 

2002). 

 

2.2.4 Common Fragile Sites 

Specific parts of the genome called common fragile sites (CFS) are particularly prone to 

breakage and rearrangements (referred to as expression) upon RS (Sutherland, 1991). In the 

human genome approx. 80 CFS have been described, and some of them span up to several 

megabases (Zlotorynski et al., 2003). The most specific and reproducible CFS inductor is 

aphidicolin used in low concentrations (approx. 0.1 - 1 μM) (Durkin et al., 2008, Glover et al., 

2005). There are also other factors generating CFS expression, e.g., hydroxyurea, 

camptothecin, hypoxia and folate deficiency, but none of them is so specific, nor efficient as 

aphidicolin (Bristow and Hill, 2008, MacGregor et al., 1990, Fujita et al., 2013, Janson et al., 

2015). CFS expression varies among individuals, as well as tissue and cell type (Letessier et 

al., 2011, Le Tallec et al., 2013) but some of them, e.g., FRA3B and FRA16D, are found more 

often than the others (Denison et al., 2003).  

Some of the structural features described in Chapter 2.1.1. can be found in CFS, e.g., frequent 

AT-rich islands, which enable them to fold into secondary structures as soon as the DNA 

double helix is unwound (Zlotorynski et al., 2003). This observation was not confirmed by 

direct observation in vivo, but it is assumed based on experiments in yeasts that such 

sequences may perturb DNA replication by presenting a hard-to-replicate structure for 

ongoing RF (Zhang and Freudenreich, 2007, Franchitto, 2013).  

CFS expression is proposed to be also influenced by epigenetic patterns as observed within 

human FRA16C. Most of the replication origins within this CFS are activated under normal 
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growth conditions, which indicates that replication of this region is intrinsically perturbed 

(Ozeri-Galai et al., 2011).  

Individual CFS clearly differ in their sequence and base composition among each other but it 

does not necessarily disprove the molecular basis of CFS fragility. The structural explanation 

for their fragility is considered as valid, as each CFS might be affected by different stress 

factors (Franchitto, 2013). 

Other structurally unrelated factors leading to CFS expression has been also described. RF 

progression can be violated by low efficiency of origins located within CFS (Palakodeti et al., 

2010). Expression of FRA3B, FRA6E and FRA16D were correlated with the presence of 

large initiation-poor regions (Letessier et al., 2011, Palumbo et al., 2010) pointing to the fact 

that the replication may not be completed before the end of S phase. Then, under-replicated 

regions enter G2 and may even remain undetected and enter mitosis. Several CFS have been 

overlapping the coding regions of large human genes, e.g. WW Domain Containing 

Oxidoreductase (WWOX) at FRA16D (Ludes-Meyers et al., 2003), or Fragile Histidine Triad 

(FHIT) at FRA3B (Zimonjic et al., 1997). It has been well established that transcription of 

such genes requires a long time to be completed. The probability that transcription and 

replication may occur at the same time is therefore enhanced. The collision between 

transcription machinery and RF may result in R-loop formation, considered as a rare 

byproduct of transcription and threat to genome stability (Helmrich et al., 2011, Aguilera and 

García-Muse, 2012). CFS stability is also challenged by defective proteins, so called CFS 

stability keepers, e.g., Ataxia Telangiectasia Rad3-related (ATR) kinase (Koundrioukoff et 

al., 2013), Werner Helicase (WRN) (Pirzio et al., 2008), or Breast Cancer 1 (BRCA1) protein 

(Arlt et al., 2004), and others.  

Overall, it has been proposed that both structural and structure unrelated factors contribute to 

CFS expression in an additive manner (Franchitto, 2013).  CFS are commonly associated with 

genomic rearrangements (Tsantoulis et al., 2008) often leading to altered gene products, 
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which may result in gain or loss of function of affected gene products. CFS were also studied 

in relation to precancerous and cancerous lesions (Bartkova et al., 2005). CFS are often found 

altered in tumours (Glover et al., 2005) and their causative role in cancer development has 

been suggested (Hellman et al., 2002).  

It is evident that endogenous stresses arising from the DNA structure and cellular metabolism 

pose a significant threat to genome integrity and put significant demands on the efficiency of 

repair pathways.   

 

2.3 Consequences of disturbed DNA damage response  

Defective function of DDR either in the detection step, the signal transduction or signal 

enhancement, leads to improper activation of DNA repair and to disturbances of a wide range 

of cellular events. The impact of such circumstances is of a high biological significance as it 

results in the development of diverse human diseases or drug resistance. It also serves as a 

basis of multiple chemotherapeutic approaches, particularly in oncology.    

Mutations introduced to the DDR genes further enhance DNA damage introduced in the cells 

and together with other deleterious events, e.g., disturbed replication or telomerase attrition 

(d’Adda di Fagagna et al., 2003) contribute to genomic instability (Hills and Diffley, 2014). 

Genomic instability (GI) is defined as a process prone to genomic changes and alterations 

(Shen, 2011). GI can be described as a driving force of tumorigenesis promoting the 

acquisition of further DNA alterations, clonal evolution, and tumour heterogeneity. A great 

number of structural DNA abnormalities present in cancer genomes is largely attributed to GI. 

(Pikor et al., 2013).  

Also, replication stress (RS) was proposed to contribute to GI and accelerate mutational 

phenotypes that allow selection for mutations (Murga et al., 2011). Chronic RS conditions, 

particularly in the absence of proper DNA damage repair pathway and/or non-functional 

checkpoint responses might result in the transfer of RS-related DNA alterations to daughter 
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cells. Chronic RS significantly contributes to induction and conservation of mutations, 

enhances GI, promotes senescence, apoptosis or fuels tumourigenesis (Gorgoulis et al., 2005, 

Zeman and Cimprich, 2014, Mladenov et al., 2016). Enhanced GI and RS have been 

associated with several hereditary syndromes exhibiting a quite broad range of symptoms: 

premature ageing, cancer predisposition, immunodeficiency, growth retardation, 

neurodegeneration and others. Aberrations in DNA damage recognition and repair enzymes 

are responsible for disorders like Seckel syndrome (deficiency in ATR kinase) (O’Driscoll et 

al., 2003, O’Driscoll and Jeggo, 2003), Ataxia telangiectasia (caused by the loss of ATM 

kinase) (McKinnon, 2004), Xeroderma pigmentosum (XP; various defects in XP protein 

family group) (DiGiovanna and Kraemer, 2012). Failure of replication fork progression and 

restart is connected with Fanconi anaemia (FA; mutations in FA pathway proteins) (Kim and 

D’Andrea, 2012, Joenje and Patel, 2001), Bloom and Werner syndrome (deficiency of Bloom 

and Werner helicase, respectively) (Lauper et al., 2013, Bernstein et al., 2010), or Rothmund-

Thomson syndrome (defects in RECQ like helicase 1 protein) (Larizza et al., 2010, Lu et al., 

2016).  

Unsuccessful DNA damage repair leads to persistent activation of DDR, which promotes loss 

of proliferative capacity and results ins senescence or apoptosis (Bartkova et al., 2005). 

Senescence is a state of reduced proliferative activity and upon physiological conditions, it is 

triggered by shortened telomeres (Harley et al., 1990). Cells also trigger senescence after 

prolonged conditions of RS, e.g., altered DNA replication initiation (unscheduled firing 

and/or re-licensing of replication origins) by activated oncogenes (Bartkova et al., 2006, Di 

Micco et al., 2006). Such scenario has been reported for pre-cancerous lesions where 

senescence-induced persistent DDR is proposed to act as a natural barrier against tumour 

progression (Bartkova et al., 2006). Apoptosis is a precisely controlled process of immense 

importance in development and organismal homoeostasis. It is a regulated process executed 

by intrinsic cellular signalling and results as a response to environmental signals or internal 
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conditions. Elimination of pro-apoptotic pathways can be deleterious as it may contribute to 

development of some types of cancer (Wouters et al., 1999, Bartek et al., 2004, Jackson and 

Bartek, 2009, Polo and Jackson, 2011).   

A precise understanding of how DNA lesions are generated, processed and repaired can lead 

to the selection of an effective disease treatment. For example, in HR-defective tumours, e.g. 

BRCA1/2 defective breast and ovarian cancer cells, were reported to be more susceptible to 

PARP1 inhibitors (Martin et al., 2008). As PARP1 inhibitor causes disturbances in single-

strand breaks repair leading to more DSBs formation and more HR dependency. However, 

PARP1 inhibitors monotherapy was proven to be insufficient for complete tumour remission 

(Kaufman et al., 2015) but seem to be a promising agent for combination treatment. PARP1 

was also observed to cause increased activation of ATR/CHK1 pathway and inhibition of 

both pathways was already tested in BRCA1-deficient tumour model with positive results 

(Kim et al., 2016). PARP1 inhibitors are also investigated to be used for the treatment of 

ovarian cancer with BRCA1/2 methylated promoters (Stordal et al., 2013). Another example 

can be the CHK1 inhibitor treatment in order to increase the replication stress. ATR inhibition 

was reported to lower the threshold and increase the tumour cell death of p53 mutant and wild 

type human cancer cell lines (Massey, 2016). 

 

Elevated DDR can be considered to work as a natural anti-cancer barrier, especially in the 

precancerous lesion (Bartkova et al., 2005). However, prolonged elevated DDR or defective 

DDR may contribute to the selection pressure for clones that are then able to overcome the 

arrest and continue in proliferation despite mutations. It was also proposed that the defective 

pathways may be considered as the Achilles’ heel of cancer cells and can be targeted by 

chemotherapeutics (Bartek et al., 2012). So, detailed knowledge of the processes being 

responsible for the disease development can provide the opportunities for cancer prevention 

and treatment.  
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2.4 Laser micro-irradiation   

Laser micro-irradiation and the microbeam techniques are used for various purposes, mainly 

for cell lysis (Rau et al., 2006), microdissection and microsurgery (Botvinick et al., 2004) and 

DNA damage induction (Dinant et al., 2007). Laser interaction mechanisms with cellular 

components can be complex, involving photothermal, photochemical and photomechanical 

processes. The contributions of these processes to the laser–cell interactions depend on the 

laser power, laser wavelength, pulse duration, and laser beam diameter (Kong et al., 2009). 

This chapter focuses on DNA damage induction by laser micro-irradiation (LMI). Mammalian 

cells damaged by localised UV radiation provide one of the best-known experimental systems 

for studies of the biological consequences of localised DNA damage. LMI has been in use for 

several decades (Cremer et al., 1974, Cremer and Cremer, 1986), however, it took until late 

1990’s when the technique became widely available. 

The biggest advantage of LMI is the possibility of precise definition and control of the 

irradiated area (called the region of interest, ROI). Localised DNA damage caused by a laser 

beam enables to follow the temporal and spatial interactions between DNA damage and 

damage-binding proteins. The protein of interest can be visualised by IF technique, or by live 

cell imaging (Drexler and Ruiz-Gómez, 2015). The micro-irradiation enables detailed 

cytological analysis of DNA damage protein accumulation and post-translational 

modifications and easily distinguish the damage pattern from spontaneous and bystander 

effects (Seiler et al., 2011), Fig. 3a,b. 

One of the first groups employing the LMI technique was Bonner’s group (Rogakou et al., 

1998, Rogakou et al., 1999). During the first ten years, a wide variety of laser systems and 

various types of dose estimation were used. Unfortunately, irradiation conditions were often 

only poorly specified making it difficult to compare the delivered energies and interpret the 

results (Kong et al., 2009, Reynolds et al., 2013). Although the laser output is user defined, 

unknown part of the energy is lost during the transfer to the sample. The types of DNA 
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damage generated are not entirely characterised and are dependent on multiple factors, e.g., 

laser wavelength, laser type (pulse, or continuous), laser beam size, treatment with a 

sensitizer, etc. (Splinter et al., 2010). High laser energies may lead to unspecific chromatin 

alterations (Drexler and Ruiz-Gómez, 2015). However, as the technique is used more often, 

the establishment of dose measurement or some type of unbiased reference for samples 

comparison will be necessary soon (Kong et al., 2009, Reynolds et al., 2013). The most 

relevant seems to be the measurement of the biological effect with a selected marker as 

reported by (Bekker-Jensen et al., 2006). However, this approach is demanding, time-

consuming and therefore not widely used approach. 

As demonstrated recently, the cellular response differs significantly upon the low and high 

dose of the energy delivered (Saquilabon Cruz et al., 2016). Using the near-infrared laser 

(NIR) at high power, TRF2 and PARP1 proteins were shown to load to sites of DNA damage, 

and the pan-nuclear γH2AX signal was detected. However, when lower NIR laser power was 

used none of the above-mentioned proteins was observed to recruit to sites of damage, instead 

53BP1 was present, and γH2AX formed localised foci at the damaged sites. For an accurate 

description of DDR, precisely defined irradiation conditions are extremely important as well 

as for comparing the results. 

There are multiple lasers currently in use for LMI technique, almost all of them can be used 

for direct DNA damage induction, e.g., NIR (Gomez-Godinez et al., 2007), or 266 nm lasers 

(Dinant et al., 2007). More severe, dense and complex damage caused by, e.g., NIR lasers 

enables to detect also the proteins that do not form IRIF. This is a great advantage because 

cytological detection of these proteins is difficult following conventional DNA damaging 

methods. For example, NHEJ repair protein Ku was cytologically first detected using the 

micro-irradiation technique (Kim et al., 2005a).  

The most popular are UV-A lasers spanning the range 337 - 405 nm which are often used in 

combination with sensitizers, mostly nucleotide analogues (Bekker-Jensen et al., 2006) and/or 
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Hoechst dyes (Walter et al., 2003) that absorb the energy and pass it on the DNA (Rogakou et 

al., 1999). The most commonly used sensitising compounds are 5’-bromo-2-deoxyuridine 

(BrdU) and Hoechst33358 but also other nucleotide analogues, or other types of Hoechst dye 

were reported (Tashiro et al., 2000, Dinant et al., 2007). According to the literature many 

different concentrations of BrdU spanning the range of 1 - 10 μM are used (Stixová et al., 

2014, Dinant et al., 2013, Bekker-Jensen et al., 2006). Generally, a higher concentration of 

BrdU and prolonged incubation times increase the amount of incorporation and lead to 

enhanced response upon UV-A irradiation (Limoli and Ward, 1993, Fujii et al., 2013). BrdU is 

incorporated into DNA during S phase instead of thymidine nucleotide (Bick and Davidson, 

1976). The rate of ongoing replication is a limiting factor for the amount of incorporated 

BrdU and thus the level of sensitisation. Employment of the replication-independent sensitizer 

is therefore inevitable for experiments with non-cycling cells, e.g. senescent cells. Hoechst 

dyes, non-specifically binding to the minor groove of DNA (Searle and Embrey, 1990) are 

used for this purpose. Hoechst dyes are often used in concentration range 0.5-10 μg/ml and 

incubation time up to 20 min (Limoli and Ward, 1993, Rogakou et al., 1999, Paull et al., 2000, 

Abdou et al., 2015).  

Sensitizers, in general, make the whole nucleus vulnerable to any UV-A light that might be 

scattered from the laser beam (Rogakou 1999), or absorbed from other sources. In addition, 

BrdU shows antiproliferative effects altering the cell cycle progression. In hamster melanoma 

cells it was observed that 18 μM BrdU was mutagenic and caused rapid exhaustion of dCTP 

pool, with a maximum at 6 – 12 h. The ratio BrdUTP/dCTP was shown to be the critical 

factor of mutagenesis (Ashman and Davidson, 1981). BrdU is also suppressing the DNA 

damage repair (Iliakis and Kurtzman, 1991). The incubation time is very important as cells 

entering the second replication in the BrdU presence will also incorporate the BrdU to the 

second strand of DNA resulting in higher damage upon exposure to laser irradiation (Fujii et 

al., 2013). Hoechst dye was reported to be cytotoxic at concentrations above 20 μM and 
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incubation times as short as 30min – 1h. Hoechst also affects DNA synthesis rate and 

significant cell cycle perturbations were reported when 5-10 μM of Hoechst for applied for 30 

min (Durand and Olive, 1982). The plating efficiency is reduced by 4-5 fold in unirradiated 

cells and 25-45 fold in irradiated cells after treatment with 5-10 uM Hoechst for 1-2 h 

(Siemann and Keng, 1986). Moreover, several days long time-lapse imaging may cause 

apoptosis in Hoechst-stained cells (Purschke et al., 2010). 

There are several studies showing that sensitization is not mandatory for UV-A DNA damage 

induction if enough laser power is used. The studies reveal varying degrees of DSB, SSB, UV, 

and base damage generated by UV-A with and without BrdU (Stixová et al., 2014, Splinter et 

al., 2010, Mistrik et al., 2016).  

The LMI approach was proven invaluable in a series of laser microbeam experiments, which 

led to the identification of numerous proteins accumulating at the damage sites.  

There is also another approach for LMI based on micropore filter irradiation and it was 

introduced by (Katsumi et al., 2001), Fig. 3c. Micropore filter absorbs the irradiation, so only 

cells or portions of the cells lying in the area of pores are damaged. It is an elegant, cheap and 

fast approach for DNA damage induction only in part of the nucleus while the rest stays 

intact. However, this approach is unsuitable for the dynamic studies as quite long irradiation 

times are required. Also, it is impossible to perform multiple irradiations in one cell, or 

precise irradiation only to the specified region, e.g., heterochromatin region within the 

nucleus.  

The lasers may be used also for several techniques involving photo-manipulation of the 

fluorescent tag. The process of tag destruction is called bleaching and enables to follow the 

tagged component mobility. The technique fluorescence recovery after photobleaching 

(FRAP) is in use for several decades (Axelrod et al., 1976). During the bleaching, ROS are 

formed which may lead to significant phototoxicity (Yamagata et al., 2012). The other 

techniques, fluorescence loss in photobleaching (FLIP), inverse FRAP (iFRAP), and 
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fluorescence localisation after photobleaching (FLAP) are not so widely used owing also to 

the specific purpose the methods. 

Commonly used approaches to photo-manipulations require the manual definition of a region 

of interest (ROI). After the photo-effect is induced, manual repositioning of ROI for precise 

measurements over time must be performed due to cellular movement. Such approach is 

laborious and time demanding in terms of laser irradiation, image acquisition and evaluation. 

In this thesis, a new method overcoming many drawbacks of commonly used approaches was 

developed.  

 

Figure 3 Illustration of laser micro-irradiation techniques. (a) Laser path (red line) defined 

manually is followed by the laser. In selected nucleus region of interest (ROI) is subsequently defined 

manually (dashed yellow line). (b) DNA damage was induced in the region of laser path (red line). 

MDC1-GFP protein accumulation is observed in the region. Weak bystander effect can be observed as 

small foci marked by white arrows. (c) Schematic view of micropore irradiation, adapted from 

http://www.cosmobiousa.com.  
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3 MATERIAL AND METHODS 

Cell lines, cell culture conditions 

All cell lines were cultivated in DMEM with stabilised glutamine and sodium pyruvate 

(Biosera), supplemented with 10 % foetal bovine serum (Gibco, Life Sci.) and penicillin-

streptomycin (Sigma). Cells were kept under standard cultivation conditions in humidified 

incubator at 37°C, 5% CO2. In the study the following cell lines were used: U-2-OS 

(ECACC), MRC-5 (ATCC), mouse McCoy fibroblasts (R-D Biotech), reporter cell lines: U-2-

OS-MDC1-GFP, U-2-OS-53BP1-GFP, PD20F-FANCD2-GFP, U-2-OS-BRCA1-GFP were 

obtained from Danish Cancer Society. All reporter cell lines were seeded 1 cell per well (96 

well plates, BD Influx, BD Biosciences) to obtain individual clones of specific fluorescence 

intensity. The clones were subsequently selected according to the GFP-signal subcellular 

distribution. The clones exhibiting the GFP-tagged nuclear protein in the cytoplasm were 

excluded. Selected clones were tested according to the efficiency of translocation of the GFP-

tagged protein to sites of DNA damage generated by micro-irradiation. U-2-OS-H2B-GFP cell 

line was established, cloned and characterised by Ivo Frydrych (LEM, IMTM, Olomouc).  

Cell seeding and treatment with sensitizers  

Cells were seeded in 6 well plate (215.103 cell per well), 18 h later BrdU (Sigma) was added 

in indicated concentrations. After 6 h cells were seeded in 96 well plate with glass bottom 

(Corning) and kept in an incubator in the presence of BrdU for additional 18 h. Immediately 

before micro-irradiation, or as indicated, the cultivation medium was changed to HEPES-

buffered medium (Invitrogen), supplemented with 10 % fetal bovine serum (FBS). In all 

experiments, the cells were sensitised by 1 μM BrdU for 24h in total unless stated otherwise.  

In the case of Hoechst33342 (Invitrogen) sensitisation cells were processed the same as for 

BrdU sensitisation. 1 h before micro-irradiation cultivation medium was changed to HEPES-

buffered medium (Gibco) with indicated concentrations of Hoechst33342 for 25 min; then the 

medium was replaced with HEPES-buffered medium without sensitizer. Micro-irradiation 
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was performed 30 min later to ensure proper diffusion of Hoechst33342 in the nuclei.  

Compounds treatment 

Compounds were added to cells 2 h before micro-irradiation unless stated otherwise. HEPES-

buffered medium (Gibco) was used for compound dilution, and the cells were incubated in the 

presence of compounds during the whole experiment.  

siRNA treatment 

Following siRNAs were used: siGenome RISC FREE and siXPC SMART pool (both 

Dharmacon). Cells were seeded in 6 well plate (200.103 cells per well). The next day after 30 

min incubation in penicillin/streptomycin-free medium, siRNA with Lipofectamine 

RNAiMAX (Invitrogen) diluted in OptiMEM (Gibco) was added for 6 h. Then transfection 

solution was replaced with standard cultivation medium. The experiments started 48 h after 

transfection. 

Cell line establishment 

U-2-OS-PARP1 chromobody stable cell line was established by transfection of commercial 

PARP1 chromobody plasmid construct (Chromotek) with Lipofectamine 2000 (Invitrogen) 

according to manufacturer’s instructions. The stable cell line was generated by Geneticin418 

(Sigma), and clones were generated as described above. Only clones exhibiting enhanced 

PARP1-chromobody nucleolus signal and significantly higher signal from the nucleus than 

from cytoplasm were selected for the experiments. 

Microscope settings for UV-irradiation 

Microscope Zeiss LSM780 equipped with incubator and ZEN 2011 software were used. For 

UV-irradiation 355 nm laser was used at maximum power (65 mW, 100 % output). The 

irradiation conditions were as follows: resolution 32 x 32 (or 64 x 64, 128 x 128) pixels, the 

lowest possible scanning speed (pixel dwell time for 32 x 32 resolution was 709.27 μs, 

bidirectional scan, zoom 0.6. The number of iterations is indicated in the figure legends. UV-

irradiation at resolution 32 × 32 was chosen as it is causing approx. 1 – 2 stripes per cell 
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nucleus with 40 x objective. Autofocus was performed with 488 nm laser before irradiation, 

or manually if wild-type (wt) cells were used. All experiments were performed in a pre-heated 

incubator (37°C). Wells were sealed with tape to prevent evaporation of the medium and the 

plates were put in the incubator at least 30 min before the experiment to ensure proper 

temperature equilibration. 

Microscope settings for bleaching 

All settings were the same as for UV-irradiation, except for the laser wavelength. 488 nm at 

100 % output was used to destroy the GFP tag.  

Microscope settings for image acquisition 

For live-cell experiments, the images were acquired with 488 nm laser (approx. laser output 2 

%). Images were acquired in 16-bit depth, zoom 0.6, five z-stack planes (1 μm apart). 

Autofocus was based on reflected light of 561 nm laser also known as backscatter image. A 

thin contact layer between cells and the glass cultivation surface is reflected, and GFP-

bleaching is minimised.  

For image acquisition of IF samples 355 nm, 488 nm, 561 nm and 647 nm lasers at low laser 

power were used (experiment dependent). Automatic autofocus was performed before image 

acquisition based on Hoechst-stained nuclei. 5 z-stack planes (1 μm apart) were acquired per 

each channel. Images were taken at resolution 1024 x 1024, 16-bit depth, zoom 0.6.  

Image analysis of striation pattern 

Images were taken in 5 z-stack planes; maximum intensity projection was employed to create 

one image. IF images were analysed with the same software routine as the images obtained in 

the live-cell experiments. Slight modifications were employed: tracking module was 

deactivated, and the recognition of the nuclei was based on the Hoechst33342 signal.  

Immunofluorescence staining 

Cells were fixed in 10 % formalin (Sigma) for 15 min and permeabilized with 0.5 % Triton-X 

(SigmaAldrich) in PBS for 5 min. Samples were blocked with 1 % BSA in PBS for 20 min; 
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primary antibodies were added and incubated at 4°C overnight, secondary antibodies were 

incubated 1 h at RT. DNA was stained with 5 μg/ml Hoechst33342 (Invitrogen) in PBS.  

Used antibodies: phospho-H2AX (Ser139) JBW301 (Millipore, 500x), 53BP1 (Santa Cruz, 

500x), cyclin A (Leica, 50x), phospho-histoneH3 (Ser10) (Santa cruz, 500x), AlexaFluor488 

and AlexaFluor568 (Invitrogen, 1000x). 

Image acquisition and analysis of classical immunofluorescence samples 

IF samples stained for cyclin A and 53BP1 were acquired with ScanR Acquisition software 

and analysed in ScanR Analysis software. Cells were recognised based on DNA staining 

(Hoechst33342), Signal integrated density (SID) of cyclin A was counted, and the threshold 

was set to distinguish between positive (S and G2 cells) and negative (G1) cells. Only in 

cyclin A negative cells the number of 53BP1 foci was counted and plotted. The method is 

based on the article (Lukas et al., 2011). Authors demonstrate that unrepaired damage induced 

in S and G2 phase is transferred through mitosis and shielded by 53BP1 in G1 cells. 

Image acquisition and analysis of mitotic cells 

IF samples for analysis of mitotic cells were stained with γH2AX and phospho-H3 (Ser10) 

antibodies. Samples were acquired with Zeiss Cell Observer (spinning disc microscope) at 

semi-automatic regime by the custom made routine developed in MatLab by Dr Tomáš Fürst. 

The samples were automatically scanned upon 10 x resolution and approx. 150 mitotic cells 

were selected based on phospho-H3 positive staining. Then, selected cells were acquired in 

detail upon 63x resolution. γH2AX foci were recognised, counted and plotted in box-plot 

charts. The analysis was done by a custom-made routine developed by Dr Tomáš Fürst. The 

method is based on principles described in articles by (Rogakou et al., 1998, Juan et al., 1998, 

Mistrik et al., 2009). Altogether these articles suggest that detection of γH2AX sensitively 

reflects the amount of damage present in the cells. Replication stress was generated by 

treatment with 0.4 μM aphidicolin which was reported to cause massive CFS expression 

(Durkin et al., 2008, Glover et al., 2005) in mitosis. γH2AX was elevated upon APH 
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treatment in mitotic cells suggesting that the observed damage is present preferentially at 

CFS. 

Western blotting 

Lysates were prepared by diluting the cells directly in 2x LSB, 1400 rpm shaking upon 95°C. 

Electrophoresis was performed on pre-cast gradient gels (Biorad), 20 mA per gel, 75 min of 

separation. Western blotting was performed upon semi-dry conditions, 150 mA per membrane 

for 1.5 h. Membranes were blocked in 5 % milk for 1 h, shaking 100 rpm. Primary antibodies 

were incubated overnight at 4°C; secondary horseradish-conjugated antibodies were 

incubated for 1 h at RT. Antibodies were visualised by Super Signal West Chemiluminescence 

Substrate (ThermoScientific), mixed pico:femto 3:1 luminescence was visualised by 

ChemiDoc MP Documentation system (Biorad). Used antibodies: CHK1 (Santa Cruz, 500x), 

phosphorylated CHK1(Ser345) (Santa Cruz, 500x), XPC (Novus Biologicals, 1000x), 

GAPDH (GeneTex, 4000x), secondary antibodies: antimouse (GE-Healthcare, 1000x), 

antirabbit (GE-Healthcare, 1000x).  

EdU assay 

Cells were treated for 20 min with 10 μM EdU diluted in cultivation medium. Fixation was 

performed as described in the section immunofluorescence. EdU was detected by CLICKiT 

EdU Imaging Kit (Thermofisher) according to manufacturer protocol, AlexaFluor488azide 

(Invitrogen, 1000x) was used. The antibody detection was performed as described in the 

section immunofluorescence. DNA was stained with 5 μg/ml Hoechst33342 in PBS for 30 

min. 

 

Cell cycle analysis 

For cell cycle analysis, cells were fixed with 10 % formalin (Sigma) and stained with 

Hoechst33342 5 μg/ml in PBS (Invitrogen) for 10 min. Images were taken by OlympusBX71 

inverted microscope, and ScanR Acquisition and cell cycle were analysed in Analysis 
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software (Olympus).  

Striation pattern visualisation 

The standard glass slide was covered by a homogeneous layer of a permanent marker paint 

(Permanent 8566, ink colour 04, Centropen), air dried, mounted by water, covered by a cover 

glass (0.17 mm) and sealed by a nail polish. The paint was irradiated by 355 nm laser, 100% 

output, 32x32 pixels resolution, 1 iteration, pixel dwell time 709.27 μ s, bi-directional scan. 

The image was acquired using 561 nm laser and emission spectrum 570–710 nm. 
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4 RESULTS 

4.1 Optimisation of the new laser micro-irradiation approach and its validation for 

DNA damage response studies  

A new micro-irradiation approach based on specific software settings was developed. The 

process enables simultaneous irradiation of a huge amount of cells, i.e. irradiation of the 

whole acquisition area by a regular pattern. The technique is accompanied by a newly 

developed image analysis routine thus facilitating evaluation of the DDR in a quantitative 

manner resembling high-content screening (HCS).    

 

4.1.1 Standard laser scanning microscope (LSM) can be set to generate predefined 

regular pattern covering the entire acquisition area 

Standard laser micro-irradiation approach for DNA damage induction is performed by manual 

laser path definition. The high-power laser then follows the path and DNA damage is induced. 

The process is time-consuming for both, sample irradiation and subsequent analysis. A novel 

automated approach for LMI described here takes the advantage of unusual software settings. 

In case the acquisition software of LSM system is set to a low resolution and slow scanning 

speed, in combination with a high-power laser, specific striation pattern is generated. 

Basically, the entire acquisition area is scanned with a small resolution, e.g., only 32 pixels in 

each dimension (x and y) and as a result, the pattern of 32 horizontal lines is generated. 

Visualisation of the resulting striation pattern on a layer of fluorescent paint is shown in Fig. 

4a. The scanning speed (determined by a pixel dwell time) and the number of repetitions of 

the scanning cycle (iterations) determine the dose of light energy delivered. If the used laser 

has DNA damaging properties, the pattern can be visualised by detection of DDR protein 

(Fig. 4b, c). 

The described settings enable to perform the fastest photo-effect generation achievable 

because the defined laser path is fully in line with laser movement (as for standard image 



45 
 

acquisition). Other LSM systems than Zeiss LSM780 were successfully tested to generate the 

striation pattern, particularly SP5 Leica (tested in cooperation with Hana Hanzlikova, Ph.D., 

IMG, ACS, Prague, summarised in Mistrik et al., 2016) and ImageXpress Ultra Confocal 

High-Content Analysis System, Molecular devices (Josef Jaros, Ph.D., MU Brno, personal 

communication).  

The described approach was also tested with several objectives. The property of each 

objective varies thus significantly affecting the efficiency to cause DNA damage (Fig. 4d). 

Moreover, the amount of micro-irradiated cells is dependent on the objectives' resolution and 

on the size of the cells. 
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Figure 4. Method introduction. (a) Visualisation of the striation pattern on a layer of fluorescent 

paint. (b) Striation pattern induced by a 355 nm laser (32 lines/field) in BrdU sensitised cells. DNA 

damage is visualised by recruitment of ectopically expressed MDC1-GFP protein. (c) Evolution of the 

striation pattern over time. DNA damage induction was the same as in (b). (d) List of tested objectives 

on Zeiss LSM780 system with respect to their ability to form stripes in BrdU sensitised cells using a 

355 nm laser. U-2-OS-MDC1-GFP cell line was used for all images. 

 

4.1.2 The induced striation pattern allows automated quantitative image analysis and 

robust statistical testing 

The pattern generated by the presented method is regular, well-defined and enables automated 

software-based analysis. However, it cannot be easily analysed in any commercially, nor 

open-source image analysis program. Therefore, new evaluation method was developed in 

MatLab software in cooperation with Dr Tomáš Fürst (Faculty of Science, UP, Olomouc). The 

scripts have been made freely available and can be downloaded from Nature Protocols 

Exchange website (http://www.nature.com/protocolexchange/protocols/4597), and are 

enclosed as an appendix 6. The software reduces the workload needed for image analysis, and 

a number of analysed cells can achieve hundreds of cells instead of dozens of cells (a typical 

amount for manual approaches) per sample. Such large datasets bring the advantage of robust 

statistical analysis.  

The first part of the software routine is segmentation of images, i.e., detection of nuclei. 

Nuclei can be recognised for example based on the expression of the nuclear fluorescently 

tagged protein. Reporter cell lines used in this study exhibited variable expression of the 

tagged protein even within a clonal population. Upon such conditions, standard thresholding 

methods do not allow segmentation of all nuclei within the image. Therefore, a different 

approach was employed. The nuclei are found by a “sliding frame” method combined with an 

adaptive threshold technique. By this approach, the segmentation was significantly improved 
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even in a very heterogeneous population. Nuclear staining by e.g. Hoechst dye that may easily 

overcome this problem was avoided for several reasons. First, the cells should be prevented 

from any additional interfering agents. Second, the acquisition of additional images would 

slow down the whole process. 

After image segmentation, the DNA damage response is evaluated in each individual nucleus. 

The DNA damage is induced in a defined pattern of parallel stripes, and DDR protein with the 

fluorescent tag is translocated to the sites of DNA damage thus visualising the pattern (Fig. 

4b). The position of the stripes is found based on their diameter and the distance between 

stripes (gauge), Fig. 5a. Signal integrated density (SID) and area of stripes and of the whole 

nucleus is calculated. Based on these measurements a new value called the ‘measure of 

striation’ (MS) was defined in this project for evaluation of DDR dynamics. MS is counted as 

a relative value, according to equations 1 and 2. This value is independent of the total amount 

of signal within the nucleus. As a result, the response among cells with different expression of 

the fluorescent protein can be compared.  

 

 

Equation (1):  (measured) stands for the actual signal integrated density of 

stripes’ region, and  (expected) stands for the expected value of the signal integrated 

density of the stripes’ region, if the nucleus was perfectly homogeneous and no stripes were 

present.  

 is computed according to equation (2): 

 

Equation (2): SID stands for signal integrated density. 
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For further details about the routine principles and used algorithms, please refer to the Method 

section: ‘Quantitative analysis of the striation patterns’ in (Mistrik et al., 2016).  

By plotting MS values over time, DDR curve is generated which follows the dynamics of the 

tagged protein during DDR. For statistical analysis, three parameters were defined to describe 

the DDR curve (Fig. 5b). The amplitude of the response (Amp) measures the maximum 

amount of the protein recruited to the stripes. It is calculated as the maximum of MS over all 

observed time points. The time to peak response (Tpeak) measures the speed of the protein 

recruitment. It is calculated as the time (in minutes) when the MS reaches its maximum. The 

relaxation speed (Relax) measures the dynamics of protein release from the sites of damage, 

reflecting the repair process after the peak response. It is calculated as the slope of the line 

fitted to the function MS(t) for t > Tpeak (MS stands for the measure of striation, and t for the 

time). For the cases when MS increases over all timepoints, the Relax parameter was 

measured by the slope of the line fitted to MS(t) for t > 30 min). The parameters are calculated 

for each nucleus within a sample and differences among samples are tested for statistical 

significance by means of the Kruskal-Wallis test on the significance level 0.05. As 

demonstrated in Fig. 5c,d the MS is a reasonable parameter reflecting the DDR. 

 

 

 

 

 

 

 

 

 

 

 

 

 

c d 



49 
 

Figure 5. Optimisation of the quantification of the striation pattern. (a) Automatic stripe 

recognition in the nucleus is based on known values (gauge, the diameter of the stripe and offset) (b) 

Typical evolution of striation pattern after DNA damage caused by a 355 nm laser irradiation. The 

curve is plotted as medians of MS values at indicated time points. Amp (amplitude, maximum MS), 

Tpeak (time to reach maximum MS), Relax (slope of the line fitted to MS values after Tpeak) are used 

to describe the curve. (c), (d) Comparison of different types of signal quantification for an MDC1-GFP 

protein which translocates into the sites of damage. Signal was plotted either as mean signal per 

nucleus (c) or measure of striation (MS) (d). BrdU pre-sensitized U-2-OS-MDC1-GFP cells and 355 

nm laser irradiation (32 lines/field) were used unless stated otherwise.  

 

4.1.3 The method enables versatile settings for the induction of DNA damage  

The LSM780 software settings enable several parameters to be manipulated thus influencing 

the resulting striation pattern including: the number of iterations (i.e., repeated runs of the 

laser through the same location), the number of stripes, laser power output and speed of 

irradiation (defined as pixel dwell time). It is important to optimise the settings for each 

reporter cell line to avoid saturation and at the same time achieve a satisfactory difference 

between irradiated and non-irradiated controls. 

Cellular response to a different number of stripes can be observed in Fig. 6a,b. As more 

stripes are induced, more sites of damage are present and less protein is available to 

translocate to each site because the protein pool is limited. As a result, the amplitude reaches 

lower MS values if more lines are introduced (Fig. 6a). For further experiments, 32 lines per 

image were selected because (1) all nuclei within the acquisition area are hit by at least one 

stripe, (2) each nucleus is hit by 1-3 stripes thus giving the most pronounced response to 

induced damage, (3) the number of  stripes per cell corresponds to number of stripes induced 

by widely used manual approaches.  

As the number of iterations increases, then a higher amount of DNA damage is induced and 
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more protein is translocated to the sites of damage. There is always a threshold for each 

protein in terms of the maximum molecules that can be loaded to sites of damage, either the 

protein pool is exhausted (all available protein is translocated), or no more protein can 

sterically be present on the site. Both possibilities can be observed as no increase in amplitude 

even if more damage is induced (saturation is reached).   

However, a higher amount of DNA damage in such cases is reflected by the slopes of the MS 

curves as demonstrated in Fig. 7c: the Amp values for 5 μM and 10 μM BrdU-treated samples 

are the same. However, the samples differ in the Relax parameter. The slope of DDR curve is 

flatter for the 10 μM BrdU sample indicating more initial DNA damage induced and therefore 

longer time needed for repair. For further experiments, the number of iterations inducing Amp 

just below saturation was selected for each reporter cell line.   

The amount of induced DNA damage can be manipulated also by the energy delivered from 

the laser source. Energy can be controlled by the laser power output value.  

The energy delivered to the sample also depends on the speed of the laser beam movement 

defined as pixel dwell time. The slower movement of the laser (i.e. longer pixel dwell time), 

the more DNA damage is induced. It is important to bear in mind that the longer pixel dwell 

time cannot be substituted by more iterations with a shorter pixel dwell time. As demonstrated 

by an example in Fig. 6c. It is evident that it is more efficient to increase the pixel dwell time 

rather than laser iterations. 

Several reporter cell lines were successfully tested for stripes formation, Fig. 6d. The reporter 

systems used in this study were generated by plasmid transfection. The response of the 

reporter cell lines used in this study was compared with previously published data (Bekker-

Jensen et al., 2005, Mortusewicz et al., 2007). All cell lines were found suitable for the DDR 

studies in high-content screening approach upon tested conditions 
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Figure 6. Optimisation of a number of stripes per field and number of iterations. (a) The 

striation pattern induced by a 355 nm laser in U-2-OS-MDC1-GFP cell line after BrdU sensitisation. 

DNA damage is visualised by recruitment of ectopically expressed MDC1-GFP protein; 1 iteration. 

Images were taken 30 min after micro-irradiation. (b) The striation pattern induced by a 355 nm laser 
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in BrdU sensitised U-2-OS-PARP1 chromobody stable cell lines (10 μM, 24 h). (c) The U-2-OS-

MDC1-GFP cell line was sensitised with BrdU and irradiated for 6 seconds in total with the same laser 

power, but with a different pixel dwell time (either 50 μs, or 1.5 μs per pixel). (d) The indicated cell 

lines were tested for stripes formation, the cells were sensitised with BrdU, irradiated and images were 

taken 30 min after irradiation, U-2-OS-53BP1-GFP was irradiated with 2 iterations, PD20F-FANCD2-

GFP with 5 iterations, U-2-OS-BRCA1-GFP 10 iterations.  

  

4.1.4 Optimisation of the sensitization strategy   

UV-A sensitizers are commonly used for more efficient DNA damage induction by LMI. The 

sensitization strategy is, therefore, another important step to be optimised. In the beginning, 

the laser output was set to 100 % power, 32 lines and the number of iterations was tested (Fig. 

7a) without sensitizer. One iteration induced almost undetectable DNA damage in U-2-OS-

MDC1-GFP cell line without sensitisation and therefore was selected for further experiments.  

There are two compounds extensively used in combination with laser micro-irradiation: 5’-

bromodeoxyuridine (BrdU) and Hoechst (Hoe) dye. BrdU, a nucleotide analogue must be 

incorporated into DNA during replication, so the incubation time as long as one population 

doubling was chosen. For U-2-OS cell line the incubation time was set to 24 h (Solly et al., 

2004). 

At first, the effect on cell cycle progression was evaluated. BrdU incorporation influences the 

S phase progression at concentrations above 1 μM (Fig. 7b). Then, DNA damage induced by 

various BrdU doses was quantified. As can be observed in Fig. 7c increasing concentration of 

BrdU leads to higher amplitudes and flatter relax curves, indicating that more DNA damage is 

present. Also, the saturation (no increase in amplitude) is visible for MDC1 reporter cell line 

at concentrations above 1 μM of BrdU.  

Based on this pilot study, for further experiments 0.5 μM BrdU was chosen for following 

reasons: (1) the impact on cell cycle progression is minimal (Fig. 7b), (2) the stripe signal is 
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strong enough for detection, (3) the stripe signal is below saturation providing a possibility for 

studies with sensitizing factors, (4) the MS dynamics is in concordance with published DDR 

model for γH2AX (Stucki et al., 2005) and (5) the repair dynamics of the selected proteins 

can be followed in the 120 min time period. Significant release of the protein from sites of 

DNA damage within the observed time period suggests that the induced DNA damage can be 

properly handled by the cells. Importantly, the chosen 0.5 μM BrdU concentration proved to 

be optimal on both tested LSM systems (for 405 nm laser results, please refer to Supplement 

3 in (Mistrik et al., 2016)).  

BrdU may not be always suitable for sensitisation as the replication of DNA is needed for its 

incorporation. The physiological state of the cells (e.g. senescence, contact inhibition) or the 

treatment (e.g., compounds, siRNA treatment) may influence the cell cycle, or S phase 

progression so the amount of incorporated BrdU is different among samples undergoing 

different treatment and the obtained data cannot be compared. As an example, the differences 

in the amount of incorporated BrdU after the siRNA knockdown of various proteins of 

BRCA1-A complex are illustrated in Fig. 7f. 

This drawback of BrdU can be overcome by the use of other sensitizers, e.g., Hoechst33342 

or Hoechst33358. Both compounds can be used as replication-independent sensitizers. 

Incubation in the range of minutes is sufficient as Hoechst is a membrane permeable DNA 

dye. In this study, longer incubation times and lower concentrations were used as reported 

previously (Limoli and Ward, 1993). The method is supposed to be used for HCS in the 

future, so it was assumed that longer incubation times (25 minutes) and lower concentrations 

should provide more reproducible results and allow more time for handling the samples. 

Several Hoechst dye concentrations were tested and compared to the DNA damage response 

in BrdU-treated samples (Fig. 7c, d, e). The concentration of 1 ng/ml of Hoechst33342 was 

shown to induce comparable DNA damage response as 1 μM BrdU after 24 h incubation in 

U-2-OS-MDC1-GFP cell line, Fig 7e. It is important to select the approach for the 
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sensitisation strategy that best suits to the expriment design in terms of incubation time and 

concentration used. It is also important to investigate if the treatment affects DNA replication 

or cell cycle distribution. 
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Figure 7. Sensitisation strategy. (a) MS reflects various irradiation doses of a 355 nm laser in non-

sensitized cells (32 lines/field). Irradiation dose was manipulated by the number of iterations at 100% 

laser power. (b) Effect of selected concentrations of BrdU after 24 h incubation on cell cycle 

progression. (c) MS after constant laser power applied to cells pre-incubated for 24h with indicated 

concentrations of BrdU, a 355 nm laser (32 lines/field, 1 iteration). (d) Effect of selected 

concentrations of Hoechst33342 incubated with cells for 25 min, followed by 30 min incubation in the 

Hoechst33342-free medium. (e) Correlation of damage caused by the same laser dose between BrdU 

and Hoechst sensitised cells, p-values (Amp=0.79, Tpeak=0.43, Relax=0.29), Kruskal-Wallis test. (f) 

48h of siRNA treatment influences the incorporation of BrdU, * p<0.05. For all experiments, U-2-OS-

MDC1-GFP cell line was used. 

 

4.1.5 The method is usable for quantification of DNA damage response proteins after 

IF detection 

The method can be also used for fixed samples followed by detection of proteins by IF (Fig 

8a). Because IF is an end-point assay, for every observed timepoint separate field must be 

irradiated, fixed and stained to observe the process dynamics. The assay provides several 

advantages compared to live cell imaging approach used here: detection of endogenous levels 

of proteins in non-transformed cells, detection of post-translational modifications and 

simultaneous detection of more proteins and possibility of co-localisation studies. As an 

example, approx. 150 murine cells were irradiated, fixed and simultaneously stained for 

γH2AX and 53BP1 (Fig. 8a).  

The principles of software evaluation for IF samples are the same as for live-cell imaging, 

except for the tracking module that must be inactivated. Evaluation of MS for post-

translational modifications provides a bigger difference between control and irradiated sample 

than commonly used signal integrated density (SID) evaluation (Fig. 8b). SID is calculated as 
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a sum of intensities if each pixel within a defined area. As nuclear proteins are evaluated, the 

area used for calculations is the nucleus defined by the signal from DNA intercalating dye.  

 

 

Figure 8. Evaluation of IF samples. (a) IF detection of endogenous 53BP1 and γH2AX at 

damaged sites. Mouse McCoy fibroblasts were irradiated by a 355 nm laser (32 lines/field, 5 

iterations) and fixed 30 min after irradiation (b) Comparison of different types of signal quantification 

of γH2AX. Cells were BrdU pre-sensitized, irradiated by a 355 nm laser (32 lines/field, 5 iterations) 

and fixed at the indicated time points. Signal was plotted either as mean signal per nucleus (left panel) 

or MS (right panel). 

 

4.1.6 Method validation, effect of DDR inhibitors 

The method was validated in a setup resembling HCS approach. A panel of selected 

previously characterised inhibitors of important enzymes in the DNA damage recognition and 

repair pathways was selected. Compounds were incubated with the cells at 10 μM 

concentration for 2 h before micro-irradiation until the end of the experiment. At indicated 

timepoints, the MS was measured, parameters characterising the DDR curve were counted 
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and statistically tested. Representative curves are shown in the graphs in Fig. 9b. The 

response of cells influenced by the compound is compared to mock-treated cells (i.e., the cells 

influenced by the compound solvent).  

The response of three selected proteins MDC1-GFP and 53BP1-GFP in U-2-OS cells and 

FANCD2-GFP in PD20F cells was observed. Results for parameters Amp, Tpeak and Relax 

are summarised in Fig. 9a. MDC1 recruitment was affected by all compounds with the 

exception of caffeine. Results for MDC1 protein recruitment were expected as MDC1 is one 

of the first DNA damage recognition proteins (Stucki et al., 2005). 53BP1 was not influenced 

by mirin and caffeine. FANCD2 protein recruitment was not influenced by more than half of 

the inhibitors (inhibitors of CHK1, DNA-PK, Aurora A, mTOR and Mre11) as FANCD2 is 

an important player in a specific repair pathways (Garcia-Higuera et al., 2001, Sims et al., 

2007, Song et al., 2010). The presented set-up of the method proved to be applicable for high-

content screening approach for evaluation of compounds interfering with DDR.  
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Figure 9. Method validation – DNA damage analysis. (a) Summary table for three reporter cell 

lines addressing parameters of DDR curve, Amp (amplitude, the maximum of MS over all time 

points), Tpeak (time to reach maximum MS), Relax (slope of the line fitted to DDR curve after 

Tpeak), Relax30 (slope of the line fitted to DDR curve after 30 min). The effects are color-coded: red 

– parameter upregulated, blue – downregulated, grey – no significant effect, Kruskal-Wallis test, p < 

0.05. (b) Representative graphs of MS median values for selected compounds show different reporter-

dependent response (the parameters with significant change are listed in the graph titles), Kruskal-

Wallis test, p < 0.05. 

 

4.2 Optimisation of the new laser micro-irradiation approach and its validation for 

FRAP studies 

The above introduced novel approach for laser microirradiation is versatile and can be used 

for other photomanipulation techniques. The method was successfully applied for 

fluorescence recovery after photobleaching (FRAP) approach, including the software 

evaluation principles. The histone H2B mobility at sites of DNA damage was evaluated. 

 

4.2.1 The method is usable for FRAP technique 

The method was proven to be generic as it was tested to be fully compatible with FRAP 

technique. The fluorescent tag is bleached i.e., destroyed by a laser of a particular wavelength 

and signal reappearance in the stripes is measured and reflects the protein mobility. In Fig. 

10a, the negative striation pattern is illustrated.  

The principles of analysis and evaluation of generated stripes are the same as for DNA 

damage response. Therefore, the MS values are negative as the fluorescent signal is destroyed 

in the stripes (Fig. 10b). The parameter Tpeak is not evaluated for FRAP because the 

maximum is reached immediately after the bleaching. The relax slope reflects the dynamics of 

the protein reappearance within the bleached sites (Fig. 10b). 
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The bleaching procedure can be manipulated in the same manner as DNA damage induction 

approach in terms of a number of stripes, the number of iterations (Fig. 10c,d), laser power 

and pixel dwell.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10. Method application - FRAP technique. (a) The negative striation pattern is 

recognised and quantified based on the same parameters as the positive striation pattern. (b) Typical 

evolution of bleached pattern caused by a 488 nm laser irradiation (32 lines/field, 1 iteration) in U-2-

OS–H2B-GFP cells. The curve is plotted as medians of MS values at indicated time points. Amp and 

Relax are used to describe the curve. (c) Striation pattern induced by a 488 nm laser in U-2-OS-H2B-

GFP cells, amount of bleached GFP proteins can be manipulated by a number of stripes or a number of 

iterations. Images were taken immediately after bleaching. (d) U-2-OS-H2B-GFP cell line bleached by 

5 iterations of either 32 lines/field or 64 lines/field and followed at indicated timepoints. 

b a 

c d 
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4.2.2 UV-A induced DNA damage influences the mobility of H2B histone at the sites of 

damage 

The FRAP approach was tested to prove the versatility and usability of the method. Previous 

reports suggested that the mobility of histones is faster within UV-C damaged chromatin as a 

result of ongoing repair processes involving histone turnover within the damaged sites 

(Dinant et al., 2013). Since UV-C induces different type of lesions than UV-A in BrdU 

sensitized cells, the phenomenon was investigated. U-2-OS H2B-GFP reporter cells were 

sensitised by 0.5 μM BrdU for 24h. In one subset of cells, the GFP tag was bleached with 488 

nm laser. The delivered energy was previously tested not to cause DNA damage in U-2-OS-

MDC1-GFP reporter cell line. In the second subset of cells, the GFP tag was bleached to the 

same level with 355 nm laser. Due to BrdU sensitisation DNA damage was introduced during 

bleaching with 355 nm laser. MS was evaluated in both samples and as can be observed from 

the graph in Fig. 11a,b the turnover of H2B histone after DNA damage induction is faster than 

in control cells. This observation is in concordance with previously published data (Dinant et 

al., 2013) suggesting that the faster histone turnover at the sites of damaged chromatin may be 

independent on the type of lesion induced. 

 

 

 

Figure 11. Method validation - FRAP analysis. (a) Illustrative graph of MS median values for 

H2B-GFP recovery after bleaching (FRAP). Bleaching was performed either with a 355 nm or 488 nm 
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laser (32 lines/field) to the same level, Kruskal-Wallis test (difference in Amp is non-significant, p = 

0.87), Relax30 shows significant change (p < 1.E-4). (b) Illustrative images of U-2-OS-H2B-GFP cells 

bleached by a 355 nm or 488 nm laser and evolution of the striation pattern over time. 

 

4.3 Optimisation of the striation approach for in situ UV-A photorelease of caged APH 

molecule  

Caged molecules are photosensitive inactive compounds which can be turned into 

biologically active molecules by photolysis. In situ photolysis of caged molecules (either 

inhibitors or activators of enzymes) can be used for precise spatiotemporal observation of 

biological processes. In situ DNA replication polymerases inhibition may provide a precise 

novel approach for DDR studies at stalled replication forks. This approach would be of high 

impact for the cancer biology field as stalled replication is nowadays widely studied in 

relation to malignant transformation and cancer treatment (Zellweger et al., 2015, Zhang et 

al., 2016).  

Aphidicolin, an inhibitor of several DNA polymerases was modified by PPG compound 

(APH-PPG) (Mgr. Soňa Křupková, PhD and RNDr. Jakub Stýskala, PhD, Palacky University, 

Olomouc) and the efficient UV photolysis of APH-PPG bond was tested (Mgr. Soňa 

Křupková, PhD, Palacky University, Olomouc).  

At first, the inactivation of the APH by PPG was tested. Cells were treated with 10 μM APH, 

or APH-PPG for 2 h, for the last 30 min 10 μM EdU was added to monitor the ongoing 

replication. Upon described conditions, APH stalled replication forks as only 3.4 % of cells 

were positive for EdU staining (corresponds to the 2 % background values - cells not treated 

with EdU but treated with EdU detection solutions). Without APH, 47 % of the cells were 

stained positive for EdU incorporation, with APH-PPG molecule 37 % of the population was 

stained positive for EdU incorporation (Fig. 12a). The incorporation of EdU was slightly 

decreased upon APH-PPG treatment compared to untreated cells but the inactivation was 
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considered sufficient for further experiments. The ability of APH-PPG solution to partially 

stall replication forks can be caused by the spontaneous dissociation of the complex, or by the 

fact that not every molecule in the solution was caged during the organic synthesis.  

Then, the LSM was used for APH-PPG photolysis (355 nm laser) in living cells and local 

inhibition of DNA polymerases was measured. LSM was used for micro-irradiation of the 

whole acquisition field with 355 nm laser to photorelease the APH-PPG molecule in situ. It 

was desirable to avoid DNA damage induction as it may interfere with DNA replication 

(Minca and Kowalski, 2011). Therefore, several laser doses were tested in terms of DNA 

damage induction measured by γH2AX signal quantification. Following conditions were 

selected for further experiments: 15 % laser power, 2048 x 2048 resolution and 2 iterations (it 

is the highest laser dose that can be delivered to the cells and does not cause DNA damage), 

Fig. 12b. Dissociation of APH and the PPG was measured by EdU incorporation assay. It was 

assumed that if APH is released by UV-A irradiation, EdU incorporation would be decreased. 

Cells were incubated with 10 μM APH, or APH-PPG for 1 h, then whole field micro-

irradiation with 355 nm laser was performed (2048 x 2048, 2 iterations, speed 6, 15 % laser 

output), cells were incubated 30 min at 37°C and then 10 μM EdU was added for 30 min. 

Only cells positive for cyclin A (cell cycle regulator protein, expressed in all cycle phases 

except G1 (Pagano et al., 1992)) were evaluated for EdU incorporation. No difference was 

observed between control sample and sample treated with 10 μM APH-PPG (Fig. 12c). This 

result may indicate that the energy delivered to the cells during micro-irradiation was not 

sufficient to cause the photorelease of APH. Another explanation may be that the number of 

molecules released by the micro-irradiation settings was not sufficient to efficiently stall the 

replication forks, or the stalled replication forks can be quickly repaired, and replication 

continues. Although the assay would provide a very elegant tool for replication fork 

progression studies, in the current set-up it is not effective. The PPG photosensitive bond 

requires for its dissociation such amount of energy that DNA damage is generated. Also, a 
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different photolabile group that requires either lower energy for its dissociation or DNA non-

damaging laser wavelength may be used. 

 

 

 

Figure 12. Optimisation of the LSM for monitoring of in situ photolysis of APH  

(a) Cell cycle profiles after incubation with 10 μM APH, or APH-PPG for 1 h, S phase progression is 

measured by the positivity of EdU staining (30 min incubation), % of EdU positive cells is indicated. 

(b) DNA damage measured by γH2AX signal, irradiation settings were 2048 x 2048, 2 iterations; pixel 

dwell 50 μs, % of the laser output is indicated. (c) EdU signal from cyclin A positive cells after APH 

and APH-PPG treatment and irradiation (the same settings as in (b) and 15% of laser power). 
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4.4 XPC role after APH-induced replications stress revealed by image analysis 

Image analysis was used for evaluation of cellular response to replication stress caused by 0.4 

μM APH treatment in the background of XPC protein (Xeroderma Pigmentosum 

Complementation Group C) deficiency. At first, in cooperation with Dr Tomáš Fürst (Faculty 

of Science, Palacky University, Olomouc) a new routine was developed for automated 

acquisition and analysis of mitotic cells (described in detail in Chapter 3 – Material and 

Methods). 

The first experiment was designed to reveal if the silencing of XPC protein combined with 

replication stress caused by APH is revealed as damage in mitotic cells. As a marker of DNA 

damage, γH2AX was chosen. Surprisingly, XPC silencing caused a decrease in a number of 

γH2AX foci upon APH treatment in mitotic cells (Fig. 13a) suggesting either the lower 

amount of DNA damage or attenuated signalling of DNA damage. To find out which scenario 

occurs, cells in G1 phase of the cell cycle were analysed as described by (Lukas et al., 2011). 

(Lukas et al., 2011) claim that cells experiencing replication stress may enter mitosis with 

unrepaired  DNA damage and then exhibit higher number of 53BP1 foci in subsequent G1 

phase. 53BP1 protein is suggested to shield the DNA damage and facilitate the repair. In our 

experiment, in G1phase cells (cells negative for cyclin A) 53BP1 foci were analysed and a 

significant increase in 53BP1 foci numbers was observed after XPC knockdown, (Fig. 13b). 

These observations suggest that XPC deficiency decreases the efficiency of recognition and 

repair of the RS-caused lesions which are subsequently transferred to mitosis and then to the 

next generation in U-2-OS cells. 

To further evaluate the impact of XPC on RS-induced stress, the ATR-CHK1 pathway (the 

main RS response pathway) was examined. ATR protein bound to chromatin was evaluated as 

well as its binding partner RPA (a marker of ssDNA) and ATRIP proteins, Fig. 13c. XPC 

deficiency caused a mild increase of RPA protein but decreased the amount of chromatin-
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bound ATR and ATRIP which is in concordance with decreased phosphorylation of CHK1 

(Ser345), Fig. 13d. Such results may indicate that XPC deficiency results in attenuated 

signalling of ATR-CHK1 pathway. The effect was more pronounced at 12 h of APH treatment 

thus further confirming the XPC role in early stages of RS induced stress. 

 

Figure 13. XPC role in CFS expression under replication stress. (a) Quantification of 

γH2AX foci in mitotic cells, U-2-OS cell line was silenced with XPC and treated with 0.4 μM APH 

for 24 h, mitotic cells were identified as pH3 positive. (b) Quantification of 53BP1 foci in G1 cells, U-

RPA 24h 
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2-OS cell line was silenced with XPC for 72 h and treated with 0.4 μM APH for 24 h, cells negative 

for cyclin A were analyzed. (c) Quantification of chromatin-bound ATR, ATRIP and RPA proteins, 

after 12 h and 24 h of 0.4 μM APH treatment. (d) Detection of phosphorylated CHK1 (Ser345) after 

12 h and 24 h of 0.4 μM APH treatment. 
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5 DISCUSSION 

In this thesis, a new method for generation and analysis of localised laser-induced 

photomanipulations is introduced. Laser micro-irradiation combined with live cell imaging 

offer the opportunity to study precise spatiotemporal observations not achievable with assays 

using fixed samples. The novel approach to laser micro-irradiation described in this thesis 

overcomes several drawbacks of current manual approaches, it is accompanied by a software 

for automated image analysis and therefore significantly facilitates the use of LSM for high-

content screening applications. 

The method enables simultaneous irradiation and acquisition of up to hundreds of cells 

followed by automated analysis. The method was designed and optimised for DNA damage 

analysis, but it is applicable also to FRAP experiments. In comparison to currently used 

manual approaches (Bekker-Jensen et al., 2006, Adamson et al., 2012, Galanty et al., 2012, 

Adam et al., 2013, Dinant et al., 2013, Larsen et al., 2014, Wang et al., 2014, Gong et al., 

2015) the automated irradiation approach enables irradiation of higher number of cells in a 

shorter time. The new approach also minimises the probability of biased results. The current 

manual approach is based on the manual selection of the nuclei. This can bias the results as 

only subset of nuclei in the population (e.g., only nuclei exhibiting a certain amount of 

fluorescently tagged protein) are likely to be selected for analysis. The new approach enables 

whole acquisition field irradiation and evaluation thus eliminating the bias caused by manual 

selection of individual cells. Also, higher numbers of cells are evaluated. The new approach 

enables analysis of up to hundreds of cells, while with the manual approach usually approx. 

up to few tens of cells are evaluated (Larsen et al., 2014, Gong et al., 2015, Wang et al., 2014, 

Weston et al., 2012, Yin et al., 2012). The new approach also enables automation of the image 

analysis so the results cannot be biased by manual evaluation (e.g. incorrect definition of 

ROI). Last but not least, the method settings are highly variable so can be adjusted to fit best 

the assay design, or observed protein. The method can be optimised in terms of the laser 
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output, used laser wavelength, the number of iterations, the number of stripes per field (or 

cell), scanning speed and pre-treatment with a sensitizer. Despite the fact that settings these 

parameters is crucial also for the manual approach, settings are often just adapted from 

previous studies (Kim et al., 2005a, Gomez-Godinez et al., 2007, Meerang et al., 2011, 

Adamson et al., 2012, Wang et al., 2014, Larsen et al., 2014, Gong et al., 2015). As each 

reporter cell line may respond differently, it is very important to optimise the parameters for 

each cell line to address well the issue to be investigated.    

The micro-irradiation pattern generated by the novel approach is regular and enables 

automated software analysis. However, none of the open-source or commercial software 

available was found suitable, so new analysis software was developed. It enables evaluation 

of live and fixed samples in the semi-automatic regime and currently is ready to be modified 

for proper high-content screening. Also a value was defined for quantification of the DDR 

proteins recruited to and released from the sites of damage. The new value is called ‘measure 

of striation’ and was defined to be independent of the total amount of fluorescent protein 

present in the cell. Three parameters were defined to describe the dynamics of DDR and were 

used for statistical testing. Amplitude (Amp) describes the amount of protein recruited to sites 

of damage as is indicative of the extent of DNA damage induced. Time to reach amplitude 

(Tpeak) reflects the speed of DDR and slope after maximum (Relax) reflects the protein 

release from sites of damage. The image analysis software is now available as an open-source 

MatLab code and can be further used and modified. 

The described approach possesses also several disadvantages and drawbacks that have to be 

borne in mind when establishing the assay. At first, the dose delivered to the sample and each 

cell cannot be precisely measured. The only possibility how to estimate the dose is to stain for 

a suitable DNA damage reporter, e.g., γH2AX, or RPA and compare with the response to a 

damage caused by a known dose of UV, IR, or chemical compound (Bekker-Jensen et al., 

2006). As more and more studies emerge, it is becoming more important to have a common 
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readout for the dose delivered as many contradictory results are observed (Kong et al., 2009). 

The cellular response is, indeed, dose-dependent as demonstrated by (Saquilabon Cruz et al., 

2016). Another disadvantage of this method comes from the manner of image acquisition. 

Scanning the image point-by-point allows very precise irradiation but takes much longer than 

other image acquisition methods (wide-field imaging, spinning disc microscopy). To 

overcome this drawback, zoom for smaller acquisition field can be applied at the expense of 

the lower amount of cells analysed. In case no zoom is used, the time for field acquisition can 

reach up to seconds or dozen seconds which may not be suitable for some assays, e.g., rapid 

kinetics measurements such as PARP1 recruitment to sites of DNA damage, or FRAP assays 

with fast protein turnover.  

The proposed method proved the ability to detect compounds interfering with DNA damage 

response. A panel of 10 compounds with known function was evaluated in several parameters 

reflecting the DNA damage recognition and repair. The compounds were chosen for the test 

panel in order to inhibit early stages of DDR as well as some of these that act at later stages. 

Inhibitors of PARP1, Mre 11 and all PIKKs were tested, from the later acting proteins, CHK1 

was inhibited by a specific inhibitor LY2603618. Also mTOR and Aurora A inhibitors 

generally known to play role in other cellular processes e.g. cell growth and proliferation 

(Fingar et al., 2004) and mitosis (Fu et al., 2007) resp., were included in the assay as reported 

to influence the DDR as well (Bandhakavi et al., 2010, Rai et al., 2008). Three reporter cell 

lines bearing MDC1, 53BP1 and FANCD2 proteins coupled to GFP tag were used as a 

readout for the DNA damage response. In the majority of the cases, significantly upregulated 

parameters were observed. Upregulated Amp indicates more protein loaded to sites of 

damage. Upregulated Tpeak indicates longer time needed for the protein to reach the 

maximum amount loaded to sites of damage. Relax upregulation suggests slower release of 

the protein from the sites of damage therefore probably lower repair rates.  
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MDC1 protein recruitment was affected by all chemicals tested which is in accordance with 

the MDC1 protein function. MDC1 gets recruited to sites of DNA damage in the very early 

stages of DDR by direct binding of γH2AX (Stewart et al., 2003, Stucki et al., 2005). 

Moreover, MDC1 serves as a docking platform for other proteins and enhances activation of 

ATM kinase by positive feedback loop therefore indirectly influencing DNA damage repair 

and cellular checkpoint response (Stucki et al., 2005, Goldberg et al., 2003, Jungmichel et al., 

2012).  

The 53BP1 reporter was affected by a lower number of the selected chemicals, which is in 

concordance with its role as a signal transducer loaded later to DNA lesions than MDC1 

protein (Stewart et al., 2003). PIKKs also do not exhibit same effects as with MDC1 reporter. 

As described previously, 53BP1 is activated by all PIKKs depending on the type of lesion 

induced and cell type observed (Jowsey et al., 2007,  Mochan et al., 2003, DiTullio et al., 

2002, Callén et al., 2009, Difilippantonio et al., 2008).  

FANCD2 reporter was affected by only a subset of chemicals, as FANCD2 pathway is very 

specific and it is recruited to only some types of DNA lesions. The most profound effect was 

observed upon inhibition of ATR that belongs to the direct pathway leading to FANCD2 

activation.  

The presented method including the software solution is easily adaptable for other photo-

manipulation techniques and was successfully tested for fluorescence recovery after 

photobleaching technique (FRAP). The time requirements are more limiting for FRAP 

technique than for DNA damage induction. FRAP technique is very often used to study 

processes that are in the range of seconds (Hildick et al., 2012, Shih and Yamada, 2011) or 

even milliseconds (Subramanian and Meyer, 1997, Periasamy and Verkman, 1998). This 

means that upon above described condition only proteins with rather slow mobility can be 

studied or the method must be adjusted at the expense of the lower amount of cells analysed. 
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Kinetics of histone turnover was measured in cells without DNA damage or at the sites where 

UV-A DNA damage was induced. Increased turnover of histones at sites of damage was 

observed, which is in concordance with previously published data by (Dinant et al., 2013) for 

UVC-C DNA damage suggesting that faster histone turnover is a common feature after DNA 

damage induction. 

The method described here enables fast irradiation followed by an automatic image analysis 

of hundreds of cells in parallel which introduces a possibility of robust statistical testing. 

Altogether, the method significantly improves the use of LSM in high-content screening and 

enables precise spatio-temporal resolution of DDR. The method brings a significant versatility 

as it was successfully applied to FRAP analysis in a very similar manner as for DDR analysis.  

  

The above described technique was modified and used in order to investigate the phenomenon 

of replication stress (RS). RS is defined as a slow-down of DNA synthesis and perturbations 

to DNA synthesis process. RS induces genomic instability therefore potentiates mutagenesis 

and oncogenic transformation. The mechanisms of genome integrity maintenance during S 

phase are therefore of great importance and contribute to cellular defence against cancer 

(Bartkova et al., 2005). RS is promoted also by unscheduled DNA synthesis, e.g. premature 

cell cycle entry due to activated oncogenes, defective DDR and DNA damage checkpoints. 

Generally, higher levels of RS and RS-related adverse effect on GI were observed in cancer 

cells, therefore the process of RS is becoming a new promising target to cancer therapy 

(Zhang et al., 2016). Precise knowledge of all the factors playing role in this phenomenon 

would be highly beneficial for novel cancer therapy approaches. Therefore, another 

experiment using LMI was designed to locally perturb DNA replication in situ. An attempt to 

establish a new approach for generation of stalled replication forks only in part of the nucleus 

was carried out. At first, APH molecule was inactivated by binding a ‘cage molecule’ that 

blocks the APH active site. The photolabile bond between the protective molecule and the 
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APH molecule can be disrupted by UV-A irradiation and active compound is released. The 

sufficient inactivation of APH by the cage compound was tested. As 355 nm laser was used 

for bond disruption, laser dose not causing DNA damage was determined. Otherwise the 

induced DNA damage may interfere with the ongoing replication. However, under laser 

settings when DNA damage was not induced, APH activation was undetectable as measured 

by the amount of incorporated EdU. This could have been caused by low laser energy 

delivered resulting in no APH activation. Or, only low amount of APH molecules was 

released and the DNA polymerase inhibition was below the threshold detection of the EdU 

assay. Or, activation of APH molecules only in part of the nucleus can be compensated for by 

other unaffected DNA polymerases in close proximity. The described set-up was tested 

unsuitable for replication fork stalling and it was suggested that different type of photolabile 

bond should be used. Either the bond should be more labile (destabilized by a lower laser 

irradiation dose), or should absorb in different range of the spectrum that is not causing 

cellular and DNA damage.  

 

Replication stress was also investigated in the last part of this thesis and was approached by 

different technique than LSM. The role of XPC protein in response to replication stress 

caused by APH was studied mainly by IF and automated image analysis. A hypothesis was 

suggested that XPC binds to stalled replication forks and initiate incision of the DNA 

structures emerging upon APH treatment. APH is a potent inductor of CFS (Glover et al., 

1984) and it was reported that APH-induced CFS contain sequences with high potential to 

create secondary structures that can result in DNA breaks and/or perturb various processes 

like transcription or telomere maintenance (Dillon et al., 2013). The XPC-initiated incision of 

such problematic secondary structures may contribute to DDR activation and lead to γH2AX 

signalling in mitosis. In the case of XPC deficiency the described process would not be 

performed properly, and the number of γH2AX foci in mitosis would be decreased. This can 
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result in accumulation of errors threatening the genome stability, preferentially at CFS which 

are prone to breakage upon replication stress conditions.  

At first, γH2AX foci were scored in mitotic cells after APH-induced replication stress. The 

decrease in the number of foci was indeed observed upon XPC protein deficiency indicating 

that either DNA damage signalling is attenuated or less amount of DNA damage is present.  

In order to find out which scenario occurs, a method described in (Lukas et al., 2011) was 

employed. As described in (Lukas et al., 2011) DNA damage that emerges in the S phase can 

be transferred to following G1 cells and is revealed by increased number of 53BP1 bodies. 

In case XPC deficiency causes attenuated DDR as presumed, lesions would not be repaired 

and would be transferred to subsequent G1 and increased number of 53BP1 bodies would be 

observed. Indeed, analysis of DNA damage in G1 cells measured by 53BP1 revealed increase 

in 53BP1 bodies.   

Analysis of other RS-related proteins ATR and ATRIP loaded to chromatin revealed lower 

amount of both proteins in cells lacking XPC protein thus supporting the XPC signalling role 

in the process. The amount of RPA protein, indicative of ssDNA (Zou and Elledge, 2003) was 

enhanced in XPC depleted cells after 24h of APH, and checkpoint signalling measured by 

phosphorylated CHK1 (Ser345) as well. Therefore, it was predicted that XPC deficiency leads 

to a lower efficacy of RS-related DNA lesions recognition and signalling, preventing proper 

repair and allowing cells to bypass the checkpoint signalling and enter mitosis. The lesions 

that are not recognised and signalled might be sites of unreplicated DNA that are transformed 

to breaks during mitosis and revealed by 53BP1 protein in G1 cells. These findings were 

published in the article (Beresova et al., 2016) that address untargeted identification of 

proteins that play role in CFS stability by proteomic approach. XPC was identified in this 

screening and its role was further studied. It was proposed that XPC contributes to recognition 

and processing of replication forks stalled within hard-to-replicate DNA areas such as CFS.  
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7 ABBREVIATIONS 

DDR 
GI 
RF 
DSB  
IR  
UV 
ROS 
MRN 
ATM  
PARP1 
WRN 
XP 
NER 
BER 
MMR 
APH 
53BP1 
PPG 
NIR 
Hoe 
H2AX 
BrdU 
IF 
HCS 
HTS 
mTOR 
EdU 
UNC 
CFS 
ICL 
MGB 
SCE 
CPD 
(6-4)PP 
WWOX 
SQ/TQ 
TRRAP 
FAT 
PI3K  
PIKK 
FRA3B 
FRA16D 
FRA6E 
FHIT 
WRN 
R-loop 
V(D)J 
LIG4 
XRCC 
DewPPs 
PDT 
AD 
IRIF 
PCNA 
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FEN1 
WGR 
CAT 
EXO/BLM 
NBS1 
STING 
RNR 
MDC1 
BRCA 1 
RPA 
CHK1 
ssDNA 
ATR 
Tim 
TIPIN 
ETTA1  
TRF2 
DONSON 
CDK 
RS 
ATRIP 
TLS 
CDC25 
E2F 
MDM4 
PML 
PCNA 
FANC 
HR  
NHEJ 
ROI 
LSM  
LMI 
GFP 
MS  
Amp 
Tpeak 
Relax 
FRAP 
iFRAP 
FLIP 
FLAP 
SID 
DDR 
CHK2 
BRCT 
BRCA1 
TopBP1 
EXPAND1 
DNA-PK 
mTOR 
p53 
SMG1 
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