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A B S T R A C T

Recent years brought a growing trend of deploying robots in novel applications

where they are not only supposed to co-exist with and work next to humans but

to actually closely collaborate with them on shared complex tasks. Capabilities of

the robotic systems need to be substantially expanded in order to make the close,

rich as well as natural human-robot interaction possible. Indeed, the interaction

will not only happen between caged robots and highly specialized experts any

more. More and more often, it will interconnect safe and interactive robots with

non-expert users with various background. Consequently, the amazingly complex

machines, that the current robots are, will become even more complex. This poses

further challenges for the design of their user interfaces.

The objective of this thesis is to research and develop solutions for the close

interaction between non-expert users and complex robots. The research was done

in two different contexts: assistive service and industrial collaborative robots. Al-

though these two domains have diverse requirements, related concepts could be

used when designing the human-robot interaction. To cope with limitations of the

current approaches, a novel method for task-centered interaction has been pro-

posed. The most important aspects of the method are the utilization of mixed

reality and robot-integrated capabilities, communication of the robot’s inner state,

context sensitivity, and usage of task-appropriate modalities. For each of the two

mentioned domains, a user interface was designed and implemented. Both inter-

faces were successfully evaluated with non-expert users, who were able to carry

out non-trivial tasks in cooperation with a robot. The reported evaluation provides

an evidence that the realized method significantly improves the close human-robot

interaction, which had not been entirely possible with previous approaches. The

method’s key characteristics provide guidelines for new designs of next user inter-

faces in the collaborative robotics.

K E Y W O R D S

Human-robot interaction; teleoperation; remote manipulation; colllaborative

robots; simplified programming.
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A B S T R A K T

Poslední roky přinesly rostoucí trend nasazení robotů v nových aplikacích, kde

se od nich očekává nejen práce vedle lidí, ale skutečná spolupráce na společných

komplexních úlohách. K umožnění blízké, bohaté a přirozené interakce člověka

s robotem, bude nutné podstatně rozšířit schopnosti současných robotických

systémů. Dále již nebude docházet k interakci jen mezi roboty v bezpečnost-

ních klecích a experty na jejich programování. Stále častěji budou interagovat

s bezpečnými spolupracujícími roboty uživatelé bez odborných znalostí z oblasti

robotiky, s různorodým vzděláním a zkušenostmi. Úžasně složitá zařízení, kterými

dnešní roboti jsou, se tak stanou ještě složitějšími, což představuje zásadní výzvu

pro návrh jejich uživatelských rozhraní.

Cílem této práce je zkoumat a vyvinout řešení umožňující blízkou interakci mezi

neodbornými uživateli a komplexními roboty. Výzkum byl zaměřen na dvě oblasti

robotiky: asistenční servisní a průmyslové spolupracující roboty. Ačkoliv se tyto

dvě oblasti vyznačují odlišnými požadavky, pro návrh interakce mezi člověkem

a robotem je možné použít podobné principy. Nedostatky stávajících přístupů jsou

řešeny návrhem nové metody pro úlohově zaměřenou interakci. Nejvýznamější

aspekty metody jsou využití smíšené reality, autonomních funkcí robota, komu-

nikace vnitřního stavu robota, kontextová citlivost a použití modalit vhodných

pro danou úlohu. Pro obě oblasti zaměření výzkumu bylo na základě metody

navrženo a implementováno uživatelské rozhraní. Obě rozhraní byla úspěšně

ověřena s neodbornými uživateli, kteří díky nim byli schopni úspěšně spolupraco-

vat s robotem na složitých úlohách. Publikovaná ověření rozhraní prokazují, že re-

alizovaná metoda významně zlepšuje blízkou interakci mezi člověkem a robotem,

která s dosavadními přístupy nebyla plně dosažitelná. Klíčové aspekty metody

představují vodítko pro návrh uživatelských rozhraní v oblasti spolupracujících

robotů.

K L Í Č O VÁ S L O VA

Interakce člověka s robotem; teleoperace; vzdálená manipulace; spolupracující

roboti; zjednodušené programování.
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Ing. Zdeněk Materna: Human-Robot Interaction: Advanced Task-centered Interfaces for

Non-Expert Users, doctoral thesis Brno, Brno University of Technology, Faculty of

Information Technology, 2018.

D E C L A R AT I O N

I declare that this dissertation thesis is my original work and that I have written

it under the guidance of Doc. RNDr. Pavel Smrž, Ph.D.. All sources and literature

that I have used during my work on the thesis are correctly cited with complete

reference to the respective sources.

Brno, 2018
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© Ing. Zdeněk Materna, 2018.

v





C O N T E N T S

1 motivation and background 1

1.1 Organization of the Thesis . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Scope of The Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Human-Robot Interaction . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 Personal Service Robots . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.5 Collaborative Industrial Robots . . . . . . . . . . . . . . . . . . . . . . 6

1.6 Motivation and Background Summary . . . . . . . . . . . . . . . . . . 9

2 objectives and contributions 11

2.1 Thesis Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.2 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.4 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

3 general state of the art 15

3.1 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

3.2 Commercially Available Solutions . . . . . . . . . . . . . . . . . . . . 21

3.3 General State of The Art Summary . . . . . . . . . . . . . . . . . . . . 23

4 method for task-centered interaction 25

4.1 Proposed Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.2 Application and Evaluation . . . . . . . . . . . . . . . . . . . . . . . . 26

5 teleoperating assistive robots : a novel user interface

for remote manipulation and navigation relying on semi-

autonomy and global 3d environment mapping 29

5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

5.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5.3 User Interface Design Goals . . . . . . . . . . . . . . . . . . . . . . . . 33

5.4 Iterative Development and Evaluation . . . . . . . . . . . . . . . . . . 34

5.5 Visualization and Interaction Approach . . . . . . . . . . . . . . . . . 36

5.6 Assisted Navigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

5.7 Assisted Manipulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

5.8 Conclusions And Future Work . . . . . . . . . . . . . . . . . . . . . . 51

5.9 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

6 simplified industrial robot programming : effects of er-

rors on multimodal interaction in woz experiment 53

6.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

6.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

vii



viii contents

6.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

6.4 User Study Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

6.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

6.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

7 using persona , scenario, and use case to develop a human-

robot augmented reality collaborative workspace 67

7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

7.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

7.3 Augmented Reality Collaborative Workspace . . . . . . . . . . . . . . 68

7.4 User-centered Design: use case, scenario and personas . . . . . . . . 69

7.5 Conclusion and Future Work . . . . . . . . . . . . . . . . . . . . . . . 70

7.6 Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

8 interactive spatial augmented reality in collaborative

robot programming : user experience evaluation 71

8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

8.2 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

8.3 Proposed approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

8.4 Proof of concept system . . . . . . . . . . . . . . . . . . . . . . . . . . 75

8.5 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

8.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

8.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

9 discussion and conclusions 89

9.1 Achievement of Research Objectives . . . . . . . . . . . . . . . . . . . 89

9.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

9.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

bibliography 95



L I S T O F F I G U R E S

Figure 1.1 Elderly person being served by the Multi-Role Shadow

Robotic System for Independent Living (SRS) robot within

user tests in a laboratory imitating home environment

(credit: http://srs-project.eu/milan_test_may) . . . . . . . . 2

Figure 1.2 The user programs a table-top robot to perform a pick and

place task. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Figure 5.1 Realistic apartment model designed for evaluating the user

interface; includes living room, bedroom, kitchen, corridors,

and 80 household and furniture items. . . . . . . . . . . . . . 36

Figure 5.2 Results of the most recent user experience assessment,

based on the user interface's stereo mode: mean user rat-

ings for pragmatic quality (usability) and hedonic quality. . 36

Figure 5.3 The interface allows the user to manipulate an untrained

object which cannot be handled autonomously. . . . . . . . . 37

Figure 5.4 Simplified diagram showing interactions between main

components of the user interface, their connection to the

robot and input and output devices. . . . . . . . . . . . . . . 37

Figure 5.5 The 3D mixed reality environment consisting of a robot

model, 2D laser data, a 2D map, a combination of the live

RGB-D data in current field of view of the robot (visualized

using yellow lines) and the 3D voxel-based map outside it

and a video stream. . . . . . . . . . . . . . . . . . . . . . . . . 38

Figure 5.6 Automatically generated and updated 3D model of home-

like environment covering an area of 100m2. . . . . . . . . . 40

Figure 5.7 Network bandwidth for whole global map transfer is com-

pared to sending of map differences. Input RGB-D data and

environment mapping were throttled to process 1 frame per

second. The whole map was sent after each 5 differential

frames. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

ix

http://srs-project.eu/milan_test_may


list of figures

Figure 5.8 Driving the robot using the inscene teleop. Driving forward

and backward is achieved using red arrows and sidewards

using green arrows (a). Rotation is performed using the blue

circle. The robot can be driven to a specified position by

moving the yellow disc ((b)). Velocity limited marker shown

when the robot cannot move in a particular direction ((c))

and rotate in place ((d)). . . . . . . . . . . . . . . . . . . . . . 45

Figure 5.9 Manipulation workflow diagram. Each motion plan-

ning/execution step can be repeated or divided into more

subsequent steps. . . . . . . . . . . . . . . . . . . . . . . . . . 48

Figure 5.10 Assisted arm navigation used to perform a pick-and-place

task. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

Figure 6.1 Prototype of the human-robot shared-space environment

with augmented reality user interface (image edited). . . . . 54

Figure 6.2 An example of a typical interaction for the assembly task

using the robot arm as an input modality. . . . . . . . . . . . 58

Figure 6.3 User’s assessment how experience matched expectation. . . 61

Figure 6.4 System opinion . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Figure 7.1 Experimental setup (a): PR2 robot, top-mounted Kinect 2

and projector, table with AR markers. User interaction (b):

adjusting place pose for the grasped object. . . . . . . . . . . 68

Figure 8.1 Setup of the novel interactive system concept where all the

interaction elements (visualization and control) are gathered

in a shared workspace (example of setting program param-

eters using a robotic arm and gestures; image edited). . . . . 72

Figure 8.2 Illustration of program parameters’ definition (combination

of manually set parameters by the user with perceived infor-

mation by the system) and its execution with visual feedback. 74

Figure 8.3 Examples of different widgets from proof of concept system. 77

Figure 8.4 An example of human-robot interaction during the experi-

ment. In this case, the user sets parameters for two pick from

feeder instructions (one shown) and consequent place to pose

instructions (both shown). Then, instructions are tested. Two

input modalities are used: touch table and robot arm. . . . . 80

x



list of figures

Figure 8.5 Stool production program. The green edges represent

on_success transition, while the red ones represent on_failure.

The grey edges show dependencies. In the case of apply glue,

there is a loop. The robot applies glue to one object in a spec-

ified area. If an object is found, the program flow continues

to the on_success instruction - it tries to apply glue to an-

other object. If there is no object without glue applied, the

flow continues to on_failure (next instruction). . . . . . . . . . 83

xi



L I S T O F TA B L E S

Table 1.1 Overview of the selected personal service robots. . . . . . . 5

Table 1.2 Overview of the selected collaborative industrial robots

(note: Rethink Robotics was closed down on October 3, 2018). 8

Table 6.1 Participants ordered modalities for each parameter sepa-

rately from the most preferred (5) to the least (1) before (rB)

and after (rA) the experiment. Where significant difference

was found between rB and rA p-value is given. rAo stands

for preference after the experiment regardless of the group

(0, 10 or 30%). . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

Table 6.2 Task completion mean times (with 95 % confidence inter-

vals) for all modalities, groups and tasks. For each modality,

significant differences between times are noted where found

in form of groupx/groupy : pWd. . . . . . . . . . . . . . . . . 62

Table 8.1 Demographic data of the participants. . . . . . . . . . . . . . 84

Table 8.2 Qualitative measures, task completion times (stool pro-

gram) and number of moderator interventions (including

answering questions). . . . . . . . . . . . . . . . . . . . . . . . 87

Table 8.3 custom questionnaire, 1 - totally disagree, 5 - totally agree . 87

xii



L I S T O F A C R O N Y M S

IFR International Federation of Robotics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

IMU inertial measurement unit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .4

SME small and medium-sized enterprises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

SAR spatial augmented reality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

ISAR interactive spatial augmented reality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

HRI human-robot interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

HMI human-machine interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

HCI human-computer interaction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

SRS Multi-Role Shadow Robotic System for Independent Living . . . . . . . . . . ix

AR augmented reality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

VR virtual reality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

AI artificial intelligence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

UI user interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

ISO International Organization for Standardization . . . . . . . . . . . . . . . . . . . . . . . .4

IAD Intelligent Assist Device . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

DoF Degrees of Freedom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

WoZ Wizard of Oz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

GUI Graphical User Interface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

xiii





1
M O T I VAT I O N A N D B A C K G R O U N D

An automated machine that does just one thing is not a

robot. It is simply automation. A robot should have the

capability of handling a range of jobs at a factory.

— Joseph Engelberger

A close, face to “face” human-robot interaction has been so far more topic

of research or science-fiction than something that actually happens in everyday

life (with exception of robotic vacuum maintenance). Apparently, this will change

sooner or later as robots for various applications are getting more affordable and

human labor tends to be more expensive. First, a close interaction between humans

and robots will become more frequent in industry, where caged robots are being

replaced by collaborative ones. As the robots will move out of the cages, they will

work alongside human workers. Then, trend towards humans and robots closely

collaborating on the same task could be expected in order to increase productivity.

To enable such close collaboration and maintain safety, a rich human-robot interac-

tion will be inevitable. At the same time, service robots will more and more often

come to contact with people in hospitals, institutional care facilities and prospec-

tively also in private households. What have industrial robots in common with

service robots? There must be some interface allowing human users interact with

them: to check their state, give them goals, visualize robot intentions, etc. In gen-

eral, in both contexts it has to be assumed that the users are general public, major-

ity of them will not be roboticians or programmers and the future interface design

has to respect this.

1.1 organization of the thesis

The thesis in form of collection of published articles is organized as follows. This

chapter provides definition of the basic framework of this thesis as well as motiva-

tion and justification for the conducted research. Chapter 2 formulates the thesis

statement, the related objectives and presents the achieved contributions. A gen-

eral state of the art overview is given within Chapter 3. Despite overview of the

academic solutions, also commercially available ones are included. A more specific

overviews of (academic) state of the art could be found within the respective sec-

tions of the included papers. Based on the current state of the art, a novel method

1



2 motivation and background

Figure 1.1: Elderly person being served by the SRS robot within user tests in a laboratory

imitating home environment (credit: http://srs-project.eu/milan_test_may)

for human-robot task-centered interaction is proposed in Chapter 4. Chapters 5

to 8 are previously published research papers. Chapter 9 concludes this work.

1.2 scope of the thesis

The scope of this work follows the two main projects in which I was involved

during my Ph.D. studies.

The first project was SRS1. It was focused on development of user interfaces for

semi-autonomous personal care robot, helping elderly people to life independently

at home as long as possible (see Figure 1.1). Specifically, I worked on user interface

for teleoperation of the robot in cases, where it could not handle particular action

autonomously.

The second project is Collaborative robot 2.0: cognition of the work environment,

augmented reality-based user interface, simple deployment and reconfiguration2.

Goal of the project is to come-up with novel solutions for collaborative robots,

to simplify their deployment in small and medium-sized enterprises (SME). I’m

research leader of this project and my main responsibility is a design, implementa-

tion and testing of a projected user interface (see Figure 1.2).

1 EU-7FP-IST - Seventh Research Framework Programme, 7E12056, 247772, 2011-2013, http://srs-

project.eu.

2 Funded by Technology Agency of the Czech Republic, project code TJ01000352, duration from 2017-

09-01 to 2019-08-31.

http://srs-project.eu/milan_test_may
http://srs-project.eu
http://srs-project.eu


1.3 human-robot interaction 3

Figure 1.2: The user programs a table-top robot to perform a pick and place task.

In either case, methodologies originating from human-computer interaction

(HCI) were used to design and evaluate interfaces. Moreover, both cases are linked

by focus on non-expert users, where interaction was designed in order to take as

much advantage as possible from robot-integrated capabilities as e.g. sensing of

the environment and motion planning.

The following sections provide a brief overview of the past and present direc-

tions in the field of human-robot interaction (HRI) research (Section 1.3), intro-

duction into specifics of personal service robots (Section 1.4), collaborative indus-

trial robots (Section 1.5) and the chapter is closed by a summary with respect to

the scope of this thesis (Section 1.6). The both Sections 1.4 and 1.5 also provide

overview of the past research projects in the respective area of interest. The pur-

pose of this overview is to provide an insight into the broader context of recent

activities within the field and justification of the selected research topics.

1.3 human-robot interaction

The HRI is an interdisciplinary research domain originating from human-machine

interaction (HMI) and HCI fields. According to the definition (based on usability

research) from [45] it is “a field of study dedicated to understanding, designing, and eval-

uating robotic systems for use by or with humans”, while its problem is “to understand

and shape the interactions between one or more humans and one or more robots”. Broader

definition was stated in [29]: “HRI is the science of studying people’s behaviour and atti-

tudes towards robots in relationship to the physical, technological and interactive features

of the robots, with the goal to develop robots that facilitate the emergence of human-robot

interactions that are at the same time efficient (according to the original requirements of

their envisaged area of use), but are also acceptable to people, and meet the social and emo-



4 motivation and background

tional needs of their individual users as well as respecting human values”. As it turns out

from definitions, inherent part of HRI is design of robots. Naturally, robots have to

more or less (based on their application) interact with humans so, there has to be

some user interface to mediating this interaction.

In this thesis, the scope will be limited to the design of robot interfaces, in par-

ticular for personal service robots and for collaborative industrial robots. Those

types of robots are usually incredibly complex machines. Machines based on so-

phisticated hardware and with continuously improving and expanding capabilities.

Although robots does not posses general artificial intelligence (AI) yet, anyway it

might be highly difficult to understand their inner state, to predict their actions,

to understand what and how they perceive [134]. Communicating robot’s inner

state to the user could be seen as one of the main challenges in design of user

interface (UI). As robots are usually not working all the time in a fully stand-alone

mode, there is also need to direct their activity, in another words, to set them goals

or to coordinate the joint task between the human and the robot.

Previously, a lot of research was focused on teleoperation of robots as at the time,

use cases where direct (face to face) or close HRI could occur were highly limited as

service robots were non existent and in the industry, robots were strictly separated

from humans3. With emergence of safe industrial robots (e.g. UR5 by Universal

Robots in 2008) as well as research service robots (e.g. PR2 from Willow Garage in

2010), more effort was put into research of the close HRI.

For an interface to be functional (and bidirectional), there has to be at least

on input and one output modality. Traditionally, the output modality used to be

mainly a computer screen. Within the context of teleoperated robots, an ecologi-

cal approach to UI design gained significant popularity [95] with its main benefit

of improved situational awareness over “traditional” (2D video) interfaces. Input

modalities tend to be mouse, keyboard or joystick. Recently, many less traditional

modalities were investigated as various controllers (3D mouse, inertial measure-

ment unit (IMU)-based devices), stereoscopic displays, virtual reality (VR), etc. To

enable closer interaction within the context of collaborative robots, it is inevitable

for the robot to perceive its environment and especially its human partner: his/her

position, activity, or intentions.

1.4 personal service robots

The term service robot is according to the International Organization for Standard-

ization (ISO) standard 13586 defined as “robot that performs useful tasks for humans or

equipment excluding industrial automation applications” [62]. Current spread of service

3 For good reasons, see i.e. https://en.wikipedia.org/wiki/Robert_Williams_(robot_fatality)

https://en.wikipedia.org/wiki/Robert_Williams_(robot_fatality)
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robot Willow Garage PR2 SoftBank Robotics

Pepper

Fraunhofer Institute

for Manufacturing

Care-O-Bot 4

introduced 2010 2014 2015

purpose general research

platform

interactive recep-

tionist, research

platform

“basis for commer-

cial service robot so-

lutions”

price $400,000 $1,931 NA

DoF 20 20 29

safety limited force, wire-

less e-stop

limited force, par-

tially soft cover

safety lasers

features inherently safe hard-

ware design

out of the box

functionality, ap-

plications, emotion

recognition

modular design

Table 1.1: Overview of the selected personal service robots.

robots includes: logistics, care, telepresence, domestic usage, security, agriculture,

entertainment, etc. Applications of the robots could be divided into the two main

categories: professional and personal. This work focuses on the second one, more

specifically on personal care robots with navigation and manipulation capabilities.

However, there is currently no such robot available on the consumer market4 al-

though the ISO standard defining safety requirements of such robots is available

since 2014 [61]5. There exist several platforms for research and development (see

Table 1.1 for comparison).

In the near future, adoption of the service robots is expected to rise – according

to the International Federation of Robotics (IFR), sales in the segment are going to

rise 20-25 % in the period 2018-2020
6. It is also estimated that by the end of 2019,

up to 31 million domestic household and 11 million entertainment and leisure

robots will be deployed7. Those forecasts justify importance of research in the field

of close HRI.

4 Few so-called companion robots are available as e.g. Paro, or mobile robots without manipulation

capabilities as e.g. KOMPAÏ.

5 It concerns: physical assistant robots, mobile servant robots, and person carrier robots.

6 https://ifr.org/ifr-press-releases/news/why-service-robots-are-booming-worldwide

7 https://ifr.org/ifr-press-releases/news/31-million-robots-helping-in-households-worldwide-by-

2019

https://ifr.org/ifr-press-releases/news/why-service-robots-are-booming-worldwide
https://ifr.org/ifr-press-releases/news/31-million-robots-helping-in-households-worldwide-by-2019
https://ifr.org/ifr-press-releases/news/31-million-robots-helping-in-households-worldwide-by-2019
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1.4.1 Recent projects

R4H8 (2011-present) started as the join project between Willow Garage, Healthcare

Robotics Lab at Georgia Tech and Henry Evans, a stroke survivor who is now mute

quadriplegic. During the project, various experimental user interfaces were devel-

oped to support daily living activities, including interface to control PR2 robot as

a body surrogate [24]. The development is based on user-centered design method-

ology and encompasses following topics: assistance with manipulation near the

user’s body, assistance with manipulation of objects in the environment and assis-

tance with social interaction.

The Accompany9 project (2011-2014) was focused on providing support to el-

derly persons to enable them to live independently at home. The companion robot

(Care-O-Bot 3) operated within the intelligent environment (equipped with sen-

sors). Three user interfaces were developed: tablet-based (showing live camera

stream from the robot) and two haptic devices (to attract attention of the robot by

squeezing the device). The project scope resembles in some aspects the one of SRS

project, which is in more detail described in Section 5.1.

The approach of the ENRICHME10 project (2015-2018) was to support indepen-

dent living of people with mild cognitive impairments within the assisted living

environment equipped with sensors and RFID tagged objects. The role of the robot

(Kompaï, Tiago) was among others to offer cognitive games, remind medication

and help to find objects. The HRI occurred through the robot-mounted touch screen

providing graphical interface, speech recognition and synthesis.

1.5 collaborative industrial robots

The term industrial robot is according to [62] defined as automatically controlled, re-

programmable, multipurpose manipulator, programmable in three or more axes, which can

be either fixed in place or mobile for use in industrial automation applications and collab-

orative robot (often also referred to as cobot) as robot designed for direct interaction

with a human. The Intelligent Assist Device (IAD)11 may be seen as an alternative to

cobot; however, it does not fulfill the first one definition.

8 Robots for humanity, http://r4h.org,

https://www.ted.com/talks/henry_evans_and_chad_jenkins_meet_the_robots_for_humanity.

9 Acceptable robotiCs COMPanions for AgeiNg Years: http://rehabilitationrobotics.net/cms2/, use

case demonstration: https://youtu.be/1CD9Gxz6qBw.

10Enabling Robot and assisted living environment for Independent Care and Health Monitoring of the

Elderly, http://www.enrichme.eu/wordpress/.

11Gravity compensated manipulator for material handling and assembly operations.

http://r4h.org
https://www.ted.com/talks/henry_evans_and_chad_jenkins_meet_the_robots_for_humanity
http://rehabilitationrobotics.net/cms2/
https://youtu.be/1CD9Gxz6qBw
http://www.enrichme.eu/wordpress/
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Traditionally, in mass production the desired state was a 100% automation in

order to maximize benefits resulting from the economics of scale. Nowadays, mass

production evolves into mass customization which is an inherent part of the Indus-

try 4.0 paradigm and imposes significant improvement of flexibility. On the other

hand, at SME companies, flexibility of the production was always important. At the

same time, with rising availability of (collaborative) robots, they are deployed at

SMEs more and more often [60]. In order to allow a higher flexibility and improve

productivity, there exists a trend towards:

1. Removing the strict spatial and temporal separation of human workers and

robots.

2. Hybrid assembly cells, where human and robot work in parallel on the joint

task.

Both trends are possible due to collaborative robots (see Table 1.2), which are

designed to be safe to work alongside humans. However, a cell fitted with a collab-

orative robot is not automatically fully safe and risk assessment for the particular

application has to be performed to comply with ISO/TS 15066:2016. The most

common use is for tasks as packaging, palletizing, automatic (bin) picking, qual-

ity control, assembly, sorting, sanding, polishing, etc. A vision is often utilized to

cope with uncertainty as e.g. slightly variable position of parts. The main advan-

tages over caged/fenced robots are:

• Easier deployment and programming.

• Reduced expenses on safety equipment (sensors, barriers).

• Better utilization of floor space - lower real estate expenses.

• Enabling to form hybrid cells.

Additionally, the hybrid cells where human and robot may work in parallel

might be more expensive; however, poses several advantages:

• Increased productivity.

• More uniform quality.

• Lowering risk of health problems by offloading a repetitive or non-ergonomic

parts of the task to a robot.

Four types of human-robot collaboration are defined in [38]:

• Safety-rated monitored stop



8 motivation and background

robot Universal Robots

UR5

Rethink Robotics

Sawyer

ABB Yummi

introduced 2008 2015 2015

DoF 6 7 2×7

payload / radius 5kg / 850mm 4kg / 1260mm 2×0.5kg/559mm

price $34,000 $40,535 $40,000

rated life 35,000 hours 30,000 hours NA

safety limiting joint posi-

tion/speed, TCP

position/speed/-

force, momentum,

power

backdriveable

series elastic actu-

ators, light/eyes

signalling status /

next motion

padded arms,

collision detection,

cartesian speed

supervision

programming touch teach pen-

dant with 3D vi-

sualization, hand

guiding

embedded con-

trols (training

cuffs / navigator)

+ display, hand

guiding

hand guiding,

tablet, ABB Rapid

Table 1.2: Overview of the selected collaborative industrial robots (note: Rethink Robotics

was closed down on October 3, 2018).

• Hand guiding

• Speed and separation monitoring

• Power and force limiting

1.5.1 Recent projects

SMEROBOTICS12 (2012-2016) aimed to create robots suitable for SME companies.

The approach was to take advantage of knowledge base and embedded cognition

of the robot to achieve high flexibility (due to frequent production changes) and

robustness to uncertainties.

FACTORY-IN-A-DAY13 (2013-2017) project was mainly focused on reduction of

installation time and cost. The approach was built upon learnable robot skills (so

called “apps”) that allow fast setup and teaching. The safety was tackled by lever-

aging of proximity-sensing robot skin and online path re-planning algorithms.

12http://www.smerobotics.org/

13http://www.factory-in-a-day.eu/

http://www.smerobotics.org/
http://www.factory-in-a-day.eu/
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ColRobot14 (2016-2019) is a H2020 project, aimed on development of an au-

tonomous, navigation-capable mobile manipulator acting as a worker’s “third

hand” with following envisioned functionality: delivering kits, tools, parts, and

holding work pieces. The worker interacts with the robot using gestures, touch

commands and demonstrations.

1.6 motivation and background summary

So far, actually deployed robots tend to be moreover pre-programmed machines,

exactly following the given procedure, with none to low abilities to interact with

humans. Within the academic research domain, a lot of effort was made in order to

allow more or less natural HRI. For instance, the perceived importance of the prob-

lem could be illustrated on a high number of associated research projects, where

some selected ones were briefly introduced in the text above. However, there still

remains unsolved challenges and many of the problems were solved in a rather

isolated way. Within the commercial sphere, there seems to be trend of growing

importance of interactive features, probably driven by demand for hybrid assem-

bly cells, which are; however, currently still not truly widespread. In a near future,

interaction-able robots will likely become reality and later they will become om-

nipresent. Therefore, it is necessary to develop appropriate interaction methods

and derived interfaces for such robots.

14Collaborative Robotics for Assembly and Kitting in Smart Manufacturing,

https://www.colrobot.eu/.

https://www.colrobot.eu/




2
O B J E C T I V E S A N D C O N T R I B U T I O N S

Research is what I’m doing when I don’t know what I’m

doing.

— Wernher von Braun

The area of interest of this thesis and its significance was justified in Chapter 1.

In this chapter, the thesis statement is formulated together with related research

objectives and overview of the main contributions is given.

The thesis statement was selected as a more appropriate for this work, instead of

hypothesis or research question (which is equivalent to hypothesis, just formulated

in form of a question) as the research in the field of HRI is largely of a qualitative or

at the best of a mixed nature [112, 72]. Because of that, it is problematic to formally

prove or disprove a hypothesis commonly used in domains where quantitative

research prevails.

2.1 thesis statement

The thesis statement directing the research efforts within this work is formulated

as follows:

A specifically designed user interface may enable non-expert users to accom-

plish non-trivial joint tasks with highly complex robots.

For the purposes of this work, “non-expert user” is a user without specific

knowledge of robots, automation, or computer science; however, potentially with

domain or task specific knowledge. The robot should be understood as a personal

service robot or a collaborative industrial robot. A complex robot, is a robot with

at least partial autonomy and basic cognitive abilities. This work aims on an inter-

action where a user and a robot collaborate on the same task (spatially collocated

or displaced), they interact regularly and in a non-trivial way and the interaction

preferably happens within the task space. Such interaction is referred to as “close”.

2.2 research objectives

In order to gain support for the thesis statement, following objectives were formu-

lated.

11
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1. Define an integrative method for close human-robot interaction.

As it could be seen from the state of the art overview (see Chapter 3), the exist-

ing methods are still somehow limited in various aspects. Promising partial ap-

proaches have been published; however, with limitations as e.g. suitability for only

trivial tasks or on the other hand, unsuitability for non-expert users. Consequently,

there is an opportunity to integrate those partial approaches into a novel method

which could serve as a basis for design of next generation user interfaces allowing

effective task-centered interaction.

2. Apply the method within the contexts of interest.

In order to allow evaluation of the method and demonstrate how it generalizes to

different contexts (use cases), more than one user interface based on the method

should be implemented. Naturally, specifics of the contexts have to be taken into

account. The contexts of interest within this thesis are assistive service robots and

collaborative industrial robots.

3. Investigate if and how underlying autonomy could support human-robot interaction.

Interacting with a highly complex and eventually fully or partially autonomous

robot might be challenging for various reasons: automatically triggered actions

of the robot might be confusing (why the robot did that?), natural communication

cues from human-human communication are missing or are insufficiently supple-

mented, etc. Interaction becomes even more challenging if it happens remotely,

where the user also has to build a mental model of the remote environment and

track or estimate its state.

It is hypothesized that the interface enabling user to trigger and parametrize

robot autonomous functions would help to keep mental workload low and thus

maintain collaboration effective.

4. Investigate what modalities are appropriate for convenient interaction.

Input and output modalities are the essence of each interface. The modalities and

their usage have to be chosen appropriately according to the robot, the user, the

environment and the task at the hand. Inputs has to enable users to influence

robot actions and outputs have to communicate robot’s current state, task state,

problems, etc. Multimodal interaction has to be designed in a way, that it provides

a coherent and plausible user experience.
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5. Investigate how the joint task should be presented to make it comprehensive and how to

support situation awareness.

For any team to be effective, the joint task has to be known in the first place and

naturally, it has to be understood by all participating members. Moreover, task

progress, changes to plan and exceptions has to be tracked. The robot may perform

all of this internally as well as human. However, a human short-term memory

capacity is limited and high mental load might lead to an increased workload.

Thus, the required information should be provided by the interface. On the other

hand, overwhelming the user with too much data would be counterproductive.

Information has to be shown intelligently, in a context-sensitive manner.

6. Evaluate the method-based interfaces with non-expert users.

The method can only be evaluated indirectly, through evaluation of the user inter-

faces based on it. Although usability or technical issues of the concrete implemen-

tation will definitely play role in the evaluation and will affect the results, if the

main aim of the interface will be satisfied without major issues, it could be claimed

that the objective was fulfilled.

2.3 contributions

The main contribution of this thesis is the novel method for task-centered interac-

tion (further described in Section 4.1). Moreover, for the purpose of context-specific

evaluation of the method and its particular aspects, two fully functional user inter-

faces based on the method have been developed, enabling non-expert users to:

• teleoperate assistive service robots and

• program industrial robots and collaborate with them.

Both interfaces are based on centering the interaction into the task context and

mixed reality: a virtual 3D scene in case of teleoperation and a shared workspace

with interactive spatial augmented reality (ISAR) in the case of industrial robot pro-

gramming. The usage of mixed reality helps to avoid attention switches and to

lower mental demands, thus improving efficiency of interaction. Low level control

is avoided by using a semi-autonomous robot, with advanced sensing capabilities,

able to carry out particular tasks independently. Both approaches sharing the same

fundamental principles were evaluated in several user studies with promising re-

sults (for overview see Section 4.2).
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2.4 publications

The conducted research has been published in several papers, where those where

I was the main contributor are included as chapters of this thesis (with my contri-

bution expressed as a percentage in parentheses):

• Chapter 5: Teleoperating Assistive Robots: A Novel User Interface for Remote Ma-

nipulation and Navigation Relying on Semi-Autonomy and Global 3D Environment

Mapping (40 %).

• Chapter 6: Simplified Industrial Robot Programming: Effects of Errors on Multi-

modal Interaction in WoZ experiment (40 %).

• Chapter 7: Using Persona, Scenario, and Use Case to Develop a Human-Robot

Augmented Reality Collaborative Workspace (50 %).

• Chapter 8: Interactive Spatial Augmented Reality in Collaborative Robot Program-

ming: User Experience Evaluation (35 %).

Other relevant publications which I significantly contributed to:

• Design of the human-robot interaction for a semi-autonomous service robot

to assist elderly people [87] (10 %).

• Teleoperation of domestic service robots: Effects of global 3d environment

maps in the user interface on operators’ cognitive and performance metrics

[86] (15 %).

• Semi-autonomous domestic service robots: Evaluation of a user interface for

remote manipulation and navigation with focus on effects of stereoscopic

display [88] (20 %).

• Industrial human-robot interaction: Creating personas for augmented reality

supported robot control and teaching [124] (10 %).

I also contributed to the following technical report:

• Deliverable D4. 5.2–Context-aware Virtual 3D Display Final Report [121]

(20 %).



3
G E N E R A L S TAT E O F T H E A RT

3.1 related work

This chapter provides overview of the recent existing work within the scope of

this thesis complementary to the respective sections of the included papers, which

are focused more specifically according to the topic of each paper. Sections 3.1.1

to 3.1.3 corresponds to “investigative” objectives 3, 4 and 5 stated in Chapter 2.

To the end, Section 3.2 offers a brief overview of current non-academic solutions

already available on the market and Section 3.3 provides summary.

3.1.1 Semi-autonomous Robots

This section particularly focuses on ability of different approaches to cope with

(non-expert1) user input: if and how robot (semi-)autonomous functions are pa-

rameterizable and triggered.

In order to allow robots to function efficiently and safely in a complex and

highly unstructured or semi-structured environments as private households and

SME, some form of a partial autonomy is often utilized. The partial autonomy in

this case means, that the system is able to cope with user inputs and adjusts its

function according to them or may be temporarily switched to more or less manual

control mode2. Various approaches exists as: semi-autonomy, adjustable autonomy,

mixed initiative, sliding autonomy, etc. Within these approaches, interfaces are usu-

ally specifically designed to minimize cognitive load (a concept associated with

working memory in the cognitive load theory) of the users which is achieved by

various means. A target user group has to be known and considered to, among oth-

ers, avoid expertise reversal effect [66] which may occur when an over-simplified

user interface (providing too much guidance or abstracted information) is used by

individuals with more prior knowledge [64]. Within the context of assistive robots,

possible cognitive or physical limitations of the end users has to be taken into

account.

1 https://en.oxforddictionaries.com/definition/non-expert

2 Full manual control is often not applicable as e.g. setting each joint position during teleoperation

session of high Degrees of Freedom (DoF) robot would be extremely difficult if not impossible.

15
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An underlying autonomy of the system could assist users to simplify e.g. manip-

ulator control. In [130], a grasp database and motion planning is used to control

arm of the assistive robot. The user sets Cartesian coordinates of the end effector

and may press button to initiate an autonomous grasp or place sequence. Orienta-

tion of the end effector is set automatically according to current mutual position

of the effector and an object to be grasped. Another approach, usable for teleop-

eration over high-latency or unreliable networks, is based on user intent recogni-

tion [17]. The system classifies (delayed) user input and according to scene state

provides assistance. The user is given freedom to switch system modes (manual,

semi-autonomous, autonomous), synchronize local visualization with remote ac-

tual state or to plan robot motion to fit its state in the local visualization. While

previously mentioned systems were limited to one functionality, the system from

[46] represents an integrated environment with different tools to support daily liv-

ing activities of a motor impaired user. Its video-centric web-based interface allow

control with a variable level of autonomy: an object may be selected by a user and

then grasped autonomously, or a user may set gripper pose and close the grip-

per manually. The system is also equipped with a task-level planning system to

provide cognitive support during complex or long-running tasks and to enable

task-relevant undo function. During operation, the interface shows steps of the

current task and automatically switches its mode, according to the current step of

the task. The user may decide to perform any part of the task manually or has to

it if the automatic execution fails.

Another approach (used extensively for rescue robots, for instance during

DARPA Robotics Challenge) is based on affordances, defining relationship be-

tween a robot and actionable objects in its environment. The interface described in

[83] is based on an integrated task execution system and affordances (constituting

of 3D model and metadata) for interaction with physical objects. The affordance

may be detected automatically, an operator may give a hint to the perception sys-

tem (e.g. by selecting a region in the image) or fit the affordance fully manually.

The operator may preview the robot plan and request or decline its execution. Nor-

mally, the task is executed fully autonomously and the operator just supervises its

execution. If needed, the operator may switch to a semi-autonomous operation

(e.g. by providing a previously mentioned hint to the perception system) or to a

low-level teleoperation.

In industrial applications, high-level robot programming based on underlying

autonomous functions gain a significant attention. For instance, the mobile ma-

nipulator in [100] supports a task-level programming based on a small set of

parametrizable skills (derived by the authors from existing worker instructions),

where parameters are set either by a user through various modalities or by an au-
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tomatic task planner. In this approach (and also generally), a skill is composed of

primitive robot motions (motion primitives). The skills are object-centered – mean-

ing that program execution depends on cognition and that execution is to some de-

gree robust to changes in the environment. The approach from [116] is also based

on a task-level programming; however, the used interface is highly unconventional:

specifically designed tangible blocks are used to select objects, to assign a required

action as well as to specify order of actions. A robot’s program is compiled from

used blocks. The advantage of the approach is clear: interaction occurs within the

task context and is highly intuitive (requires no learning). On the other hand, suit-

ability for more complex tasks seems questionable, despite recent addition of a

projected overlay, providing support during robot programming [118].

Further overview of the related work related to semi-autonomy may be found

in Section 5.2.1.

3.1.2 Modalities and devices

Any machine (e.g. a computer, a robot), in order to be usable by humans, must have

an interface through which happens interaction between the machine and its user.

The interface has one or more input and output channels. These channels are called

modalities, where a single modality could be defined as a mode of communication

according to human senses or type of computer input devices [63].

If interaction happens through more modalities, it becomes multimodal. As a

human-human communication is inherently multimodal, the multimodal interac-

tion is in general considered as a more natural than the singlemodal interaction.

The most often utilized human senses are vision and hearing as they constitute

a high bandwidth communication channels. Different input or output modalities

could be used simultaneously as it is the case in a human-human interaction or con-

secutively as it is so far the case in most human-machine interactions. Each modal-

ity may be used to communicate different type of information, or more modalities

may be used to communicate the same information – in this case, the interface

could be considered as redundant [138].

The choice of modalities and their actual usage depends on the particular task, a

robot and an end-user group. For personal robots, speech is often utilized although

natural language processing is a highly complex problem. In order to cope with

associated difficulties, authors of [30] evaluated an approach based on vision and

speech recognition supported by a learning algorithm and a set of failover modal-

ities (mobile phone application, external microphones, and a tablet mounted on

the robot’s chest) to make interaction with a social robot more robust. The results
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from [120] suggests, that a combination of more simple modalities (color, sound

and vibration) may successfully convey emotions (happy, sad, angry, relaxed).

If the task permits, even a robot’s body may be used as an interface. For instance,

robot’s intents may be indicated by its posture [10] or by a specifically designed

motion [16]. Also the robot arms may be used for inputting information (see Sec-

tion 3.1.2.2).

Similarly, a user’s posture or motion may be used to communicate information

to the robot. For instance, pointing in the household scenarios was shown to have

a sufficient accuracy (9.6 cm) for object selection [108]. Gestures might be detected

using vision, depth data, by a wearable device as e.g. Myo Armband [102] or by an

IMU device such as Wii Remote [5]. However, in real-world applications, gesture-

based control might not be robust enough as it has to cope with e.g. spontaneous

human motions [105]. Similarly to gestures, gaze could be used to select objects

e.g. to command a robot to pick them up [79]. The gaze-based input is of special

importance for users with motor impairments and thus limited other possibilities

of commanding a robot. Moreover, a user’s physiological condition could be mea-

sured by a biofeedback sensor allowing a system to adapt dynamically to the user

e.g. by estimating workload [56]. Emotional state of the user (anger, happiness)

might be estimated using a far infrared camera [15].

The task sensitivity of modality selection could be demonstrated on results from

[113] where three modalities (voice, gesture and tablet) were used for two tasks:

training of a welding path and correction of the trained path. While the tablet per-

formed best for the path planning (in terms of a self-reported mental workload), a

voice control was better for path correction. Moreover, the importance of modality

selection rises with the task complexity [126].

Probably the most common form of a human-robot interface is still a Graphical

User Interface (GUI) application on a standard computer monitor accompanied by

a mouse and a keyboard. Eventually, the visualization within this setup might be

stereoscopic to improve depth perception [130, 88]. Various devices could be used

in conjunction with the mouse and the keyboard for input as e.g. a joystick or a

3D mouse [130].

Recently, handheld devices with a touch screen gained a significant attention

thanks to their portability and ability to realize augmented reality (AR) (more on

AR in Section 3.1.2.1). For instance, the system from [100] uses a tablet to create

sequence of skills constituting program of an industrial robot. Consequently, other

methods as kinesthetic teaching and pointing gestures are used to set parameters

of skills, e.g. to select a particular object for “pick object” skill. The touch-based

device may be even integrated into the robot itself [30, 10, 35]. The main advantages

of the touch input are that it is easy to use and widely known to the general public.
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3.1.2.1 Mixed reality

The mixed reality could be understood as a display method based on the merg-

ing real and virtual environments. More exactly, the mixed reality lies anywhere

on the “virtuality continuum”, except its extrema (real and virtual environments)

[92]. According to such definition, the augmented reality should be considered as

a subset of mixed reality; however, in practice, the terms are commonly used in-

terchangeably. In other words, the objective of the mixed reality is to enhance the

reality with an artificial content rather than provide a purely virtual immersive

environment as it is the case for virtual reality [13]. The augmented reality system

is supposed to have three following characteristics [8]:

1. Combines real and virtual.

2. Interactive in real time.

3. Registered in 3D.

A mixed reality platform might be based on a handheld device [90, 123, 81], a

head mounted display [54, 131] or a camera-projector solution [22, 28, 42]. When

designing the interface, perceptual issues as e.g. a limited field of view, a depth

ordering and occlusion introduced by the selected technology and used method

has to be taken into account [74]. Despite potential problems, the mixed reality

has potential to improve HRI. For instance, it could help to avoid context switches

which are normally inevitable when the user has to observe the real environment

and the robot as well as the video interface [54]. Another usage could be to convey

the robot’s intents, especially for appearance-constrained robots [131, 22, 28] not

able to convey those by other means.

Nowadays, especially spatial augmented reality (SAR) seems to be a highly

promising method enabling users to interact with the robot within the task-context.

For instance, its use was investigated to program a mobile welding robot [5] or in a

long-term study focused on projecting assembly instructions [42]. In contrast with

handheld devices, SAR has following advantages: both hands are free, projection is

visible by anyone, no physical load caused by need to hold the device. Although

the head mounted display also frees users’ hands, there is question of its long-term

use suitability (possible health risks) and moreover, contemporary devices are ex-

pensive3 and probably not robust enough for e.g. usage in industrial environments.

Moreover, the head mounted displays are either tethered or with limited battery

life4 which might limit its deployment even further.

3 Microsoft HoloLens Commercial Suite $5.000, Meta 2 Augmented Reality Development Kit $1.495,

MagicLeap One The Creator Edition $3.000 (expected price).

4 Microsoft HoloLens has declared battery life of 2-3 hours of active use.
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As the mixed reality is relatively new (both in general as well as in the field of HRI

research), there is lack of proven interface patterns, design guidelines and usability

evaluation methods. As the technology is not mature, technical problems are also

common (lagging interface, bad registration, etc.). All of the previous problems

might contribute to sort of contradictory results of some studies. For instance,

the study from [81] reports a positive effect of AR; however, the users of the AR

needed more support than those using baseline solution. In the long-term study

[42], the AR system projecting assembly instructions leaded to reduced learning

curve of novice assemblers; however, performance for expert workers decreased. In

the study [123], usage of the tablet-based AR leaded to decreased mental demands;

however, to increased task completion times.

3.1.2.2 Physical interaction

A physical interaction of a user and a robot may refer to an unwanted contact

between those two or to an intended contact in cases where the robot (arm) itself

is used as an input or output modality. The intentional interaction could happen

with the robot itself (if the robot arm could reduce its stiffness) or trough an addi-

tional device. Probably the most common examples of using a robot’s arm as an

input modality are kinesthetic teaching [135] and programming by demonstration

[3]. Those methods seem relevant especially for non-expert users. For instance, in

the user study [135], participants with no prior experience with industrial robots

and with good spatial vision abilities rated physical interaction as easy, comfort-

able and self-explanatory. On the other hand, participants with prior experience

rated the interaction less self-explanatory and reported a higher cognitive load.

Another possible approach is to command the robot with relatively simple hap-

tic commands as taping and pushing [44], which could potentially improve user

experience and allow to better maintain physical and cognitive engagement with

the task. Despite utilizing a robot arm as an input device, the arm could also com-

municate information to the user – acting as an output modality [16], or it could

even act in a bidirectional manner [128]. Robot arms not originally designed for

any form of physical interaction could be retrofitted to provide such functionality,

e.g. by addition of tactile surface sensors for gesture input [94].

Further overview of the related work related to modalities and devices may be

found in Sections 5.2.2, 6.3 and 8.2.

3.1.3 Task presentation and situation awareness

An explicit communication (usually by visualization) of the task and its current

state is usually not needed for trivial tasks (as those quite often used in user ex-
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periments). However, for more complex tasks as e.g. assembly of a product or

long-running tasks as e.g. a remote manipulation with many required steps, the

issue of a suitable task presentation arises. Knowledge of the current task state

is related to situation awareness, as well as to safety. For instance, when the user

knows which object is the robot going to manipulate, he or she can avoid touch-

ing it and thus avoid potential collision [82]. However, there is a challenge on

how to display state of a highly complex system (e.g. a cooperative workcell) in

a comprehensive form [33]. There exist several solutions for (collaborative) robot

programming [4, 116, 73]; however, only a few of them also provides some task

execution monitoring [5, 99, 51, 83] – usually limited to highlighting current step

of the program, without any further cues for the human user. Some of the solu-

tions uses elements of within task-space interaction, as e.g. SAR for setting welding

points [5] or kinesthetic teaching for setting positions [100]; however, the major

amount of interaction still happens on a monitor or a handheld device. In that

case, the split attention effect [65] may occur, leading to unnecessary increase of

user’s cognitive load.

3.2 commercially available solutions

When considering personal robots available on the market, the existing options are

moreover limited to some form of intelligent assistants similar to Amazon Alexa

or Google Home (which may be considered as smart speakers), although robotized

to some extent. Typically, the functionalities include: natural language processing,

facial recognition, notices, controlling smart home appliances, security features,

telepresence, sharing or getting information, etc.

For instance, despite aforementioned typical functions, Jibo by the company of

the same name has articulated torso and is able of smooth animated motions. In

contrast to speaker-like intelligent assistants, the interaction between Jibo and the

user may be potentially richer – the robot may express certain information using

motion and a touchscreen face. Moreover, the robot is able to respond to touches

of its body (e.g. rubbing of its head). ElliQ by Intuition Robotics (production sched-

uled for the end of 2018) focuses on elderly users and attempts to offer an active

aging companion.

In contrast to the previous robots, Buddy by Blue Frog Robotics is mobile and

has an arm equipped with a miniature projector. Another approach could be rep-

resented by KOMPAÏ-2 (KOMPAÏ robotics)5, which is a healthcare robot able to

provide standing/walking support and to carry small items, which user may put

into its tray.

5 The robot is currently available for evaluations and pre-deployments.
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There are also various robots wholly focused on the telepresence functionality as

e.g. Beam by Suitable Technologies. A humanoid-like robot by Softbank Robotics –

Pepper, is currently not being used in private households; however, rather in shops

or offices to invite customers, etc. It attempts to recognize an emotional state of its

interlocutor and adapts his behavior accordingly. The arms are mainly used for

gesturing, although also able of a basic manipulation with objects.

There also exist narrowly specialized robots as e.g. Paro by PARO Robots – a

therapeutic robot with the appearance of a baby seal, capable of sensing touch,

heat and sounds.

Within the field of industrial collaborative robots, the greatest attention is nat-

urally given to the safety features of the robots. The collaborative robots are de-

signed either in a way that they do not have enough power to harm a human

co-worker (ABB Yummi, Rethink Robotics Baxter/Sawyer), or their power could

be limited to allow a collaborative operation (Universal Robots URx, Kuka LBR

iiwa/iisy).

The robots usually have ability of sensing collisions through measurement of

joint torques and are able to stop their operation in case of an unwanted contact

with an obstacle. There exist various approaches to further enhance safety of col-

laboration. For instance, Yummi has a soft foam padding, Rethink Robotics robots

uses a special type of actuators (Series Elastic Actuators) able to absorb energy and

Franka Emika uses a torque-based control (in contrast to a more common velocity

or position-based control).

There also exist various third party solutions – e.g. a padded cover with tac-

tile and capacitive sensors (MRK-Systeme SafeInteraction, Blue Danube Robotics

AIRSKIN). The usage of capacitive sensor enables robot to sense the immediate

proximity of a human co-worker and stop even before actual contact occurs. A

similar device (Faude 3D COLLISION PROTECTION) is available also for UR5

robot.

Although some of the robots have integrated vision (Yummi, TM5) or obstacle

sensors (sonar in case of Baxter), they are not able to sense its human co-worker

and adapt their motions accordingly (trajectories are pre-programmed anyway).

Commonly, an external safety sensor as e.g. a laser curtain is utilized whose output

signal may slow down or shut down the robot if the worker disrupts the perimeter.

A physical interaction with robots is rare and mainly occurs exclusively dur-

ing programming – in case of the robots which support a lead-through teaching

of waypoints/trajectories. A limited number of robots are specifically design with

interaction in mind, e.g. with integrated input/output interaction elements. An

example could be Baxter, which posses LCD displaying an animated face able to

convey a current state of the robot (where e.g. confused face means error or miscon-
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figuration). Moreover, the display may show a robot’s program. The robot also has

some LEDs (Attention/Condition Ring) and controls (Training Cuff, Navigator). It

is possible to program the robot solely using these controls and the integrated dis-

play without any external device. However, fine-details or complicated tasks has

to be anyway programmed offline (using Intera Studio). Another example of the

robot with integrated control could be Franka Emika (Franka Pilot).

There even exist accessories to retrofit non-interactive robots, e.g. a light and

sound devices mountable on robot’s flange (Alumotion YOUring, Faude ProLight).

The flange adapter could be also equipped with buttons to simplify some common

tasks during programming (switch to a zero gravity mode, store current position,

etc.).

3.3 general state of the art summary

The previous sections provided an overview of the current state of the art solutions

on the field of HRI. From this overview, it seems that HRI is still quite limited and

there is a great potential for improvements enabling a closer teamwork between

human users and robots. The chosen solution within this thesis is to combine exist-

ing approaches in a novel way, in order to realize task-centered interaction suitable

for non-expert users. The resulting method is presented in the next chapter.
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M E T H O D F O R TA S K - C E N T E R E D I N T E R A C T I O N

The following chapter introduces a novel method for task-centered interaction,

which has been applied and evaluated within two different use cases.

4.1 proposed method

The aim of the method is to integrate already existing approaches with a high

potential to improve HRI within the intended use cases in order to benefit from

the resulting synergic effect. The essential idea of the method is that interaction

should happen within the task space (whether it is a real or a virtual one), with the

highest possible utilization of already available modalities. The another important

aspect of the method is lowering the user’s cognitive load by e.g. transferring

interaction onto a higher level of abstraction (task-level interaction) and providing

just enough information in order to allow the user to fully focus on the task at

the hand. The previously stated features also contribute to the suitability of the

method for non-expert users for which the method is explicitly intended. To the

best of my knowledge, the method represents a novel approach to the HRI. The

method is defined by its following key characteristics.

Interaction elements embedded into the scene.

Originating in ecological user interface design methodology, aimed on lowering

user’s cognitive load and attention switches. Could be achieved by usage of the

mixed reality approach.

Utilization of robot-integrated capabilities.

Utilization of robot capabilities as a sensing of the environment or an automated

motion planning enables the task-level interaction – effectively reducing demands

on the user as e.g. less inputs are required. Moreover, integrated safety features as

e.g. a collision avoidance or an environment-aware motion planning could reduce

stress for the users and allow them to focus on the task at the hand rather then on

continuous checking whether the robot performs safely. In order to achieve this,

advanced perception capabilities are needed.

25
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Communication of the robot inner state.

In order to make the robot’s actions predictable and understandable by the user, it

is inevitable to e.g. visualize its inner state, particularly perception (which objects

or obstacles are detected), intentions (goal of the current movement) and current

execution status (waiting for user input, error situation). Communication of the

relevant robot inner states to the user could also lead to increased safety (user

is aware of what the robot is doing at the moment and may avoid potentially

dangerous situations) and spatio-temporal context awareness – lowering demands

on a short-term memory and thus lowering workload.

Context-sensitive user interface.

The interface should present the right information at the right time, according to

the current task and environment state instead of presenting excessive amount

of information all the time. A limited amount of the context-relevant information

helps to maintain a reasonable mental load.

Task-appropriate modalities.

Input and output modalities selected according to the task and its specifics. Max-

imize utilization of already present modalities as robot arm, or user’s body (e.g.

sensing pose and activity of the user). Bring as much as possible of the interaction

into the task-space by making it interactive itself.

Although individual above mentioned characteristics have been already utilized

in some form in the existing literature (see Chapter 3), their combination has not

yet been used. The named characteristics when used jointly, allow rich and close

HRI.

4.2 application and evaluation

The proposed method was used to direct design of the user interface for teleoper-

ation of semi-autonomous service robots. The single-window interface is based on

integrated 3D virtual scene. The scene consists of visualization of continuously up-

dated 3D model of the remove environment, robot model and various interaction

elements. Interactive in-scene elements serve for two main purposes: navigation

and manipulation. A user may freely choose from various interaction methods

with variable level of autonomy according to current needs. For instance, the user

may set waypoints for the robot and it navigates there autonomously (planned tra-
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jectory is visualized) or directly teleoperate the robot (with support of the collision

avoidance system). When performing a manipulation task, the interface guides the

user through the process step by step. For both navigation as well as manipulation

tasks, a 3D mouse is used. The control using the mouse is transformed using the

non-linear formula and adjusted according to the current 3D scene viewpoint so

it provides an easy to use and intuitive input modality. Optionally, a stereoscopic

visualization is available in order to convey depth perception cues. The interface

in full detail and its evaluation process is further described in the Chapter 5.

The method was also applied to the problem of industrial robot programming.

In particular, to the use case of a worker’s robotic assistant. In this case, interaction

happens within the shared workspace, centered around an interactive workshop

table with ISAR. The interface allows an ordinary skilled worker to parametrize

the robot’s program, e.g. to adapt it to changes in production. The ISAR is used

to visualize robot perception, display context-relevant notifications and finally, to

show explicitly the robot’s program. The program visualization allows to switch

between steps during learning phase and it shows a current instruction (including

its context, i.e. previous and following program instruction) during an execution

phase. Among the interactive table, robot arms might be used as input devices

(e.g. for tasks requiring 3D data input). The interface design started with Wizard

of Oz (WoZ) experiment further described in Chapter 6. The goal of the experiment

was to reveal a relationship between a input error rate and a user preference for

various modalities. After that, the target use case and the initial scenario were

specified (see Chapter 7) and the initial prototype of the system was developed. In

order to evaluate the method and uncover usability issues of the prototype, a lab

experiment was carried out with six regular workshop workers. The current state

of the system and the experiment are further described in Chapter 8.
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T E L E O P E R AT I N G A S S I S T I V E R O B O T S : A N O V E L U S E R

I N T E R FA C E F O R R E M O T E M A N I P U L AT I O N A N D

N AV I G AT I O N R E LY I N G O N S E M I - A U T O N O M Y A N D G L O B A L

3 D E N V I R O N M E N T M A P P I N G

5.1 introduction

Autonomous systems cannot yet be programmed to handle all possible situations.

A remote human operator may help the robot to solve many difficult situations.

The collaboration between humans and robots, often referred to as either shared

autonomy or human in the loop, might be highly useful in cases where robots

often fail, e.g. in object recognition and environment manipulation. On the other

hand, an operator should not be bothered by repetitive low-level tasks which can

be solved by the robot itself. Then, the operator is not overloaded with solving

trivial issues and may concentrate on the important ones and, for example, control

more robots due to the time freed. The challenging issue is to equip a potential

human operator with easy-to-use but powerful interaction and control tools to act

appropriately and effectively in various situations.

This paper describes a novel 3D interactive user interface and its components.

The interface allows a user to assess the situation on a remote site, safely navi-

gate in environments with obstacles and with narrow passages where autonomous

navigation is likely to fail and to grasp previously untrained objects in cluttered

scenes, in various poses and on non-flat surfaces. It is based on common low-cost

hardware and can be optionally used with a 3D mouse for intuitive robot naviga-

tion and arm control. Additionally, stereoscopic display may be used for improved

depth perception. It also includes a module for building a memory-efficient 3D

map of the environment, which is used for both visualization purposes and for the

planning of collision-free arm trajectories.

The interface has been developed as part of a larger system within the SRS

project1. The goal of the SRS project [107, 103] was to develop a personal robot

able to support elderly people in independent living at their residence. Based on

the results of a survey of user-demanded features and on considering what is

1 Multi-Role Shadow Robotic System for Independent Living, http://srs-project.eu (accessed

12/07/2015), technical documentation available at http://wiki.ros.org/srs_public (accessed

12/07/2015)
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realistic to implement on current hardware [85], when designing the remote user

interface, our primary objectives were navigation and manipulation capabilities.

The SRS project adopts a semi-autonomous paradigm, where under normal cir-

cumstances the robot is controlled by its autonomous system, which follows in-

structions given by the elderly person. Local control is based on a mobile device,

which allows the user to initiate autonomous actions such as “bring an object”. So

most of the time, the robot is controlled by its autonomous system without any re-

mote intervention. In case a problem occurs with task execution, there is a second,

more advanced interface, which is typically used by a family member who lives

separately. The family member can, through a tablet-based interface, control the

robot to help the elderly person physically with their daily living tasks. If there

is a problem unsolvable by the previous two interfaces, a professional operator

is called who can remotely control the robot through the most advanced inter-

face (the one described in this work) and use semi-autonomous functionality to

guide the robot, e.g. to bring an object unknown to its autonomous system. The

autonomous system and its connection to various interfaces is further described in

[107].

The Care-O-bot 3
2 service robot [110] was used as a project demonstration plat-

form. It is based on an omnidirectional platform with positionable torso and a

sensor head, a Kuka LBR dexterous manipulator (7 DOF) equipped with a Schunk

SDH three-finger hand (7 DOF) and tactile sensors. The robot uses three 2D laser

scanners for obstacle avoidance and a Microsoft Kinect RGB-D camera for 3D per-

ception.

To create the interface, we have combined various existing components with

newly designed and developed ones in a novel way, enabling semi-autonomous

operation of the robot. The results of two experiments with novice users [86, 88]

have suggested high effectiveness and suitability of the approaches incorporated

in our user interface. Even a short simulation-based training of 60 minutes (in-

cluding introduction to the robot) was sufficient for achieving high success rates

in navigational, search, and manipulation tasks in a home-like environment. In

previous publications we have described the overall usage concept underlying the

present user interface [85, 87], the framework enabling its semi-autonomy [107],

and results of experiments on user interface components [86, 88]. The present pa-

per describes the latest iteration of the user interface, iteratively improved based

on the results of several evaluations.

This paper describes a user interface for a semi-autonomous robot. Section 5.2

presents related work. Section 5.3 gives an overview of the goals that motivated de-

velopment. Section 5.4 describes the development and evaluation procedure. The

2 http://www.care-o-bot.de/en/care-o-bot-3.html (accessed 12/07/2015)
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interface architecture and its basic functionality are detailed in Section 5.5. Sections

5.6 and 5.7 describe two main use cases for our interface: remote navigation and

manipulation. Section 5.8 draws conclusions.

5.2 related work

In this section, we will give a brief overview of the previous work related to re-

motely operated robots from different perspectives.

5.2.1 Robot Control Architecture

Various approaches exist for assistive robot control architecture. For instance, the

robot presented by Michaud et al. is fully teleoperated and focuses mainly on es-

tablishing communication between teleoperator and elderly person [91]. When a

teleoperator is not available, the robot is not able to perform any task. To over-

come the lack of true autonomy, some approaches introduce nearly full autonomy

with the possibility of human intervention when necessary. These approaches are

referred to as semi-autonomy, shared autonomy, adjustable autonomy, or human

in the loop. Such systems may provide to the operator tools with various levels of

autonomy. For instance, the system proposed by Muszynski et al. based on egop-

erspective visualization offers three levels of autonomy [93]. A similar approach

was designed by Bruemmer et. al. where the robot also offers different levels of au-

tonomy [21]. Their user study has shown that users performed better when using

tools with more autonomy. Similar results suggesting that more autonomy leads

to an improved teleoperator performance were obtained in [24, 77]. The recent ef-

forts utilize human semantic knowledge to help robots perform better [133], which

might lead to less operator intervention and thus to decreased workload. Using a

robot's motion planner instead of low-level joint control can be also considered a

semi-autonomous approach and according to [132] it is also more effective. Using

high-level arm control including a cartesian planner and collision avoidance ac-

cording to [77] allows users to focus fully on the cognitive part of the task, which

is usually the most challenging for the robot.

5.2.2 Visualization And User Interaction

Traditional video-based interfaces transmitting images from a camera mounted

on a robot provide low situational and spatial awareness and increase the risk of

collisions [7]. The lack of human-robot awareness, e.g. knowledge of the robot's

state and the state of the environment are the primary causes of incidents during



32 teleoperating assistive robots : a novel user interface

teleoperation [31]. The main problem of video-based teleoperation lies in the lim-

ited field of view and the absence of depth data [140]. Traditionally, additional

information is shown to the user in a separate window or overlaid over the video

on the sides. Individual information on the state of the robot and the environ-

ment must be mentally correlated, which increases cognitive load. The ecological

interface paradigm [95], on the other hand, fuses as much information as possible

into a one coherent virtual scene and acts as a form of a mixed-reality. Interfaces

based on this paradigm appear to provide better situation awareness and require

less mental load [7]. A virtual scene presented to the operator can be based on

a manually created 3D model [75], an extruded 2D map [21], or a continuously

updated 3D model based on sensor measurements. Results of a study by Mast et

al. [86] have suggested the usefulness of an automatically built and updated 3D

environment model for navigating a robot remotely.

In case of video-based egocentric interfaces aimed at robot navigation, a joystick

used to be a frequent choice. New ways of control were introduced for virtual

reality-based interfaces, which are using exocentric display perspective such as

“point and click” [24], when a goal position for the robot is specified by clicking a

place in the virtual environment. Most recent interfaces tend to use virtual widgets,

also called interactive markers [24, 77]. The advantage of these markers is that

they are an integral part of the virtual scene and no special device is required as

opposed to control using e.g. the Phantom device [37], motion capture [70], data

gloves [58], or brain-computer interfaces [11]. A crucial issue associated with the

difference between the input devices and the visualization is the potential problem

of display-control misalignments introduced by using different coordinate systems.

Thus, the remote operator has to keep switching mentally between the coordinate

systems. This issue has been addressed by either using artificial cues [25] or by

choosing an appropriate coordinate system.

5.2.3 Imaging Equipment

A conventional 2D display can only convey depth perception based on monocu-

lar depth cues, consisting of perspective, occlusion, lighting and shadows, relative

object size, surface textures, etc. Stereoscopic displays on the other hand enable

users to naturally judge relations between objects, based on provided binocular

cues [34]. Potential advantages of stereoscopy have been investigated in several

studies. For instance[115] suggested that there was no significant difference in

completion times between stereo and mono display in a navigation task. On the

other hand, there was a substantial difference in the number of collisions against

the environment, which were lower for the stereo condition. Utility of stereo dis-
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play for dexterous manipulation has been investigated in [40]. In their comparison

of an interface based on multiple 2D views of the scene versus stereoscopic dis-

play, the stereoscopic mode resulted in a 60% decrease of task completion time.

Influence of mono and stereo visualization of 3D scan data on users' ability to

understand the environment has been investigated in [39]. This work points out

that the stereoscopic visualization reduces the risk of misunderstanding the en-

vironment. Various technologies for stereoscopic display have been compared in

[80] and it was found that shutter glasses provide depth impression comparable to

much more expensive polarized walls or CAVE.

5.2.4 Conclusion

Until fully autonomous assistive robots will be available, some form of teleopera-

tion will likely be necessary. Using a semi-autonomous approach a robot remote

operator's workload can be lowered and at the same time performance increased.

The degree of the underlying autonomy plays a crucial role in operators' perfor-

mance. Another important factor is the user interface, its design, capabilities and

ability to convey rich information. There are approaches focused on particular as-

pects however there is currently none utilizing a synergy of these aspects, moreover

using affordable hardware for user interaction.

5.3 user interface design goals

The vision underlying our user interface is a robot that acts autonomously as much

as possible. Only when it fails to accomplish a task by itself, a human operator

takes over remotely and intervenes with navigation or manipulation. During the

intervention it is up to the operator to select appropriate tool with given level of

autonomy leading to the lowest workload and safe operation. To be able to solve

a wide range of problems, users were to have a high degree of control over the

robot. The user interface further had to be easy to use as it was primarily aimed

at teleassistants, i.e. non-roboticists who were only to receive basic training [85].

Our goals were thus to maintain a high degree of robot autonomy while allowing

a high degree of controllability, in a system that would still be easy to use. We

identified a number of interesting approaches for achieving these goals:

• Techniques for assisted, semi-autonomous remote manipulation and naviga-

tion, aiming to take away load from the operator and allow safe operation

over unstable network connections e.g. [91, 21, 77]
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• The ecological interface paradigm that enables an operator to directly infer

possible actions from the visualized environment and thereby aims to reduce

cognitive load and improve situation awareness and user interface usability

e.g. [95, 7]

• 3D visualization of the large-scale environment outside the robot's current

field of view for better spatial orientation e.g. [75, 21]

• Utilization of contemporary 3D sensors able to generate live colored 3D point

clouds for a high degree of realism and detail e.g. [7, 77]

• 3D environment mapping based on 3D sensor data for realistic large-scale

representation of the environment, aiming to improve spatial orientation and

situational awareness e.g. [57, 139]

While each of these approaches is promising on its own, they had so far been

used in a rather isolated way. For example, ecological interfaces were restricted

to either navigation [95] or manipulation [7] or did not employ semi-autonomy.

Some previous interfaces relying on 3D environment visualization were based on

manually created 3D models [75, 21] rather than on sensor-based environment

models that can be generated and kept up to date automatically. Applications

of 3D environment mapping using 3D sensors were not used for visualization in

the user interface [139]. We thus aimed to create a holistic solution for both semi-

autonomous remote manipulation and navigation, using modern technology and

integrating the above-mentioned approaches into a consistent user experience. We

relied on commonly available low-cost hardware and, where possible, on software

components already available. We developed own components or extensions to

existing ones where necessary.

5.4 iterative development and evaluation

The user interface was developed following a human-centered design process [36]

in several iterations of development and testing, evolving from a conceptual proto-

type into a fully functional user interface. A total of 430 prospective users were in-

volved in studies directly and indirectly related to this user interface, carried out in

the SRS project [107]. Early studies focused on eliciting user requirements [85, 84]

and on the development of an overall usage concept also including two reduced-

functionality mobile user interfaces not described here [85, 87]. The present user

interface was tested five times at different stages of development with a total of 81

users. All evaluations were carried out with non-expert users. As the focus of the

present paper is the description of the user interface, we just give a brief overview
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of the evaluations here and, where available, refer to the publications describing

them for more detail.

The first evaluation was a usability test carried out in Germany at Stuttgart Me-

dia University's User Experience Research Lab employing a horizontal prototype

of the user interface (static screens simulating interaction) [85]. Seven teleassistants

from home telesupport centers were recruited for this study. We determined 18 us-

ability problems that lead to 10 design changes in the horizontal prototype.

In the second evaluation an early implementation of the user interface was tested.

This evaluation was carried out by project partner Don Gnocchi Foundation in

Milan. Five users remotely navigated the robot through a realistic model apart-

ment purpose-built for evaluations. This study gave insight into the strengths and

weaknesses of various control modes for remote robot navigation. Also, numer-

ous technical and usability issues were uncovered and addressed in subsequent

development.

The third evaluation was again carried out in the lab in Stuttgart and employed

the Gazebo robot simulator [69]. We created a detailed apartment model for carry-

ing out evaluations in simulation under realistic conditions (Figure 5.1). It consists

of three rooms, connected by corridors, and contains 80 household and furniture

items with realistic physical properties such as weights and friction resistances.

The apartment was precisely modeled after the site used in our later experiments.

We have made this model freely available so it can be used by other researchers3.

14 users participated in this evaluation. The evaluation focused on strengths and

weaknesses of various approaches for visualizing the remote environment in the

user interface. It also served as a comprehensive pilot study for the experiments

carried out subsequently in reality.

When the user interface had reached a fully functional and stable state, we

carried out two experiments with more narrowly specified questions and larger

numbers of participants in a purpose-built model apartment on Fraunhofer IPA's

premises in Stuttgart. The first experiment, i.e. the fourth evaluation, with 27 par-

ticipants investigated the utility of two different types of global 3D environment

maps (voxel-based and geometric) visualized in the user interface for remotely re-

solving navigational problems the robot cannot handle autonomously. Results are

briefly summarized in Section 5.5.3 and described in detail in [86].

The second experiment and fifth evaluation [88] was carried out with 28 par-

ticipants at the Fraunhofer site. Its first purpose was to investigate potential ad-

vantages of stereoscopic presentation of the user interface for remotely resolving

problematic situations with object manipulation and robot navigation. These re-

sults are briefly summarized in Section 5.5.5 and described in detail in [88]. The

3 http://wiki.ros.org/srs_user_tests (accessed 12/07/2015)
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(a) living room in reality (b) modeled living room

Figure 5.1: Realistic apartment model designed for evaluating the user interface; includes

living room, bedroom, kitchen, corridors, and 80 household and furniture

items.

Figure 5.2: Results of the most recent user experience assessment, based on the user in-

terface's stereo mode: mean user ratings for pragmatic quality (usability) and

hedonic quality.

second purpose was to obtain an assessment of the quality of users' experience

of interacting with the interface. This included ratings of usability and hedonic

quality, measured with the AttrakDiff instrument [53]. The main user experience

results are visualized in Figure 5.2 (based on stereo mode, which scored higher).

The user interface overall falls just into the range of “desired”, which is a highly

encouraging result but there is also still some room for improvement. More details

on these results can be found in [88].

5.5 visualization and interaction approach

The interface consists of many components, the main ones being depicted in Fig-

ure 5.4. It runs on two computers – one on the robot in a Wi-Fi network, and a

remote user station. The front-end user interface is based on a visualization tool

combining the interactive 3D scene showing most of the information and the side-

panels with conventional elements like buttons etc. The user is provided with a 2D

mouse, a 3D mouse and a conventional or a stereoscopic screen. The user station

also hosts an arm motion planning component providing, among others features,
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(a) view from the interface with the object al-

ready segmented and grasped

(b) robot having a problem in autonomous

mode (cannot recognize object

Figure 5.3: The interface allows the user to manipulate an untrained object which cannot

be handled autonomously.

Figure 5.4: Simplified diagram showing interactions between main components of the user

interface, their connection to the robot and input and output devices.

inverse kinematics which is used for visualization. The robot's computer hosts,

apart from low-level drivers etc., components for mapping, grasping and teleoper-

ation. All components communicate using the ROS middleware and thus can be

easily reused.

The interface specific feature is an API which can be used by the autonomous sys-

tem to ask the user for help if a problem arises. Normally, the interface is disabled.

When the robot's autonomous system cannot complete some task (see Figure 5.3a),

it sends a request to the interface. The interface then leads the user through the

task giving text instructions for completing respective sub-tasks and automatically

enabling necessary components such as an interactive virtual arm (see Figure 5.3b).

When dealing with a task, the user may at some point (sub-task) decide that the

main problem is solved and hand back control to the autonomous system. Alterna-

tively, he or she may decide that the task would be too difficult to complete for the

robot and finish it manually. With this approach, the operator's time is conserved

as much as possible.
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Figure 5.5: The 3D mixed reality environment consisting of a robot model, 2D laser data,

a 2D map, a combination of the live RGB-D data in current field of view of

the robot (visualized using yellow lines) and the 3D voxel-based map outside

it and a video stream.

5.5.1 3D Mixed Reality Environment

The user interface is based on RViz4, a modular 3D visualization tool, for which

we developed several custom plugins and an extension for stereoscopy. The largest

portion of the user interface is dedicated to a rendered view of a 3D environment.

The mixed-reality environment consists of a 2D map relevant for localization and

navigation, a continuously updated 3D map, a robot model in proper scale and

configuration according to the robot's proprioception. Moreover, there is in-scene

visualization of data from three 2D laser scanners and the RGB-D camera. The 3D

scene also contains interactive markers for robot control, object representation, etc.

Elements of the user interface are automatically switched on and off based on the

current context.

5.5.2 User Interaction

The user interface can be controlled exclusively by a common 2D pointing device.

Optionally, a 3D mouse may be used for some tasks. During our pre-tests, 3D

mouse-based control proved to be comfortable, easy to learn, and sufficiently pre-

cise even for manipulation in complex scenes. The 2D mouse is used to set the

scene view to any angle and distance, to interact with the in-scene 3D widgets,

and to control the conventional part of the interface. The 3D mouse may be used

to teleoperate the robot's base and to control the end effector goal pose.

The 3D mouse we used, SpaceNavigator5, is a low-cost device with six degrees

of freedom. When using the 3D mouse, all cursor movements are encoded as a

4 http://wiki.ros.org/rviz (accessed 12/07/2015)

5 http://www.3dconnexion.com/products/spacenavigator.html (accessed 12/07/2015)
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vector (tx, ty, tz, ry, rp, rr) where (tx, ty, tz) represents the translational part and

(ry, rp, rr) the rotational part in the form of yaw, pitch, and roll angles. We consider

the pose of the camera observing the mixed-reality scene and transform control in-

puts from the 3D mouse coordinate system to the camera perspective. This leads

to controlling robot movement in the user's rather than in the robot's coordinate

system. The transformation is rather simple – the translation vector (tx, ty, tz) in-

troduced by the 3D mouse is rotated along the z–axis, i.e. the one perpendicular

to the floor plane in the scene, according to the current camera pose so that the

translation along the z–axis tz remains unchanged:

(t ′x, t ′y) = (tx, ty) ·

 cosα sinα

− sinα cosα

 (5.1)

Here α is the current yaw angle of the camera pose in the scene coordinate

system. As this transformation of the control commands to the user perspective

requires much less mental rotations it should help to lower cognitive load on a

user.

To enable the user to control the robot's base during teleoperation or end effec-

tor during telemanipulation very precisely at low velocities and at the same time

to move fast across longer distances we have introduced a non-linearity into the

SpaceNavigator outputs. The following equation is applied to each component of

the 6DoF vector (v1, v2, v3, v4, v5, v6) resulting from the 3D mouse:

ni =

(
vi
vmax
i

)2

· vmax
i , (5.2)

where vi is the original value, ni is the transformed value and vmax
i is the maximal

allowed value of the i–th component.

5.5.3 3D Voxel-Based Environment Model

The robot's Kinect camera provides standard RGB images as well as colored point

clouds at 30 Hz. The sensor has a limited field of view (57° horizontally and 43°

vertically), a considerable level of noise and depth resolution decreasing quadrati-

cally with increasing distance from the sensor [67]. Mainly due to the limited field

of view, using only live point clouds from the sensor for situation assessment or

finding obstacles or objects to fetch would be complicated for a remote operator.

To overcome this limitation, we have introduced an environment model which

combines point clouds into a consistent global map as the robot travels around the

environment (see Figure 5.6). Our solution is based on the Octomap library [57],

which models the environment as a grid of cubic volumes of varying size. This

grid is hierarchically organized in an octree structure where each node represents
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Figure 5.6: Automatically generated and updated 3D model of home-like environment cov-

ering an area of 100m2.

a space contained in the cubic volume, and this volume is recursively subdivided

into eight subvolumes until a preset minimum voxel size is reached. The OctoMap

library uses probabilistic occupancy mapping to fuse input sensor data suffering

from errors and uncertainty into robust estimation of the true state of the envi-

ronment. The continuously updated global map is displayed to the user and used

for collision-free arm trajectory planning. The approach allows the user to see and

consider the whole environment around the robot. See Figure 5.5 for an example

of a visualization of a room from a home-like environment using a voxel resolution

of 0.025m. This resolution seems to be sufficient for the model to serve as a clue

for spatial awareness and for obstacle avoidance. For high-precision tasks, users

can rely on more detailed live sensor data (see 5.5.4).

To cope with limited network bandwidth, especially over unreliable wireless net-

works, we have developed modules for compressed transfer of differential frames

representing the modified parts of the whole global map. They consider the posi-

tion of the robot's 3D camera in the environment and its field of view and then

compute and send to the user's PC the corresponding point cloud in a compressed

form. At the user's PC, the point cloud is decompressed and the respective part

of the global map updated. Once per 5 to 10 differential frames, the whole map is

sent to be able to recover from failures. Figure 5.7 shows the network bandwidth

we measured during a test run around the evaluation apartment. Results show that

the differential approach can save 65% of the network bandwidth for the result-

ing global map of 1,056,575 points. Memory requirements of the internal Octomap

representation were growing up to 1.015GB in this case. To further save network

capacity, RGB camera images are transfered using the Theora codec. There are

many other possibilities to cope with network issues but these remain to future

work.
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Figure 5.7: Network bandwidth for whole global map transfer is compared to sending of

map differences. Input RGB-D data and environment mapping were throttled

to process 1 frame per second. The whole map was sent after each 5 differential

frames.

We have further extended the functionality of the standard Octomap library by:

• Allowing the user to manually modify a part of the map – either by clearing

out a region of the map hindering arm trajectory planning, or by adding an

artificial object to prevent the robot from going there

• Filtering incoming point clouds for ground parts and speckles so that they

do not obstruct the view and the 2D map

• Removing noise and outdated parts of the 3D map using a ray-cast tech-

nique that clears out outdated parts of the environment when they are newly

observed by the robot

We investigated the usefulness of visualizing global 3D environment maps in

the user interface in an experiment [86]. We compared the voxel-based mapping

approach described above with an alternative geometric mapping approach, opti-

mized for low network bandwidth consumption [6], and further with a condition

without any global 3D mapping. Participants accomplished various object search

and obstacle navigation tasks with the robot in a home-like environment. Global

3D environment mapping showed to have substantial temporal advantages when

users were searching for objects in the apartment and it lead to fewer collisions

when navigating the robot around elevated obstacles. During one navigation task

where all obstacles were located on the floor, 3D mapping did not show tempo-

ral advantages – presumably because all relevant environment information was al-

ready contained in the 2D laser range data. User performance with the voxel-based
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technique tended to be better than with the simplified geometric visualization, pre-

sumably due to higher visual detail and realism [86].

5.5.4 Combining 3D Environment Visualizations

An important question is how to combine the “historical” data stored in the 3D

map of the environment with the live RGB-D data. It is obviously important to

show the remote operator the latest data and to not obstruct the view with any

artifacts stored in the 3D environment map - e.g. the previous yet outdated record-

ings, noise, and speckles. Moreover, the resolution of the 3D map is lower than the

resolution of the live data especially for close objects.

Our approach uses the information about the current position and orientation

of the robot's torso to cut out the part of the 3D map inside the current field of

view and show the live RGB-D data there. We limit the maximum distance from

the camera at which the points are filtered because the effective range of the sensor

is limited too. To communicate the difference between live and historical data to

the user, the current field of view of the sensor is visualized using two thin yellow

lines, which do not obstruct the view (see Figure 5.5).

5.5.5 Stereoscopic Display

Stereoscopic display can improve user performance [32] and user experience [20]. It

has the potential to simplify tasks that depend on the operator's depth judgments,

for example reaching and grasping of objects, robot navigation in the room includ-

ing obstacle avoidance, judging the robot's arm position, or the relative positions

and distances of objects in the scene. Without stereo visualization the operator may

be less accurate and may need to adjust the viewpoint more often to see the scene

from different perspectives.

There are several commercial solutions for stereo display in computer graphics.

To achieve the stereoscopic effect, we use the Nvidia 3D Vision 2 stereoscopic kit6.

This kit consists of LC shutter glasses and driver software. The glasses use a wire-

less IR protocol to communicate with the emitter providing a timing signal. The

stereo driver software performs the stereoscopic conversion by using 3D models

transmitted by the application and rendering two separate views from two slightly

different points. A fast stereo LCD monitor (120Hz) shows these two images alter-

nately and the shutter glasses controlled by the emitter present the image intended

for the left eye while blocking the right eye's view and vice versa. The scene in RViz

6 http://www.nvidia.com/object/3d-vision-main.html (accessed 12/07/2015)
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is generated using the Ogre library7, which, however, is not ready for the stereo-

scopic display on Linux in the version included in ROS Electric (1.7.3). Thus it was

necessary to modify the Ogre library as well as RViz itself.

To assess the usefulness of stereoscopic display for this user interface, we car-

ried out an experiment [88]. 28 participants accomplished remote manipulation

and robot navigation tasks – half of the participants under stereoscopic and the

other half under monoscopic display. For the task of specifying the gripper's target

position for grasping an object in the remote environment (see Section 5.7.3 and

Figure 5.10c and 5.10d), there was a clear temporal advantage of using stereoscopic

display. Participants also reached the goals faster under stereo display for the two

other types of task, i.e. defining the shape of an object to be grasped (see Section

5.7.2 and Figure 5.10a and 5.10b) and navigating the robot around obstacles (see

Section 5.6.4). However, the differences were not as pronounced here and not statis-

tically significant after multiplicity correction. We thus concluded that stereoscopic

display seems to be a useful additional display mode for this kind of user interface

but that its utility may vary depending on the task [88].

5.6 assisted navigation

Safe and reasonably fast movement of an assistive robot can be considered an

essential functionality. Contemporary robot navigation systems are quite mature

and able to assure 2D navigation even in complex and dynamic environments.

However, because of safety concerns, these systems are usually tuned to be conser-

vative, to use wide safety margins, etc. This leads to improved safety but it limits

the robot's abilities on the other hand. In our semi-autonomous solution, a remote

operator can be contacted if there is a problem with navigation, for instance if the

robot cannot move to a desired location.

To solve navigation issues, the operator may use tools with different levels of

autonomy depending on the current situation and personal preferences:

• Autonomous waypoint navigation

• In-scene teleoperation

• 3D mouse teleoperation (with the option to switch off collision avoidance)

Ecological approaches for teleoperation have typically used a non-interactive

3D scene with rather simplistic visualization of an environment and a joystick

to control robot movement [95, 91]. Our approach is similar to previous ones in

terms of visualization using a common reference frame and the ability to freely

7 http://www.ogre3d.org (accessed 12/07/2015)
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adjust the viewpoint. Beyond this, it provides rich visual information and enables

the user to choose an appropriate tool for teleoperating the robot suitable for the

particular situation. The 3D scene in our approach is interactive so two of the

available navigation tools are integrated into it.

5.6.1 Scenarios

Under normal circumstances, the robot navigates autonomously using path plan-

ning based on the ROS Navigation Stack8. While the autonomous navigation is

capable of coping with most situations it fails in some cases. A typical example is

a very narrow passage where the robot physically fits but, because of safety set-

tings, is not able to pass autonomously. Autonomous navigation also cannot reach

its goal if there is an obstacle blocking the path. In semi-autonomous mode, the

obstacle can be removed using the manipulator or pushed away with the robot's

base.

5.6.2 Autonomous Waypoint Navigation

The teleoperation tool with most autonomy enables the operator to send interme-

diate waypoints to the robot's navigation system. This can be useful for moving the

robot over a longer distance or when an optimal trajectory, which would normally

be chosen by the navigation system, is for some reason not feasible, e.g. when

there is a risk of collision. The operator sets waypoints by clicking at a desired po-

sition and also specifies the robot's target orientation by rotating the arrow before

releasing the left mouse button. After that the trajectory is planned and the plan is

visualized to the operator so he or she can easily predict the robot's movement.

5.6.3 In-Scene Teleoperation

In order to provide an intuitive way to drive the robot directly within the 3D scene,

we have designed a special in-scene teleoperation control that is based on ROS

Interactive Markers9. The robot can be teleoperated for translational movement

in two axes using the red and green arrows, and for rotation on the spot using

the blue circle (Figure 5.8). This type of control is suitable for small and precise

movements in a tight space. A more comfortable and faster way of teleoperation

is realized by a yellow disk in the middle - when grabbed, the robot follows it.

8 http://wiki.ros.org/navigation (accessed 12/07/2015)

9 http://wiki.ros.org/interactive_markers (accessed 12/07/2015)
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(a) translation in free

space

(b) following the yel-

low disc

(c) translation towards

the obstacle

(d) rotation next to the

obstacle

Figure 5.8: Driving the robot using the inscene teleop. Driving forward and backward is

achieved using red arrows and sidewards using green arrows (a). Rotation is

performed using the blue circle. The robot can be driven to a specified position

by moving the yellow disc ((b)). Velocity limited marker shown when the robot

cannot move in a particular direction ((c)) and rotate in place ((d)).

This type of control is more suitable for traversing larger distances in free space.

However, while it allows control of more degrees of freedom at the same time,

it does not provide precise control for navigation in tight environments. The in-

scene control, especially the disc-following concept, was designed as an easy tool

to manually drive the robot. When using the disc-following concept, the robot

motion is derived from the current disc position (px,py) relative to the robot base:

LM(x) = sign(x) ∗min(M, |x|), (5.3)

vfwd = LM(Cx ∗ px), (5.4)

vrot = sign(px) ∗ LM(Cy ∗ py). (5.5)

Function LM(x) limits the maximum robot speed, Cx and Cy are constant scaling

factors, vfwd is the forward motion velocity and vrot is the robot rotation velocity.

Until the user grabs and moves the disc the position (px,py) is zero. These equa-

tions result in a smooth motion of the robot when the robot simultaneously turns

to face the disc and moves towards the disc.

In many real-world situations, the robot's collision avoidance system based on

two 2D laser scanners prevents moving or rotating the platform in some directions

because the platform or the arm is very close to either moving or static obstacles.

When the robot is close to an obstacle, it automatically reduces its velocity until

zero in this particular direction to avoid a collision. In these situations it may be

frustrating if the remote operator cannot easily decide in which directions move-

ment is allowed and in which direction the robot cannot be moved. Therefore, we

designed a velocity limited indicator to help the remote operator decide in which

directions he or she can manually drive the robot. Indicators are shown around the

robot in the 3D scene to illustrate in which directions the velocity of the robot is
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limited (Figure 5.8c) or if the rotational velocity is limited (Figure 5.8d). This helps

the remote operator to quickly decide what is the problematic obstacle and how to

drive the robot around it.

5.6.4 3D Mouse Teleoperation

As an alternative to the in-scene robot control that uses a conventional 2D mouse

we have developed a 3D mouse control. It is up to the user's preferences and the

problem at hand which way of control will be used. When using a 3D mouse,

the indicators for velocity limitations due to imminent collision are available too.

Compared to in-scene control using arrows and the blue ring, the 3D mouse allows

the user to perform translational and rotational movements simultaneously.

5.7 assisted manipulation

When problems occur, fully autonomous manipulation can be substituted by a

semi-autonomous solution, which has been developed as a part of the user inter-

face. Assisted manipulation can be used in cases where automated planning of the

arm trajectory fails or is not applicable. It offers a complete pipeline for manipula-

tion tasks consisting of object detection, arm trajectory planning, and grasping.

The approach uses a collision-aware trajectory planner and offline execution.

It allows the user to set a desired target position and orientation of the end ef-

fector by adjusting its virtual representation in the 3D scene. The scene includes

visualization of the whole arm with proper joint positions computed by inverse

kinematics. The user may visualize the trajectory animation and eventually let the

robot execute it. In case of an emergency, the user can stop its execution. Due to

the absence of low-level telemanipulation, latency-related problems are eliminated

and thus our approach is also highly usable through unreliable wireless networks

and through the Internet.

Previous approaches for remote manipulation were restricted to stationary ma-

nipulators [7], used only a video stream for user interaction [25] or used one or

more joysticks for robot control [7, 25, 132]. More advanced semi-autonomous ap-

proaches often use humans' cognitive skills for selecting objects in cluttered scenes

[104] or choosing appropriate grasp points on already detected objects [133] but

they do not give users full manual control for cases when a particular automated

procedure fails. Our approach allows the user to carry out all steps for object

manipulation manually, if necessary. Decoupled motion planning and execution

makes the interface highly suitable for remote operation when compared to direct

telemanipulation [25, 132]. Moreover, usage of a global 3D map updated in real-
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time provides the user better spatial and situational awareness when compared to

interfaces using single 3D snapshots [7, 24, 77].

5.7.1 Scenarios

The SRS autonomous system [107] offers object recognition and grasping, however

its functionality is not available under certain circumstances. First, the object to be

grasped must be learnt in advance. This is unproblematic for most of the objects

of daily use, however there might be a need to handle an unknown object. Further,

detection of a known object may fail because of occlusion in a cluttered scene, low

illumination levels, or due to inappropriate robot position. Finally, even in case of

a known and detected object, it might be impossible for the autonomous system

to reach any of the precomputed grasping positions for various reasons. In all of

these cases, a remote operator is called for providing assistance.

When there is a request for remote intervention, for instance when an unknown

object shall be fetched, appropriate tools in the user interface are enabled and an

operator is instructed with text messages to perform the following steps:

1. Drive the robot to a proper position (the robot is then prepared automatically

for the task - the torso is tilted forward, the camera is flipped to the right

direction, the arm prepared in the appropriate position, and the tray lifted

up)

2. Correct 3D map (i.e. remove noise) if necessary

3. Manually segment the object from the 3D scene

4. Navigate the arm to the proper grasp position

5. Select an appropriate grasp strategy (see Section 5.7.4) and execute it

6. Navigate the arm to place the object above the tray (the gripper opens auto-

matically)

7. Check if the object is on the tray and navigate the arm to a safe position

8. Hand back control to the autonomous system

From this sequence, some steps can be repeated and at some points it is also

possible to give the autonomous system the next try after the operator fixed the

problem as shown in Figure 5.9.



48 teleoperating assistive robots : a novel user interface

Figure 5.9: Manipulation workflow diagram. Each motion planning/execution step can be

repeated or divided into more subsequent steps.

5.7.2 Object Segmentation

In order to use semi-autonomous manipulation for unknown or unrecognized ob-

jects, the dimensions of the object to be grasped need to be defined first. We imple-

mented a tool which accelerates this process. When there is a need for specifying

an object shape, an operator is asked to draw a box over the object in the video

stream (Figure 5.10a). Based on this region of interest, we fit a bounding box to the

corresponding 3D points. The estimated bounding box is shown in the 3D scene

(Figure 5.10b), and the user can then adjust its pose and size according to either

live 3D data or the 3D voxel-based model as there might be a lot of noise or oc-

clusion in the original sensor data. This bounding box is then considered when

planning the collision-free arm trajectory.

5.7.3 Interactive Arm Navigation

The visualization for arm navigation in the user interface consists of a 3D scene con-

taining a robot representation with manipulator, a 3D collision map, the bounding

box of a detected or user-specified object, and of an RViz plugin providing several

functions via buttons, which are hidden by default. When a remote operation ses-

sion is initiated, the operator is notified by a pop-up window and the appropriate

controls become active.

For arm navigation (Figure 5.10), the operator is required to set a goal position

for the end effector in the 3D scene. It can be done using interactive 3D widgets or
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more intuitively by a 3D mouse. While adjusting the virtual end effector position,

the real manipulator does not move. Through color coding of the arm as well

as a text overlay in the 3D scene, the interface indicates if the desired position

is reachable by the arm and whether there are collisions with the environment

model or objects. A collision-free trajectory from the start position to the goal

position is planned on the user's request. If the planner cannot find a trajectory,

the user may try planning with a different goal position or even with a revised

robot position. Before executing the planned trajectory, the operator can run its

visualization (Figure 5.10d) several times and decide if it is safe. The operator may

decide to plan several trajectories for one task. When finished, the operator marks

the task as completed and hands back control to the robot.

The solution for trajectory planning is based on functionality provided by the

arm_navigation stack. It contains components for generating a robot-specific con-

figuration, maintaining representation of the environment and recognized objects

for collision checking, trajectory planning and filtering, inverse kinematics com-

putation, visualization tools, etc. Our main contributions lie in making the user

interface adequate for non-expert users, in providing the ability to use a 3D mouse

as an input device, and in an API for integration with the autonomous system.

5.7.4 User-Assisted Reactive Grasping

Our approach for grasping was designed to work for objects unknown to the robot,

meaning that there is no known model of an object. This precludes grasping ap-

proaches based on prior shape knowledge [23].

We have developed software for the SDH10 gripper equipped with tactile sensors,

which allow easy to use, safe, and robust remote grasping. There is a predefined

list of empirically determined target joint configurations with associated maximum

forces for each tactile pad. The user selects an appropriate preset according to the

object (e.g. “full beverage carton”). Then velocities for the joints are calculated so

all joints will reach the target configuration at the same time including acceleration

and deceleration ramps of configurable lengths. Any joint is stopped during the

process of grasping if the maximum force from its tactile array exceeds a value

defined in the chosen preset.

During informal experiments using this approach, we have been able to grasp

various objects of daily use and of different shapes. However, results to a certain

extent depend on previous steps and experience of the operator.

10Schunk Dexterous Hand
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(a) selecting an object in the video stream (b) adjusting bounding box in the 3D scene

(c) goal position not reacheable due to collision (d) visualization of planned trajectory

Figure 5.10: Assisted arm navigation used to perform a pick-and-place task.
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5.8 conclusions and future work

The interface presented in this article enables intervention of a remote operator

who may navigate the robot and perform manipulation of objects which cannot

be handled autonomously. The interface's central features are a 3D scene display,

global 3D mapping with interactive features, tools for teleoperation and telema-

nipulation, stereoscopic display, and control relying on a 3D mouse. The solution

is built on already available and widely used components from ROS and newly

designed and developed ones, such as an intuitive user interface for manipulation

and a component for the efficient transport of 3D maps. Usage of the 3D interface

with fused visualization of all relevant data requires only short training, shown by

the fact that novice users in our experiments were all able to complete all tasks we

asked them to solve. We believe that the concept of a semi-autonomous robot is

promising as even remote manipulation tasks can be accomplished within reason-

able time and with reasonable effort.

In order to improve user interaction, we are experimenting with head tracking

to introduce motion parallax, which might be useful especially for manipulation.

Another option we investigate is to allow a user to change the viewpoint with a

3D mouse. Regarding global 3D mapping, we envision a solution that avoids the

influence of imprecise robot localization on a created map. For limited-bandwidth

connections, user experience could be improved by using techniques like adaptive

frame rates for images and point clouds.
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6
S I M P L I F I E D I N D U S T R I A L R O B O T P R O G R A M M I N G : E F F E C T S

O F E R R O R S O N M U LT I M O D A L I N T E R A C T I O N I N W O Z

E X P E R I M E N T

6.1 abstract

This paper presents results of an exploratory study comparing various modali-

ties employed in an industrial-like robot-human shared workplace. Experiments

involved 39 participants who used a touch table, a touch display, hand gestures, a

6D pointing device, and a robot arm to show the robot how to assemble a simple

product. To rule out a potential dependence of results on the number of misrec-

ognized actions (resulting, e.g., from unreliable gesture recognition), a controlled

amount of interaction errors was introduced. A Wizard-of-Oz setting with three

user groups differing in the amount of simulated recognition errors helped us to

show that hand gestures and 6D pointing are the fastest modalities that are also

generally preferred by users for setting parameters of certain robot operations.

6.2 introduction

Industrial robots were traditionally used mainly in a large-scale production. This

was primarily due to the large price of the automation and low flexibility requir-

ing long and costly adaptation for new products. Recently, EU-supported projects

as SMErobotics1 and EuRoC2 emerged to support development of easily reconfig-

urable cognitive robots able to achieve flexibility required for small to medium

scale manufacturing. Such flexibility must be supported by easy to use and effec-

tive human-robot interaction substituting traditional ways of programming indus-

trial robots requiring expert-level knowledge.

Our long-term goal is to create a shared-space environment similar to the exper-

imental setup shown in Figure 6.1 where a human operator can cooperate with a

semi-autonomous cognitive robot using multi-modal interaction and augmented

reality: ARTable. The robot within the envisioned solution could be programmed

once and then perform independently or it may continuously provide assistance

to the operator. There was a research on what modalities are appropriate for what

1 http://www.smerobotics.org

2 http://www.euroc-project.eu/index.php?id=challenge_1
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Figure 6.1: Prototype of the human-robot shared-space environment with augmented real-

ity user interface (image edited).

most common operations [106] in such a system. As a first step towards ARTable

we were interested in how various modalities would perform in a similar experi-

ment however under realistic conditions. Therefore we designed a WoZ experiment

where input modalities were not always working perfectly and participants had to

face interaction errors. The aim of the experiment was to uncover whether there is

dependence between preference for using particular modality for setting particu-

lar parameter and amount of experienced interaction errors. Secondarily, we were

interested in how task completion times will be influenced by used modality and

amount of errors as a time-effective human-robot interaction will be of paramount

importance for a practical usage of such system. Video summary of the experiment

can be seen at https://youtu.be/LtiDc3pGjug.

6.3 related work

Robot manipulators used to be programmed by experts at a low level making

them less flexible to production changes. Recently, approaches allowing high-level

programming by end users appeared. One of these approaches is programming

by demonstration [12] also referred to as kinesthetic teaching [114], where an op-

erator programs a robot by positioning its end-effector while learning poses [4]

and/or forces [1]. Existing solutions can be divided into those allowing so called

offline programming where a robot is programmed once [101, 76], those allowing
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a continuous human-robot collaboration [96] and those allowing both [47] modes.

The interface may be for instance projected [43] or integrated into a hand-held

device with augmented reality [101, 76]. Interaction also may happen in a virtual

reality [47]. Alternatively to positioning a robot’s end-effector, a human operator

may demonstrate the task by actually performing it [71] or by giving high-level

instructions using one [96] or more modalities [101].

Errors in interaction can be according to [55] divided into following types: mis-

understandings, non-understandings and misconceptions. For our experiment, we

choose to simulate misunderstandings with third-turn repair of the errors. Deal-

ing with errors is often limited to resolving problems during program execution

[9]. The experiment with social robot programming [18] where gesture and speech-

based interfaces and even the robot’s software were not perfectly reliable has

shown importance of the provided feedback. However, those errors were not simu-

lated and thus their amount was not controllable. The framework to support WoZ

studies from [68] allows to insert given amount of random misrecognition errors,

however it is limited to the speech-based interfaces.

Misunderstandings may be caused by a non-perfect input. For instance the

pointed object estimation from [98] is reported to have 83% success rate despite

usage of a prior information about location of the objects. Another approach to de-

tection of pointing directions [119] achieved ±10◦ angular and 93% distance error.

The speech recognition system from [49] achieved 16% error in a noisy environ-

ment with background TV or radio. It can be speculated that amount of errors

would be higher in an industrial environment.

6.4 user study design

The main goal of this study was to find out how errors affect user preference of

input modality while programming a robot. We were interested in three industrial

use cases: assembly, pick&place and welding of points and seams. These use cases

were transformed into a simple product manufacturing scenario, better fitting our

laboratory settings. A Wizard-of-Oz approach was utilized to avoid implementa-

tion specific errors. Without participant’s knowledge, a man in a separated room

(wizard) observed the scene through a set of cameras and simulated system re-

sponses and a feedback. Moreover, WoZ allowed us to simulate certain amount of

errors in interaction.

The experimental setup consisted of a table with a top-mounted Kinect v2 sen-

sor and a projector, a robotic platform (PR2) and a touch screen computer besides

the table. All sensors were used only for surveillance purposes. During the exper-
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iment, the robot was immobile but it helped to create impression of a real robotic

workspace.

A simple GUI was created to give users feedback through the projector mounted

above the table. There was a bounding box around each object on the table and

a label with its name. The selected object was highlighted and points and lines

on the objects (selected by a user) were displayed in a different color. The user

interface contained a back button used for stepping back, when the system made

an error. The button was projected on the table as a red arrow for each modality

except the touch screen (there was an on-screen one). Moreover, there was an area

dedicated to projecting additional information, animations etc.

6.4.1 Input Modalities

Touch table (A) An object is selected by clicking on its projected description. Weld-

ing points and seams are selected on a projected image of the object. Assembly

constraints are not set with this modality.

Touch screen (B) An object is selected by clicking on it on a screen. Welding

points and seams are selected on a zoomed picture of the object. Assembly con-

straints are not set with this modality. Theoretically there should not be errors in

determination of user intention (e.g. where user clicked), but in such a complex

system, there could always raise an error, or a user can accidentally click on a

wrong place.

Gesture (C) Objects and welding points are selected by pointing on them with

the index finger. Welding seams are selected by hovering over a desired seam with

the index finger. A gesture used to specify assembly constraint was up to the

user. Hand gesture recognition and hand pointing direction recognition is widely

studied problem [109, 127]. Recent research shows that 75 to 98% recognition rate

is achievable [98, 119].

6D pointing device (D) Similar to C, but instead of the index finger a 6D point-

ing device was used. Although detection of pose and orientations of this device is

more precise and robust than detection of a hand, there still may be errors caused

by a user, who can point on a wrong object, or point imprecisely.

Direct robotic arm programming (E) Selecting of objects and welding points

and seams was done by pointing on them with a robot’s gripper. Just like the

6D pointing device, determining of pose and orientation of a robotic arm is very

precise, due to reading arms actuators’ internal state, but it can suffer from the

same user errors.

Compared to [106], a direct robotic arm programming and a touch table were

added. A speech was considered inappropriate as it is probably not sufficiently
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robust for noisy industrial environments. Our goal was to perform experiment un-

der realistic conditions and we expected participants (mostly university students)

to not believe speech programming without predefined vocabulary could work.

Moreover, in [106] speech was the lowest rated modality.

Direct robot arm programming (kinesthetic teaching) is commonly used [114, 2],

however we are using this technique in a different manner (e.g. selecting objects

instead of teaching robot how to grasp them). Touch-sensitive table could be an

advantageous alternative to a touchscreen in an industrial environment, as the

feedback, system information and interaction with system is held in the user’s

working space and due to the fact, a user is not forced to divide attention between

more places.

6.4.2 Tasks

Each participant was told to program the robot to make a simple assembly and

packing in a scenario imitating the most common industrial tasks. The scenario

was divided into four tasks, each consisting of ten steps (setting ten parameters) in

total:

• Assembly: select two objects (e.g. plastic cover and aluminum profile) and

set an assembly constraint(s) (e.g. cover orientation)

• Pick&place: select an object and select a place where to put it

• Welding point: select an object, select four points on its top side (to glue

stickers in our scenario)

• Welding seam: select an object, select four edges on its top side (to seal boxes

with tape)

Each task consisted of ten steps meaning that participant had to set ten param-

eters: i.e. five times select an object and place where to put it in the pick&place

task or select and object and according of its type select one or two assembly con-

straints in assembly task (see Figure 6.2). According to participant’s group, there

were zero, one and three (i.e. 0, 10 and 30%) errors in each task. For instance, in

30% error-level group the system randomly misrecognized three parameters from

ten during each of the four tasks. The errors were generated automatically by our

WoZ application and were not influenced by the wizard. Order of tasks and steps

was the same for all participants.

We see 0% error rate (used for experiment in [106]) as an ideal state however

hardly achievable with most of the modalities. 10% seems to be a current realistic
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(a) User selects plastic cap to be assem-

bled with aluminum profile.

(b) User performs step back as a tape

was selected instead of the profile.

(c) Now the intended object (profile)

was selected.

(d) Animation shows how the robot un-

derstood user’s assembly demon-

stration.

Figure 6.2: An example of a typical interaction for the assembly task using the robot arm

as an input modality.

level. 30% was selected as the worst case scenario. We assume it to be the worst

error ratio probably acceptable by users.

6.4.3 Methodology

The SUXES evaluation method for subjective evaluation of multimodal systems has

been adopted [129]. It is based on collecting user’s expectation and experience and

provides means to analyze various interaction methods. The methodology divides

experiment into following four phases:

6.4.3.1 Background Information

The experiment is briefly introduced to the subject by a conducter, who is with

the subject during the whole experiment. Then, a background information about

subject (i.e. age, technical knowledge etc.) is collected.
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6.4.3.2 User Expectation

The conductor introduces the shared workspace, all input modalities and the feed-

back provided by the projector. The subject is allowed to ask questions and to try

any modality. Then the subject fills in the questionnaire about his or her expecta-

tions based on the introduction.

6.4.3.3 Experiment and User Experience

The conducter guides the subject through four strictly defined tasks: the subject

is told what is the current task and step and what to do when error occurs. The

task itself is performed solely by the participant. Each subject performs those four

tasks with all five modalities (with exception of assembly task, where modalities A

and B are skipped). The order of modalities is random for each subject to prevent a

learning effect. After that, the subject answers the same questions as in the previous

step.

6.4.3.4 Feedback

The subject answers questions about the system using Likert scale rating (see Fig-

ures 6.3 and 6.4). Most of the subjects also filled valuable fulltext responses.

6.4.4 Participants

The experiment has been conducted with 39 participants assigned randomly into

three groups. There were eleven males and two females in each group. Participants

were mainly university students and researchers with mean age of 23.7 (CI: 22.5 to

24.9) years. Most of them (30) marked themselves as PC experts and at the same

time beginners (23) or advanced (15) in robotics. Majority of participants knew

what a touchless interface stands for but never used one (31), some indicated that

they already used this kind of interface (7) and only one did not know something

like this exists.

The whole experiment took approximately 45 minutes for each participant and

the interaction itself was recorded by a video camera. Participants’ answers have

been collected into a spreadsheet.

6.5 results

Participants from all groups (0, 10 and 30% of interaction errors) ordered modali-

ties according to their preference for setting a given parameter before (expectation)

and after the experiment (experience). Mean of the order from expectation phase
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modality group
select an object select a place select a point select a line assembly constraint

rB rA ptp rAo rB rA ptp rAo rB rA ptp rAo rB rA ptp rAo rB rA ptp rAo

A

0% 3.7 3.3 -

3.3

4.3 3.2 0.015

3.5

3.0 2.9 -

3.2

3.2 3.1 -

3.3

2.8 NA -

NA10% 4.4 3.4 0.012 4.6 3.9 - 3.5 3.1 - 3.8 3.3 - 2.9 NA -

30% 4.1 3.3 0.0024 4.6 3.5 <0.001 2.9 3.5 - 3.0 3.4 - 2.4 NA -

B

0% 3.2 2.1 0.02

2.9

2.8 2.1 -

2.7

3.2 2.3 -

2.8

2.9 2.3 -

2.9

3.2 NA -

NA10% 3.7 3.1 - 3.1 2.9 - 3.5 2.9 - 3.7 3.2 - 3.0 NA -

30% 4.2 3.5 - 3.3 3.2 - 3.5 3.2 - 3.2 3.2 - 2.9 NA -

C

0% 4.2 4.2 -

3.8

3.7 3.7 -

3.6

2.7 3.7 0.021

3.6

3.0 3.8 -

3.7

3.9 4.0 -

4.110% 2.9 3.6 - 2.9 3.5 - 2.4 3.9 0.0031 2.8 3.9 0.012 3.6 4.5 0.035

30% 2.7 3.6 0.046 2.7 3.6 0.027 2.9 3.3 - 3.4 3.4 - 3.8 3.9 -

D

0% 2.3 3.5 <0.001

3.3

2.5 3.6 0.0045

3.4

3.7 4.0 -

3.7

3.6 3.7 -

3.5

2.3 3.5 0.011

3.410% 2.1 3.4 0.0018 2.5 3.5 0.012 3.6 3.9 - 3.2 3.4 - 1.9 3.9 <0.001

30% 2.7 3.1 - 2.9 3.0 - 3.8 3.2 - 3.5 3.5 - 2.2 2.9 -

E

0% 1.7 1.9 -

1.7

1.7 2.5 -

1.9

2.4 2.1 -

1.7

2.2 2.2 -

1.6

2.8 2.6 -

2.610% 2.0 1.5 - 2.0 1.4 - 2.0 1.3 - 1.6 1.2 - 3.6 2.5 0.021

30% 1.4 1.5 - 1.5 1.7 - 1.9 1.9 - 1.9 1.5 - 3.7 2.9 -

Table 6.1: Participants ordered modalities for each parameter separately from the most

preferred (5) to the least (1) before (rB) and after (rA) the experiment. Where

significant difference was found between rB and rA p-value is given. rAo stands

for preference after the experiment regardless of the group (0, 10 or 30%).

is denoted as rB and from experience phase as rA. Statistically significant differ-

ences between rB and rA within one group were tested using paired t-test (ptp).

Differences for a particular modality across the groups were tested using Kruskal–

Wallis test with Dunn’s multiple comparisons test pWd. The same test was also

used to compare task completion times. Confidence level of 95% was used for all

tests. Experience from all participants (all groups) is denoted as rAo.

6.5.1 Parameters

From the Table 6.1 showing users’ self-reported data it can be seen for which

modality and which parameter there were significant differences between rB and

rA. Moreover, it can be seen which modality was the most preferred for a given

task regardless the amount of errors (rAo). It should be noted that rB of C differs

between 0% and 30% groups (pWd = 0.028).

Considering the number of significant differences between rB and rA from all

groups, C and D were ranked significantly better six times, B and E were both

worse once and A was worse four times. There are no significant differences in rB
between groups meaning that participants from different groups had similar expec-

tations (with one exception of C in 0% group, parameter select an object). Moreover,

there are also no differences in rA. From these results it seems that number of

errors in interaction does not have strong impact on preferred modality. In other
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Figure 6.3: User’s assessment how experience matched expectation.

words, participants from different groups had similar expectations (rB) as well as

experience (rA). Overall, it seems that participants mostly preferred modalities C,

D, followed by A, B and the least preferred was E. Figure 6.3 shows how partic-

ipants evaluated expectation and experience for all modalities overall (regardless

task).

6.5.2 Task Completion Times

Before performing a task the participants were told all relevant information. Dur-

ing the task, only the next step was reminded by the conducter. When beginning

the task a participant pressed the "Start" button and then the "Stop" one when fin-

ished. We use time between those presses as an objective measure. The Table 6.2

shows those times as well as found significant differences between groups for each

modality. Differences between modalities are noted below.

The assembly task (consisting of select an object and assembly constraint parameters)

was performed only using C, D and E modalities. In all groups there are significant

differences between C and E (0%: pWd = 0.003, 10%: pWd < 0.001, 30%: pWd <

0.001) and between D and E (0%: pWd = 0.034, 10%: pWd < 0.001, 30%: pWd =

0.002).

The pick&place task consisted of setting select an object and select a place parame-

ters. In all groups there are significant differences between E and each of rest of

the modalities (with max. pWd = 0.049).

The welding point task consisted of setting select an object and select a point param-

eters. In 0% group, time for B differs from C (pWd = 0.0091) and D (pWd = 0.023).

E differs from C and D (pWd < 0.001). In 10% group, time for A, C and D dif-
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m
od

.

gr
ou

p assembly pick&place welding point welding seam

mean

time [s]

significant

differences

mean

time [s]

significant

differences

mean

time [s]

significant

differences

mean

time [s]

significant

differences

A

0% NA

-

34.7 (27.9, 41.5)
0/30: 0.0017

10/30: 0.038

36.8 (31.2, 42.4)
0/30: 0.003

10/30: 0.0022

33.6 (26.1, 41.0)
0/30: <0.001

10/30: 0.0056

10% NA 37.4 (33.5, 41.3) 35.2 (31.6, 38.9) 37.0 (33.4, 40.5)

30% NA 47.5 (42.3, 52.6) 49.1 (43.8, 54.4) 53.13 (47.6, 58.6)

B

0% NA

-

32.8 (28.7, 36.8)
0/30: <0.001

10/30: 0.04

38.4 (34.6, 42.1)
0/30: <0.001

10/30: 0.0047

36.9 (31.7, 42.1)

0/30: <0.00110% NA 41.2 (36.9, 45.4) 41.6 (37.3, 45.9) 44.2 (41.2, 47.2)

30% NA 52.3 (47.1, 57.4) 54.5 (50.1, 58.9) 53.6 (48.0, 59.3)

C

0% 54.8 (46.2, 63.5)

0/30: 0.03

28.0 (25.7, 30.3)

0/30: <0.001

28.3 (24.8, 31.8)
0/30: <0.001

10/30: 0.033

27.6 (24.6, 30.6)
0/30: <0.001

10/30: 0.019

10% 60.4 (47.9, 73.0) 33.7 (29.4, 38.0) 31.9 (27.6, 36.2) 34.8 (30.9, 38.7)

30% 70.5 (61.8, 79.2) 40.9 (37.0, 44.8) 41.2 (36.3, 46.1) 47.4 (41.1, 53.7)

D

0% 61.5 (45.4, 77.6)
0/30: 0.03

10/30: 0.044

28.8 (25.1, 32.5)
0/30: <0.001

10/30: 0.0037

29.3 (25.1, 33.4)
0/30: <0.001

10/30: 0.002

31.0 (26.6, 35.4)
0/30: <0.001

10/30: 0.0023

10% 61.0 (50.8, 71.2) 32.3 (29.8, 34.9) 31.9 (28.6, 35.3) 36.7 (32.2, 41.1)

30% 88.0 (69.3, 106.6) 43.9 (39.1, 48.6) 44.5 (40.6, 48.3) 52.8 (47.9, 57.7)

E

0% 90.2 (71.2, 109.2)
0/10: 0.013

0/30: <0.001

43.7 (40.5, 46.9)
0/10: 0.0059

0/30: <0.001

42.9 (38.1, 47.7)
0/10: 0.014

0/30: <0.001

42.6 (35.7, 49.4)
0/30: <0.001

10/30: 0.044

10% 129.6 (112.2, 146.9) 60.6 (54.9, 66.2) 58.9 (54.1, 63.6) 58.4 (52.7, 64.1)

30% 156.7 (127.6, 185.8) 75.3 (69.2, 81.4) 83.0 (68.2, 97.8) 85.1 (68.9, 101.3)

Table 6.2: Task completion mean times (with 95 % confidence intervals) for all modalities,

groups and tasks. For each modality, significant differences between times are

noted where found in form of groupx/groupy : pWd.

fers from E (pWd < 0.001). The 30% group shows differences between E and A

(pWd = 0.0018) and C, D (pWd < 0.001).

The welding seam task consisted of setting select an object and select a line pa-

rameters. In 0% group, there is significant difference only between C and E

(pWd = 0.0029). 10% group shows difference between E and A, C, D (pWd < 0.001)

and 30% group between E and A (pWd = 0.0105), B (pWd = 0.014), C, D

(pWd < 0.001).

For most of the tasks C and D were the fastest modalities followed by A and B.

E seems to be unsuitable to the sort of tasks as those in this experiment as even

10% of errors affects performance in three of four tasks. It seems that for other

modalities a little amount of errors does not play crucial role.

6.5.3 System Opinion

The last phase of the SUXES evaluation contains opinion questions. We used the

same questions as in [106], with addition of those related to the erroneous behavior

(see Figure 6.4).

Regardless of the group, participants were satisfied with ease of completing the

tasks and with time needed to do so. Participants also claimed it was not difficult

to understand how to use different modalities. The results are highly similar to

those of [106].

Most of the subjects rated modalities C and D similar, however had a stronger

believe in 6D pointing device as they expect it to be more precise than gesture, de-
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Figure 6.4: System opinion

spite there was the same amount of errors. Participants were also often distracted

by the fact, that feedback was always projected on the real objects on the table and

not on the place they were working with. Especially, for B most of them would

prefer feedback (e.g. selected object) to be shown on the screen and not only on

the table. This was however done by purpose, to ensure each modality has exactly

the same feedback and participants were noticed about this in advance.

In questions related to erroneous behavior a difference can be seen between er-

ror groups. With a growing amount of the errors, perceived intuitiveness of the

modalities decreases, except for the touch screen, where it grows (see Figure 6.4).

This could be caused by the fact, that the touch screen is the only control com-

monly used by the participants. Moreover, the back button was on the screen, so

the participants were not forced to think about how to press projected button as

for other modalities. Modalities B and E were in general evaluated as the least in-

tuitive. Participants stated that with growing amount of errors, programming was

significantly harder and that errors in communication complicated programming.

A few of the participants found out that errors were made by purpose or that

some parts of system were simulated. However, according to feedback and discus-

sion with participants, none of them found out the experiment was WoZ.
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6.6 conclusions

The aim of the conducted experiment was to explore how different modalities used

for setting common parameters when programming a robot cope with interaction

errors. Participants were divided into three groups according to amount of simu-

lated errors. Their ranking of the modalities before and after the experiment as well

as answers from feedback phase were analyzed as subjective measures. Moreover,

task completion times were recorded and analyzed as an objective measure.

The gesture and 6D pointing device modalities were the most preferred and

fastest modalities in all groups. Touch-sensitive table and display were in general

preferred similarly and similar task completion times were obtained. With respect

to the task completion times as well as feedback from participants (system opinion)

the robot arm seems to be inappropriate as a pointing device for tasks as those in

this study and its usage should be reconsidered. It seems that order of preferred

input modalities for a given task is not affected by amount of interaction errors.

Obtained results support our prior speculation of 10% to be an acceptable level

of errors and 30% to be a worst case scenario as especially task completion times

grow dramatically.

According to the results, multi-modal interaction based on gestures with com-

plementary usage of a 6D pointing device seems to be promising. We also see

touch-sensitive table as a perspective modality however it will be necessary to im-

prove interaction and solve setting more complicated parameters as the assembly

constraint. The robot arm has advantage of no additional cost however, its usage

is physically more demanding than other modalities and for our use-case with rel-

atively simple tasks it had no added value. However, for different types of tasks,

e.g. requiring high precision, it could be more useful.

It should be noted that our study simulated the same amount of errors for all

modalities. In practice, it can be expected that for instance robot arm modality will

be less error-prone than gesture recognition.

As a future work, we will extend the ARTable prototype. The projected interface

will provide more information and be fully interactive in conjunction with a touch-

sensitive table. Instead of a touch display, a hand-held device or a see-through

video glasses with augmented reality will be used. We will also experiment further

with robot arm as it could be useful for complex tasks.
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U S I N G P E R S O N A , S C E N A R I O , A N D U S E C A S E T O D E V E L O P

A H U M A N - R O B O T A U G M E N T E D R E A L I T Y C O L L A B O R AT I V E

W O R K S PA C E

Up to date, methods from Human-Computer Interaction (HCI) have not been

widely adopted in the development of Human-Robot Interaction systems (HRI). In

this paper, we describe a system prototype and a use case. The prototype is an aug-

mented reality-based collaborative workspace. The envisioned solution is focused

on small and medium enterprises (SMEs) where it should enable ordinary-skilled

workers to program a robot on a high level of abstraction and perform collabora-

tive tasks effectively and safely. The use case consists of a scenario and a persona,

two methods from the field of HCI. We outline how we are going to use these

methods in the near future to refine the task of the collaborating robot and human

and the interface elements of the collaborative workspace.

7.1 introduction

With the emergence of affordable industrial collaborative robots it seems likely that

SMEs soon will widely adopt such robots in order to achieve higher precision for

specific tasks, free experienced employees from monotonous tasks, and increase

productivity.

In a large-scale production, robots are usually programmed by an expert. For

SMEs, batches are smaller and products may even be customized for a particular

contract. Due to this, it would be beneficial to enable ordinary-skilled workers to

program robots easily, without robot-specific knowledge. In this work, we present

a new approach for simple robot reprogramming. The approach uses augmented

reality (AR) to visualize the current program and the state of the robot’s learning

or execution, detected objects, instructions to a user etc. We describe an existing

prototype1, a use case of aircraft trolleys assembly and how we will apply HCI

methods, in particular narrative scenarios and personas, in further development.

1 The source code and technical documentation is available at https://github.com/robofit/

ar-table-itable.
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(a) (b)

Figure 7.1: Experimental setup (a): PR2 robot, top-mounted Kinect 2 and projector, table

with AR markers. User interaction (b): adjusting place pose for the grasped

object.

7.2 background

There exist various approaches to the problem of making robot programming vi-

able for non-expert users, e.g., kinesthetic teaching [114] or visual programming

[4]. Part of this problem is also the selection of suitable input modalities [89] and

modalities for providing feedback to the user. One of the output modalities may

be AR based on a hand-held device [122] or projected onto the workplace [43].

Scenarios are narrative stories about specific people and their activities in a spe-

cific work situation and context [52]. They describe key usage situations and they

cover a multitude of aspects such as involved agents, user goals and background,

work practices, system responses, tasks, context, and difficulties. Cooper et al. [27]

developed the concept of personas to represent the hypothetical archetypes of

users. Personas are not actual users but they represent specific users with their

characteristics and work role [52]. They are given a name, a life, and a personality

to make them concrete and appear real. Personas are an ideal instrument to design

for the most relevant and common user classes.

Up to now, there are only few instances, where HCI methods were used in

the field of HRI. For instance [14] uses scenarios and personas in the context of

industrial robot programming.

7.3 augmented reality collaborative workspace

The open source experimental setup uses the intrinsically safe PR2 robot as a

demonstrator of a near-future collaborative robot and is centered around a ta-
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ble (see Figure 7.1a) where the HRI occurs. The interaction consists of program-

ming a robot and collaboration on a programmed task. It happens through an

interface projected onto the table using pointing gestures as an input modality

(see Figure 7.1b or video2). The user is tracked by a Kinect sensor on the robot’s

head. Skeleton tracking is used to extract information about the user’s position

and pointing direction. Gestural control was chosen based on results of our pre-

vious experiment [89], where it was the fastest and highest ranked modality. We

deal with uncertainty of pointing by highlighting pointed area on the table (circle

of given radius) which serves as a visual feedback to the user. When this area vi-

sually collides with e.g. a highlight area of an object, the object is preselected. If

the object is preselected for a certain time, it is selected. Objects in the scene are

tracked using a top-mounted camera and AR codes on them. AR codes are also

used for calibration of the whole system.

The interface contains various elements to visualize state of the robot and task

as e.g. the currently loaded program. A robot’s program is displayed to the user

during both learning and task execution phases. Currently, the system supports

basic instructions as get ready (move robot arms to a default pose) or pick and place

(pick concrete object or object of given type from specified polygon and place it

on given pose). The program structure is so far coded separately while program

parameters (e.g. object type and place pose for pick and place instruction) are set

by the user - the interface allows the user to select a program, set or adjust its

parameters and then to collaborate on a programmed task with the robot. During

program execution, the current program item is highlighted as well as e.g. objects

to be manipulated by the robot.

7.4 user-centered design : use case , scenario and personas

Based on our experiences from previous projects and discussions with industrial

partners, we have defined our scenario as follows: The user will teach the collaborative

robot to assist him in the task of assembling aircraft service trolleys. He needs to show to

the robot which parts are needed in every step of assembling, where holes must be drilled,

and what parts should be glued together.

We also defined a persona, who will act as a user in our use case: Jan, a 22 year old

man, recently graduated at technical-based high school. He works as an assembly worker at

Clever Aero, a company focused on aircraft equipment. He has no experience with robots,

but he loves new technologies and he is really keen into working with robots.

These tools needs to be refined according to the demographic data, which has to

be collected by observing and interviewing actual workers in real factories. Those

2 https://youtu.be/yYNpKEClclA

 https://youtu.be/yYNpKEClclA
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data will then be transformed into well-defined persona(s), scenario and a use case,

in order to update our current setup according to our personas’ needs.

7.5 conclusion and future work

In our opinion, methods from HCI provide valuable tools to inform and improve

HRI. With our paper, we recommend using methods such as scenarios, use cases

and personas. Such instruments enable HRI solutions to better integrate user needs

such as methods for simplified programming.

In the next step, we will include the results from using these methods (scenario,

use case, persona) on our collaborative workspace.

In order to fulfill the defined use case and the corresponding scenario, it is now

necessary to implement new robot instructions based on kinesthetic teaching as

gluing and drilling. As the task is quite complex, it is inevitable to display the

robot’s program in addition to showing work instructions for users. The design

elements as well as input methods of the user interface are adapted according to

the needs of the refined personas. E.g. as our preliminary persona Jan often works

with touch-based interfaces (phone, tablet) we will add a touch-sensitive layer on

the worktable as an alternative input modality. We focus on making the system

easily deployable, with multiple sensors and projectors. The user is enabled to

switch between various interfaces based on the current task.

These system improvements result directly from our deployment of HCI meth-

ods in HRI. Having said this, we encourage other research groups to take a similar

approach.
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I N T E R A C T I V E S PAT I A L A U G M E N T E D R E A L I T Y I N

C O L L A B O R AT I V E R O B O T P R O G R A M M I N G : U S E R

E X P E R I E N C E E VA L U AT I O N

8.1 introduction

Contemporary collaborative robots are collaborative in the sense that for human

workers, it is safe to work alongside them. However, human-robot interaction is

very limited if it exists at all: The behavior of the robot is pre-programmed with-

out cognition of an environment, a user, tools, or the parts necessary for a given

task. The robots are programmed by domain experts using specialized devices and

an expert is needed even for small changes in the program. It is expected that, in

the near future, collaborative robots will be cheaper and thus more affordable for

small and medium-sized enterprises (SMEs). In such companies, all of the afore-

mentioned issues will be even more prominent. As robots in SMEs will have to

deal with higher product variability (smaller batches, customization) it would be

beneficial to allow workers with no specific skills to make changes in a robot’s

program. At the same time, it will be necessary to support a close human-robot

collaboration, as with rising cost of human labor, it might be expected that a trend

will occur to offload non-ergonomic or repetitive parts of the workflow to robots.

In order to allow this, robots will have to perceive and interact.

In this work, we present a novel approach to programming collaborative robots

based on cognition, spatial augmented reality (SAR) and multimodal input and

output. In order to make programming as simple as possible, programming takes

place on a high level of abstraction where no robot-specific knowledge is necessary.

Our intention was to make interaction with robots easy, fun, safe and effective.

In order to evaluate the approach, we developed a proof of concept system (see

fig. 8.1)1 and carried out initial user experience testing. The purpose of the testing

was to discover whether there are some fundamental usability issues related to the

approach as well as to find out issues related to the current implementation. In the

experiment, the robot played the role of a worker’s assistant, preparing parts for

assembly in a fictional SME.

1 The code is available at https://github.com/robofit/artable.
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Figure 8.1: Setup of the novel interactive system concept where all the interaction elements

(visualization and control) are gathered in a shared workspace (example of

setting program parameters using a robotic arm and gestures; image edited).

8.2 related work

Various approaches exist aimed at the simplification of robot programming or to

support human-robot collaboration on a joint task. One of the techniques used

to make programming robots more suitable for non-expert users is programming

by demonstration. For instance, the approach proposed in [97] was rated by non-

expert users as highly intuitive. However, the tasks are quite simple and there is no

feedback for the user. In [125], kinesthetic teaching is used in conjunction with an

iconic based programming to enable users to create and edit non-trivial programs.

While the usage of a graphical user interface (GUI) on a standard monitor adds

more control over the program and provides feedback, it also leads to attention

switches.

The system described in [48] uses behavior trees to represent the program and

was successfully deployed at an SME. The program itself is created on the mon-

itor. The parameters of the program could be set using GUI, object recognition

or kinesthetic teaching. The usage of behavior trees leads to high flexibility and

the creation of reusable pieces of programs; however, it also inevitably leads to a

more complicated GUI. Similarly, the system described in [59] enables users to cre-

ate complex programs using kinesthetic teaching and object recognition. However,
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three different GUIs and voice input are involved. Moreover, its target user group

consists of general programmers.

The previous approaches share a common disadvantage: The inability to show

information within a task context. On the other hand, [117] uses physical blocks

to create a program which is highly intuitive (requires no training), although it is

limited to trivial tasks. Recently, augmented reality (AR) has been used to show

important information within a task context. Probably the most common approach

is to use a hand-held device. In [123], the authors recruited robot programmers and

evaluated a tablet-based AR interface for programming abstracted industrial tasks.

From the results, it seems that the usage of an AR may lead to a decrease in the

workload and higher motivation to perform accurately. However, the usage of a

tablet prevents the usage of both hands. A head-mounted display frees the user’s

hands and according to [111] might lead to faster task completion times and higher

accuracy. Unfortunately, the currently available devices have a limited field of view.

Also, a head-mounted display probably would not be suitable for long-time usage.

On the other hand, SAR is able to show information in context, does not require

any hand-held devices, is suitable for long-term usage, and is visible to anyone. It

was recently used to implement an interactive work desk [137], show instructions

to workers [41], or to show robotic data and learn trajectories [78].

To the best of our knowledge, there is currently no existing interactive system

targeting all of the following important issues:

• problems with attention switching when a monitor or a hand-held device

is used to visualize the programming interface and system status during

operation,

• too much information is presented to the user, leading to a higher mental

workload,

• external devices are needed to fully interact with the robotic system (during

both the programming and processing phases),

• low level of abstraction allowing only medium-expert users to program the

robot.

8.3 proposed approach

We propose and initially evaluate a novel approach to collaborative robot program-

ming with the following attributes (see also fig. 8.2):

• avoiding switching of the user’s attention during programming and cooper-

ation by placing all the interaction elements in a shared workspace,
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bool applyGlue(objectType, polygon, positions) {

obj = findObjectInPolygon(detectedObjects,                    
                               objectType, 
                               polygon);
     return glue(obj, positions);
}

Object detectionInteractive SAR Kinesthetic teaching

Instruction with parameters

Within-context programming Perception

Execution

Feedback

Figure 8.2: Illustration of program parameters’ definition (combination of manually set

parameters by the user with perceived information by the system) and its exe-

cution with visual feedback.

• decreasing the mental demands on the users by presenting the relevant infor-

mation according to the current context,

• avoiding the usage of further external devices to interact with the system by

making the shared workspace itself interactive,

• allowing non-expert users to work with the system by utilizing a high level

of abstraction to program a robot.

Based on literature review and the current state of the technology, we see SAR

as the most suitable instrument to visualize a user interface within a task con-

text. While previous research has shown that gesture control is the preferred input

modality for setting the parameters of common industrial tasks, we decided to

use a touch-enabled table, which was also rated highly [89], and which is much

more reliable. Moreover, together with SAR, it creates a similar user experience to

tablets and smart phones, the usage of which is well-known to the general public.

For tasks requiring 3D data input, the robot’s arms could be used.
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The user interface should be minimalistic, as the interface elements have to share

space with real-world objects in the workspace: Tools, parts, etc. However, the de-

sign of the elements should allow convenient touch control. Depending on the state

of the task, only the relevant information should be shown to lower the cognitive

load [136]. The interface should clearly indicate the current state of the system,

including an explicit representation of the robot’s program and the context of the

current program instruction (what happened before it and what is going to hap-

pen after it). Additional modalities, such as sound or light, could be used to for

instance attract attention in special cases.

In order to make programming as well as the user interface as simple as possible,

we decided to use complex instructions with a high amount of underlaying auton-

omy, at the price of lowering expressivity (see fig. 8.2). While theoretically, with

the system from [48] one can create complex instructions from basic ones, it also

makes the user interface complex and the program representation complicated. For

instance, one has to set several poses, specify open and close gripper commands,

etc. We believe that, for the sake of simplicity, the user should be abstracted from

such low-level commands and the robot should perform them automatically.

To achieve a high level of abstraction and effective collaboration, the robot needs

to perceive its surroundings as well as track its human coworker(s) and plan mo-

tions according to the current situation.

8.4 proof of concept system

To evaluate the proposed approach, a proof of concept system has been developed.

The system allows end-user programming of selected industrial tasks.

8.4.1 Setup

The experimental setup (see fig. 8.1) was designed to be easy to deploy and mod-

ular. It is centered around a standard workshop table equipped with a capacitive

touch foil. On the sides, two speaker stands are placed, connected by a truss. The

truss is equipped with an Acer P6600 projector. There is a Microsoft Kinect V2 cam-

era on each stand for object detection and calibration of the system. On one stand,

there is an additional Kinect for user tracking. Each stand has its own processing

unit (Intel NUC) where the projector and sensors are connected (in the study, only

one projector was utilized). The unit is connected to the central computer using a

wired network. The system is designed to be modular in a way so that it supports

1..n stands.
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As a demonstrator of a near-future collaborative robot, we use the intrinsically

safe PR2. The robot provides an additional set of sensors (Kinect and cameras on

the head, cameras in the forearms). There is also a physical stop button under the

table which shuts down the robot’s motors.

8.4.2 System design

The system’s state and behavior are defined and controlled by the central node

and it can be manipulated by an arbitrary number of user interfaces. For instance,

we currently use two interfaces: GUI projected on the table and a sound interface,

providing audio feedback (e.g. confirmation of action, errors, etc.).

All parts of the system must be mutually calibrated first. Calibration of the

Kinects utilizes an AR tracking library2 to detect three markers placed on the ta-

ble. One marker serves as an origin of the coordination system; the two others

determine the X and Y axes. The PR2 robot is calibrated in the same way, us-

ing a head-mounted Kinect. To calibrate the projectors, a checkerboard pattern is

displayed by each projector, and its corners are detected using already calibrated

Kinects. In order to calibrate the touch-enabled surface, the points are projected on

the table and the user has to click them. Then, homography is computed and used

to convert the internal coordinates of the touch device into the common coordinate

system.

Each of the objects used in our study has a set of two AR tags printed on the

body, and multimarker detection is used to gain a unique ID of the object and its

pose. Each object has an object type and a bounding box defined.

The manipulation pipeline is based on MoveIt! [26] and a library for grasp plan-

ning3.

8.4.3 Program representation

The program in our system is a set of instructions, collected into blocks. Each

program contains 1..n blocks; each block contains 1..n instructions. Every instruc-

tion execution can result in success (e.g. a successfully picked up object) or failure

(e.g. failed to apply glue). Based on this result, the next instruction is determined.

With this approach, simple branching and cycling of the program are possible (e.g.

picking up objects from a feeder until the picking up failed, i.e. until there are no

2 http://wiki.ros.org/ar_track_alvar

3 https://github.com/davetcoleman/moveit_simple_grasps

http://wiki.ros.org/ar_track_alvar
https://github.com/davetcoleman/moveit_simple_grasps
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Program list

Program 5
Training - pick from polygon, place

Program 6
Training - pick from feeder, place

Program 7
Training - glue application

Run Edit Template

(a) List of programs. Green

ones are ready to run, red

ones need to set parame-

ters.

Program 6, block 1

1 | PICK FROM FEEDER
     Object type: wood_46_300
     Pose has to be set.
     Success: 2, failure: 0

2 | PLACE TO POSE OBJECT FROM STEP 1
     Object type: wood_46_300 (same as in 1)
     Success: 3, failure: 0

3 | PICK FROM FEEDER (copy of 1)
     Object type: wood_46_300
     Pose has to be set.
     Success: 2, failure: 0

Edit Run On S On F

Back to blocks

(b) List of instructions.

Green ones are ready to

run, red ones need to

set parameters.

Program 6, block 1

1 | PICK FROM FEEDER
     Object type: wood_46_300
     Pose has to be set.
     Success: 2, failure: 0

2 | PLACE TO POSE OBJECT FROM STEP 1
     Object type: wood_46_300 (same as in 1)
     Success: 3, failure: 0

3 | PICK FROM FEEDER (copy of 1)
     Object type: wood_46_300
     Pose has to be set.
     Success: 2, failure: 0

Done Run On S On F

Back to blocks

Save gripper pose

Right arm (0) Left arm (1)

(c) A small dialog shows if

the robot is able to detect

an object in the feeder and

allows the user to save the

arm pose.

PICK AREA

ID: 2005 ID: 2008

(d) Polygon defining the area on the

table from which the objects will

be picked up. The green outlines

correspond to detected objects.

Figure 8.3: Examples of different widgets from proof of concept system.
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objects left). For an example of a program structure in the form of a graph, see

fig. 8.5.

Contrary to the conventional methods of programming robots, no precomputed

joint configurations or arm paths are stored. By combining the perception capabil-

ities of the system and on-the-fly motion planning, we do not rely on e.g. storing

exact object positions.

It can be expected that the parameters of the program will be changed more

often than the structure of the program. For this reason, we have divided the pro-

gramming process into two parts. First, an empty template is created offline. This

template can be seen as a description of an industrial technological process. It con-

tains a set of instructions with defined transitions; however, without parameters.

Thus, the template can be created once and later be adapted to conform to different

products by setting instruction parameters.

8.4.4 Supported instructions

The system currently supports the following parametric instructions: pick from poly-

gon (to pick up an object from a table), pick from feeder (to pick up parts from a

gravity feeder), place to pose (to place a previously picked-up object on a selected

place on the table) and apply glue (simulated gluing). Each of these instructions has

certain parameters to be set by the user.

The object type must be set for all of these instructions. For the pick from polygon

and apply glue, a polygon defining the area of interest on the table has to be set, so

that the user can limit objects of the given type affected by the instructions.

For the pick from feeder, a pre-picking pose (see fig. 8.4c), used for object detection,

has to be set using the robot’s arm. While executing this instruction, the robot

moves to the stored pose, observes the objects with its forearm camera and picks

up the closest object in the direction of the gripper. For apply glue, the poses where

the glue is supposed to be applied have to be set using an arbitrary arm of the

robot.

There are also a couple of non-parametric instructions: get ready, wait for user,

and wait until user finishes. The first one moves the robot’s arms to their default

position. The other instructions allow the synchronization of the system and the

user. The wait for user instruction will pause the program execution until the user

is in front of the table, while wait until user finishes will pause the program until the

user finishes current interaction with the objects on the table. In our experiments,

the behavior of these two instructions was simulated and controlled by the Wizard

of Oz approach.
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8.4.5 User Interaction

The interaction between the user and the system is currently achieved using three

modalities: GUI projected on the touch-enabled surface (which serves as an input

for the system and feedback for the user), kinesthetic teaching (input to the system

only), and sound (feedback for the user only).

The GUI is composed of various widgets. The list of programs (see fig. 8.3a)

shows all the programs stored in the system. The color of each entry suggests

whether the program has set all the parameters (green; only these can be started)

or some of them are not set (red). Any program can be templated (it is duplicated

as a new program, with no parameters set) or edited (the user may set or adjust its

parameters). During the program editation, the user can see a list of blocks of the

selected program and can edit a selected block or get back to the list of programs.

When editing a block of a program, the list of instructions is shown (see fig. 8.3b).

The selected instruction is always in the middle (with exception for the first and

the last one) so the user can see its context. Similarly to the program list, each in-

struction has either a red or a green background, indicating whether it has all the

parameters set. When all the parameters have been set, the selected instruction can

be executed. Moreover, a gray instruction background suggests a non-parametric

instruction. There are also buttons to navigate through the program, to select an

instruction following either the successful or failed execution of the current instruc-

tion.

When a program has been executed, the list of instructions differs slightly. All

the instructions are grayed out and are not interactive, and the buttons for paus-

ing and stopping the program are displayed. The instruction detail shows: The

type of the instruction (e.g. pick from feeder), the parameters (e.g. object type) and

transitions for success and failure.

The user is notified about the state of the system and the errors, as well as the

currently available actions, using a notification bar shown next to the front edge of

the table.

It is important for the user to know the state of the system, so for every detected

object an outline and ID are displayed (see fig. 8.3d). The type of the object is

displayed upon clicking on the outline. For the purpose of setting the parameters,

more information is shown, such as a polygon defining the area on the table, the

outline of the object showing the position for object placement, etc. The same is

also shown during the program execution, so the user knows in advance what

object the robot will work with.

Various dialogs exist which allows the user to specify additional information.

For instance, while programming an pick from feeder instruction, the user has to
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(a) User selects

instruction to

be set from list

(pick).

(b) Object type is

set by touching

its outline.

(c) Robot arm is

used to teach

detection posi-

tion.

(d) Dialog shows if

robot is able to

detect object in

feeder.

(e) User saves posi-

tion (confirma-

tion sound is

played).

(f) User selects

follow-up

instruction

(place).

(g) User adjusts

place pose by

dragging it on

the table.

(h) Another pose,

first one also

shown for

convenience.

(i) User tests pick

from feeder in-

struction.

(j) Test of place to

pose instruction.

Figure 8.4: An example of human-robot interaction during the experiment. In this case,

the user sets parameters for two pick from feeder instructions (one shown) and

consequent place to pose instructions (both shown). Then, instructions are tested.

Two input modalities are used: touch table and robot arm.

specify a pre-pose for object detection by manipulating the robot’s arm and then

confirming the position using a dialog. The pose is saved after pressing a button

corresponding to the arm used (see fig. 8.3c). The whole procedure is shown in

fig. 8.4 (a-e).

8.4.6 Known Limitations

The main input modality – touch foil – is prone to false readings when metal

objects are placed on it, which makes it unsuitable for certain industrial settings. In

the future, it might be replaced with or complemented by a vision-based approach

(e.g. one from [137]). 3D interaction is currently limited to the kinesthetic teaching

of positions, with no means for their later visualization.
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8.5 evaluation

In order to evaluate the proposed approach and to discover the main usability

issues of the early prototype, a user experience testing was carried out4. Prior to

the experiment itself, a pilot experiment with three subjects (faculty staff) took

place, which helped us to verify the functionality of the prototype and to create

the final experiment design.

As measures, we choose a combination of qualitative and quantitative data. Self-

reported data were obtained using a questionnaire consisting of the System Usabil-

ity Scale (SUS) [19], NASA Task Load Index (TLX) [50] in its raw form (simplified,

with a scale in the range [1..7]) and a custom questionnaire focusing on the specifics

of the system. We recorded the task completion times and the corresponding num-

ber of moderator interventions as quantitative data.

8.5.1 Experiment protocol

The experiment protocol consisted of four phases. None of the phases of the exper-

iment was time-limited. There were one moderator and one operator in a separate

room in charge of system monitoring, data recording, and WoZ (used solely to

simulate user activity recognition).

8.5.1.1 Introduction

At the beginning of the experiment, the participants signed an informed consent

form. They were told a story about a fictional SME producing wooden furniture:

“The company cannot afford a dedicated robot programmer, so it bought a collaborative robot

programmable by any ordinary skilled worker. The robot will serve as an assistant preparing

the parts for the workers who will do the assembly.” They were given information about

safety, the parts of the workspace (interactive table, robot, feeders with furniture

parts), and basic usage of the interface.

8.5.1.2 Training

The training phase consisted of three simple programs demonstrating the sup-

ported instructions. No specific product was assembled in this phase. The param-

eters of each program were first set by the participant and then the program was

executed. During the execution, errors (e.g. a missing object) were intentionally

invoked in order to gain familiarity with the error resolution dialog. In this phase,

the moderator proactively helped the participants to complete the tasks and an-

4 Overview of the experiment: https://youtu.be/cQqNLy6mE8w.

https://youtu.be/cQqNLy6mE8w
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swered all the questions. A short practice of the think-aloud protocol followed.

After that, the participants were told to set the parameters of those three programs

independently while thinking aloud.

8.5.1.3 Main task

The assembly process of a target product (a small stool) was explained and the par-

ticipants assembled it manually. Next, the structure of the corresponding program

and the expected workflow were explained.

After the questions were answered, the participants started working. When fin-

ished, they started the program and collaborated with the robot on the task of

producing a stool. Two stools were produced and the participants were told that

there was a demand to adapt a product - to produce a higher stool. After the

parameters of the program had been adapted, they produced one more.

8.5.1.4 Feedback

After finishing the tasks, an open discussion took place. The participants were

asked for their impressions, additional questions, etc. Then, they were asked to fill

in the questionnaire.

8.5.2 Stool assembly

The intended workflow of the main task is that the user does the assembly while

the robot prepares the parts needed in the next steps “on background”. The pro-

gram is divided into three blocks (see fig. 8.5). Blocks 1 and 2 have the same

structure and serve to prepare the parts for the sides of the stool (two legs, two

connecting parts, application of glue). The purpose of two blocks is that the user

might set parts within one block to be supplied from e.g. the left feeder and in the

other block from the right feeder. Block 3 serves to prepare the connecting parts

for the final assembly of the sides of the stool.

8.5.3 Participants

In cooperation with an industrial partner (ABB Brno), six regular shop-floor work-

ers of various ages, genders and technical backgrounds were selected (out of 27

volunteers) to take part in our study. These participants will be labeled as Partici-

pants A, B, C, D, E and F. Five of them work in quality control; one (E) works as a

mechanic. The demographic data of the participants can be seen in table 8.1.
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Block 3
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Side 1

Block 2
Side 2

Step 1
WAIT UNTIL USER FINISHES

Step 2
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PLACE TO POSE

 from step 2

Step 4
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copy of step 2

Step 5
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WAIT UNTIL USER FINISHES
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 from step 2
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PICK FROM FEEDER

copy of step 2
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Step 9
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Step 10
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to 2 poses

Step 11
GET READY

Program end

Program start

Figure 8.5: Stool production program. The green edges represent on_success transition,

while the red ones represent on_failure. The grey edges show dependencies.

In the case of apply glue, there is a loop. The robot applies glue to one object

in a specified area. If an object is found, the program flow continues to the

on_success instruction - it tries to apply glue to another object. If there is no

object without glue applied, the flow continues to on_failure (next instruction).

8.6 results

The section provides results of the experiment.

8.6.1 Qualitative and quantitative data

table 8.2 shows the results per participant. The mean time to complete the main

task was 2711 s (SD 620 s) with 11.7 (SD 6.7) moderator interventions. The main

task consisted of setting the following instructions: 5x pick from feeder (2 param-

eters), 12x place to pose (1 parameter), 2x apply glue (4 parameters), resulting in

settings of 30 parameters in total. The mean time for program adaptation task was
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part. gender age education experience with robots
attitude towards

new technology

A F 57 vocational (technical) none skeptical

B M 46 secondary (technical) seen robot at least once neutral

C F 27 secondary (economics) none neutral

D M 33 secondary (technical) seen robot at least once early adopter

E M 24 secondary (technical)

works on workplace

with robots

but not next to them

neutral

F M 34 undergraduate (technical) none skeptical

Table 8.1: Demographic data of the participants.

1053 s (SD 215 s). It consisted of setting: 2x pick from feeder, 2x apply glue, and op-

tionally, adjustment of place poses (based on previously set poses), resulting in at

least 12 parameters in total. These times include the delays caused by system errors

(unreliable object detection, unstable manipulation pipeline, etc.). The mean SUS

rating was 75.8 (SD 8.9), while for comparison, the system from [59] was scored

66.75 (SD 16.95). The mean TLX was 33.3 (SD 8.8).

From the custom questions (see table 8.3) it seems that the participants in general

liked interacting with the system and felt safe; however, they were confused from

time to time. However, during the experiment, in most cases it was enough to tell

them to check the notification area and they were able to continue afterwards.

8.6.2 Programming

Observation of the users has shown that the current visualization of the robot pro-

gram is probably not sufficient, as it often took considerable time to realize what

was currently being programmed, especially for the case of repeating sequences of

program items (e.g. pick from feeder, place to pose, pick from feeder, place to pose). Not

fully consistent terminology (e.g. program instruction was sometimes referred to

as item and sometimes as step) may have contributed to this. Probably because of

the similar appearance, for some participants it was difficult at the beginning to

distinguish between a program block and a program instruction.

Probably the most common issue during programming was the participant for-

getting to press the Edit button in order to switch from the view-only mode to the

parameter settings mode for the selected instruction. The participants often tried

to adjust for example place pose and were confused as to why it was impossible.

Also, it was often unclear that it is only possible to execute individual instructions.
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Initially, two participants thought that the instructions (displayed in the program

visualization) were for them, so they should perform e.g. pick from feeder. One par-

ticipant asked if there are also assembly instructions for the workers.

There have been cases where the user accidentally changed the selected object

type. Despite the fact that this was covered during training, some of the partici-

pants thought that the object type is selected when they put an object of that type

on the table. It seems that although the objects of a selected type were highlighted

differently (with a green outline), most of the participants only guessed what type

was selected, or rather, checked it in the program visualization where the informa-

tion was in textual form.

8.6.3 Individual instructions

8.6.3.1 Pick from feeder

Participants were often confused, as it was required to select the object type on

the table and then to use a robot arm to set the pose enabling the detection of

parts in the feeder. We noticed cases where the participant tried to select an object

by knocking on it (instead of clicking on its outline), both on the object on the

table and in the feeder. The participants commonly skipped the object selection,

grabbed the robot arm and tried to set the pose, even above the object on the table,

despite the fack that they were learning picking from feeder. After pressing Edit,

dialog buttons for saving the arm pose (grayed-out at the time) were sometimes

used “to select arm” before any other interaction. Most users took a new part from

the feeder and put it on the table when they needed to select the object type even

though there were already objects of that type that could have been used for this

purpose. When adapting the program, it happened twice, that the participant by

mistake set the position for the other feeder (e.g. the instruction originally used

the left feeder, and they switched to the right one). This would mean that the robot

would not be able later to place the object, as the following place pose (on the

opposite side of the table) would be out of its reach.

8.6.3.2 Place to pose

Common sources of problems were unreachable place poses, or place poses too

close to each other, which prevented the robot from placing parts successfully. The

only possibility was to find out by trial and error. For all the participants, it was

difficult initially to handle separated translation (by dragging) and rotation (using

a pivot point). Some of them intuitively attempted to use multi-touch gestures

(not supported by the interface thus far), including one participant who does not

own any touch devices. Although the initial position of the place pose was in the
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middle of the table, some participants had trouble finding it, especially if there

were many objects around. Some of them tried to drag the outline of a detected

object or even placed an object into the outline of the place pose. Visualization

of the place poses from other instructions (differentiated by a dotted line and a

corresponding instruction number) were confused a few times with the current

place pose and the users tried to move them.

For successful collaboration with the robot, it was necessary to organize the

workspace so that the robot could prepare the parts for the next steps, while the

user did the assembly. Only Participant B explicitly thought about organization of

the workspace. The others had minor problems with it or required help. Participant

C placed the parts in a very chaotic way. The participants were explicitly told

during training that they may move widgets (e.g. program visualization) across

the table; however, most of them did not use it and rather adjusted the place poses

so that they did not collide with the widget.

8.6.3.3 Glue application

The most common issues were object type selection (attempts to select using the

robot’s arm) and difficulties with the number of actually stored poses (shown tex-

tually). The fact that it is necessary to store required poses only with regard to the

one object and the fact that the robot will do it in the same way for other objects

in a given area was also generally unclear.

8.6.4 Program execution

During the program execution, errors occurred relatively often, especially when

the robot tried to place an object; erroneous detection prevented it from doing so.

In the event of an error, a dialog appeared and sound was played. Most issues were

solved just by pressing the Try again button. The participants were explicitly told to

pay attention to errors. Some of the participants reacted immediately, others after

some time and one seemed to ignore the errors and had to be told to solve them.

Once in a while it was necessary to warn a participant that he or she was blocking

the robot by occupying part of the table where the robot was meant to place parts.

8.6.5 General findings

No one complained about imperfections of the projection (shadows, inaccurate

registration), low readability of the text, interface response times, etc. Each partic-

ipant had an issue at least once with a non-touchable margin of the interactive

table, which was not indicated by the projected interface. There were also issues
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Measure A B C D E F

System Usability Scale 87.5 67.5 77.5 75.0 85.0 62.5

Simplified TLX 25.0 33.3 30.6 22.2 41.7 47.2

time to set program (s) 3849 3025 2618 2217 2661 1897

interventions 21 7 20 12 6 4

time to adapt program (s) 1088 1447 1118 958 738 968

interventions 11 4 12 2 2 2

Table 8.2: Qualitative measures, task completion times (stool program) and number of

moderator interventions (including answering questions).

Statement A B C D E F

Collaboration was effective. 5 4 5 5 4 4

I felt safe. 4 5 5 5 5 5

Robot motions were uncomfortable. 2 1 1 1 1 1

It was easy to see what the robot was about to do. 4 5 5 4 4 2

The robot hindered me at work. 1 2 1 1 1 1

I watched every movement of the robot. 3 1 2 3 4 2

Learning the robot using its arm was intuitive. 4 4 5 5 5 4

Learning the robot using the interactive table was intuitive. 4 4 5 5 5 3

Interactive table shows all necessary information. 5 2 5 5 5 4

Sometimes I did not know what to do. 5 5 4 2 4 4

Table 8.3: custom questionnaire, 1 - totally disagree, 5 - totally agree

with pressing the buttons twice, where user tried, for example, to select an instruc-

tion which was immediately unselected. While inactive buttons were grayed out,

most users tried to press them anyway when they thought they should work.

With many objects on the table or during the stool assembly, there was consid-

erable visual clutter. Interestingly, no one mentioned it. Difficulties with moving

interface elements (e.g. place pose) across longer distances were observed, espe-

cially if there were many objects on the table. Again, no one complained or asked

if there was an alternative method to dragging.

As a complementary modality, there were sounds (confirmation, warning, error).

Only Participant B explicitly appreciated it.

Regarding safety, only Participant A once noted that a particular movement was

probably not safe. No one used the emergency stop button.
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8.7 conclusions

In this work, we targeted problems of the existing solutions in the area of interac-

tion between the human workers and the industrial collaborative robots, particu-

larly in the context of programming robots in SMEs. The proposed and tested inter-

action system is an attempt to reduce the mental demands and attention switching

by centering all interaction elements in the shared workspace. This is achieved

by the interactive SAR (combination of projection and a touch-enabled table) and

kinesthetic teaching. Non-expert users program a robot on a high level of abstrac-

tion, and work within the task context, free of any additional external devices and

with immediate visual feedback.

The conducted user experience tests proved the potential of our concept when

all six regular shop-floor workers were able to program the robot to prepare parts

for a stool assembly, to collaborate with the robot, and to adapt the program for

an alternative product within a reasonable time.

During the experiment, no fundamental issues forcing us to reconsider the ap-

proach were found. However, the task state awareness in particular has to be im-

proved as well as support for the workspace layout. The participants rated the

system positively despite a number of minor usability issues and system errors

caused by its experimental nature.

In addition to the revision of the interface to solve the usability issues, we plan

to investigate multi-touch support, group operations, intelligent placement of user

interface elements, and visualization of robot reachability.
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9
D I S C U S S I O N A N D C O N C L U S I O N S

9.1 achievement of research objectives

The research objectives were formulated in order to gain support for the claimed

research statement. The following sections provide overview on how each research

objective was fulfilled.

1. Define an integrative method for close human-robot interaction.

Based on the current state of the art, a novel method has been proposed. The

method combines various already existing approaches in an original and previ-

ously unpublished way and provides a solid basis for design of advanced user

interfaces. The method is specifically intended to allow non-expert users to accom-

plish non-trivial tasks within the use cases of remote operation of assistive robots

and collaboration with industrial robots. It is sufficiently general, which allows

application to other use cases; however, this remains as a challenge for the future

work.

2. Apply the method within the contexts of interest.

The method was applied to the design of two user interfaces: the interface for

remote operation of assistive service robots and the interface for collaborative in-

dustrial robots. For each application, it was necessary to take into account specifics

of the use case, e.g. remote operation in one case and collocated interaction in the

other. Despite this, all the key characteristics of the method were used.

3. Investigate if and how underlying autonomy could support human-robot interaction

Both developed interfaces heavily rely on an underlying autonomy, or other robot-

integrated capabilities. For instance, the interface described in Chapter 5 uses con-

tinuously updated 3D model of the environment helping to overcome narrow field

of view of the robot’s main 3D sensor. Interface with visualization of global 3D

mapping showed a clear temporal advantage for certain search and navigation

tasks. Within the interface, both teleoperation as well as telemanipulation relies

89



90 discussion and conclusions

on integrated motion planning and collision avoidance in order to lower user’s

cognitive load.

The interface for robot programming (see Chapter 8) uses robot cognitive capa-

bilities (ability to detect objects in its workspace) and on the fly motion planning to

simplify process of programming as well as provide aid during task collaboration.

Although the influence of underlying autonomy usage was not investigated ex-

plicitly, both interfaces were successful (in the sense that users were able to solve

tasks relatively easily and rated the interfaces positively) and therefore it could be

concluded that utilization of underlying autonomy leads to improved HRI.

4. Investigate what modalities are appropriate for convenient interaction

The user preference of different modalities considering a variable amount of (syn-

thetically induced) interaction errors for setting the most common parameters in

industrial robot programming use case was the main focus of the research paper

which is included as Chapter 6. From five input modalities, gestures and the touch

sensitive table were the two most preferred ones. The gesture-based control was

used for some preliminary experiments (see Chapter 7).

The touch sensitive table was later integrated into a fully functional prototype

of interactive shared workspace. During the prototype evaluation, some specific

usability issues related to the touch-sensitive table modality were identified (see

Chapter 8) and should be taken into account for future designs. The prototype

used SAR for visualization (output modality) and together with the touch-sensitive

table formed the ISAR interface, which was rated as highly intuitive.

Interaction modalities were also considered when designing the teleoperation

interface for semi-autonomous assistive robot (see Chapter 5), where the 3D mouse

was selected as a suitable device for given tasks: teleoperation and setting the

desired end effector pose. A non-linear transformation was applied to data from

the 3D mouse to allow precise as well as fast movements. Further, control was

adjusted according to the current 3D scene viewpoint (user’s perspective) to make

interaction more intuitive.

5. Investigate how the joint task should be presented to make it comprehensive and how to

support situation awareness

Within the assistive robot use case, there is actually no exact procedure to be fol-

lowed as the way of solving the problem depends on the operator’s decision, who

can use various tools according to personal preference and the problem at the hand.

The interface is built upon ecological approach enabling the operator to directly
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infer possible actions from visualization of the environment. When the sub-task re-

quires specific steps to be carried out, the interface provides textual guidance and

automatically switches to proper visualization according to the task state. For ana-

logical use cases, providing an operator with freedom to choose suitable approach

and tools seems appropriate in order to maximize benefit from usage of operator’s

cognitive abilities.

On the other hand, interaction within the industrial use case could be strictly

limited to the exact order of steps, e.g. given by technological process or limita-

tions. For this case, task representation internally based on ROS messages and

visualization based on ISAR has been developed. Moreover, the same interface al-

lows both visualization of the task progress during its execution as well as setting

of parameters for individual instructions. The program visualization is designed in

a way that it provides context to the current instruction in a form of showing also

previous and following instruction. In order to improve the situation awareness,

there are short textual notifications and visualization of robot intentions where e.g.

an object to be manipulated is highlighted.

6. Evaluate the method-based interfaces with non-expert users.

The interface for remote operation of assistive robots was thoroughly evaluated

within the SRS project. The interface was tested out by a 81 non-expert users in

total, both under simulation and within the real conditions. Some first evaluations

served to figure out usability problems and to refine the interface. Later, two larger

studies with more specific research questions were carried out: one was focused on

comparing two modes of 3D environment visualization for solving remote naviga-

tion problems and the other one on potential utility of stereoscopic visualization

for solving remote manipulation problems. In both studies, the tasks were realistic

and far from trivial. Despite that, all users were able to finish all tasks and also the

qualitative measures obtained were encouraging.

The interface for industrial robots allows non-expert users to program the robot

and to collaborate with it on non-trivial tasks – it was evaluated on task consist-

ing of 32 instructions with 30 parameters to be set in total. However, there are

still some unsolved usability issues left for the future work. Although all users

were able to solve the tasks, at least 4 moderator’s interventions were required

during setting program parameters and 2 during program adaptation task, which

indicates potential for improvement.
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9.2 conclusions

There exist various solutions for HRI; however, many of them are not suitable for

non-expert users, are constrained to basic tasks only or does not deal with close

interaction. At the same time, robots are becoming more and more complex as their

functionality and abilities to sense are expanding. There is a great challenge on how

to utilize those features to maximize benefit for the human-robot team, whether

it is a worker and its robotic collaborator in a factory or an assistive service robot

helping an elderly person at home and its remote operator. Within this thesis, the

central idea on how to face this challenge is formulated as the thesis statement. The

specific approach supporting the statement was found by fulfilling the research

objectives.

The selected direction of the research within this thesis was to realize a task-

centered interaction. In other words, to embed the interface into the task-space,

which is possible e.g. by using a mixed-reality approach. The method defined by

several key characteristics was formulated. Two different user interface designs for

two different use cases were implemented and evaluated with non-expert users,

who were (without excessive training) able to achieve non-trivial tasks. Successful

evaluation of the two implemented interfaces within different use cases and under

different conditions (robot, environment, spatially co-located / remote interaction)

indicates potential of the method as well as solid support for the thesis statement.

The defined key characteristics may be seen as guidelines for design of forthcoming

user interfaces.

9.3 future work

In the follow up research, I will mainly focus on interaction with collaborative

industrial robots, as currently, this context seems to have a higher potential for

real-world applications compared to the context of assistive service robots. In par-

ticular, I will focus on improved task understanding and awareness, which is of

great importance for complex collaborative tasks. It would be interesting to inves-

tigate if and how the ISAR approach could be combined with another mixed-reality

approaches as head-mounted displays and how it could be extended to non-flat

surfaces.

Another direction of research will be to investigate if and how the proposed

method could be extended in order to make HRI adaptable according to the cur-

rent internal state of a user. For instance, measurement of a user’s physiological

state as heart rate could improve HRI by allowing the system to react on estimated

cognitive workload of a user. Also, as all evaluations so far happened under highly
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controlled laboratory conditions (which might be seen as limitation of the con-

ducted research), it would be desirable to carry out an out of the lab experiment,

preferably a long-term one, to gain more insight into potential technical and us-

ability issues, under the real conditions.

Naturally, the long-term goal is to bring the results of the research into a real-

world applications, thereby help to accelerate adoption of collaborative robots, im-

prove working conditions of workers and finally, to contribute to the peaceful fu-

ture relationships between humans and robots in general.
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