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A B S T R A C T 

Recent years b r o u g h t a g r o w i n g t rend of d e p l o y i n g robots i n nove l appl icat ions 

where they are not o n l y s u p p o s e d to co-exist w i t h a n d w o r k next to h u m a n s but 

to actual ly closely collaborate w i t h t h e m o n shared c o m p l e x tasks. Capabi l i t i es of 

the robotic systems need to be substantial ly e x p a n d e d i n order to make the close, 

r i c h as w e l l as na tura l h u m a n - r o b o t interact ion possible . Indeed, the interact ion 

w i l l not o n l y h a p p e n between caged robots a n d h i g h l y spec ia l ized experts a n y 

more . M o r e a n d more often, it w i l l interconnect safe a n d interactive robots w i t h 

non-expert users w i t h var ious b a c k g r o u n d . Consequent ly , the a m a z i n g l y c o m p l e x 

machines , that the current robots are, w i l l become even more complex . This poses 

further challenges for the d e s i g n of their user interfaces. 

The objective of this thesis is to research a n d develop solut ions for the close 

interact ion between non-expert users a n d c o m p l e x robots. The research was done 

i n two different contexts: assistive service a n d i n d u s t r i a l col laborative robots. A l ­

t h o u g h these two d o m a i n s have diverse requirements , related concepts c o u l d be 

used w h e n d e s i g n i n g the h u m a n - r o b o t interaction. To cope w i t h l imi ta t ions of the 

current approaches, a n o v e l m e t h o d for task-centered interact ion has been p r o ­

posed. The most impor tant aspects of the m e t h o d are the u t i l i z a t i o n of m i x e d 

reality a n d robot- integrated capabil i t ies , c o m m u n i c a t i o n of the robot 's inner state, 

context sensit ivity, a n d usage of task-appropriate modal i t ies . For each of the two 

m e n t i o n e d d o m a i n s , a user interface was des igned a n d i m p l e m e n t e d . B o t h inter­

faces were successful ly evaluated w i t h non-expert users, w h o were able to carry 

out n o n - t r i v i a l tasks i n cooperat ion w i t h a robot. The reported evaluat ion prov id es 

an evidence that the rea l ized m e t h o d s igni f icant ly improves the close h u m a n - r o b o t 

interact ion, w h i c h h a d not been entirely possible w i t h p r e v i o u s approaches. The 

method 's key characteristics p r o v i d e guide l ines for n e w designs of next user inter­

faces i n the collaborative robotics. 

K E Y W O R D S 

H u m a n - r o b o t interact ion; teleoperation; remote m a n i p u l a t i o n ; col l laborative 

robots; s i m p l i f i e d p r o g r a m m i n g . 
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A B S T R A K T 

Poslední r o k y přinesly rostoucí t rend nasazení robotů v nových aplikacích, k d e 

se o d n i c h očekává nejen práce vedle lidí, ale skutečná spolupráce n a společných 

komplexních úlohách. K umožnění blízké, bohaté a přirozené interakce člověka 

s robotem, b u d e nutné podstatně rozšířit schopnost i současných robotických 

systémů. Dále již nebude docházet k interakci jen m e z i roboty v bezpečnost­

ních klecích a experty n a jejich programování . Stále častěji b u d o u interagovat 

s bezpečnými spolupracujícími roboty uživatelé bez odborných znalostí z oblast i 

robot iky, s různorodým vzděláním a zkušenostmi. Úžasně složitá zařízení, kterými 

dnešní robot i j sou, se tak s tanou ještě složitějšími, což představuje zásadní výzvu 

pro návrh jejich uživatelských rozhraní. 

Cí lem této práce je z k o u m a t a v y v i n o u t řešení umožňujíc í bl ízkou interakci m e z i 

neodbornými uživateli a komplexními roboty. V ý z k u m b y l zaměřen na dvě oblast i 

robot iky : asistenční servisní a průmyslové spolupracující roboty. Ačkoliv se tyto 

dvě oblast i vyznačují odlišnými požadavky, p r o návrh interakce m e z i člověkem 

a robotem je možné použít podobné pr inc ipy . N e d o s t a t k y stávajících přístupů j sou 

řešeny návrhem nové m e t o d y p r o úlohově zaměřenou interakci . Nejvýznamější 

aspekty m e t o d y j sou využití smíšené reality, autonomních funkcí robota, k o m u ­

nikace vnitřního s tavu robota, kontextová cit l ivost a použití m o d a l i t vhodných 

pro d a n o u úlohu. P r o obě oblast i zaměření v ý z k u m u b y l o n a základě m e t o d y 

navrženo a implementováno uživatelské rozhraní. Obě rozhraní b y l a úspěšně 

ověřena s neodbornými uživateli, kteří díky n i m b y l i s c h o p n i úspěšně spolupraco­

vat s robotem n a složitých úlohách. Publikovaná ověření rozhraní prokazují , že re­

alizovaná metoda významně zlepšuje bl ízkou interakci m e z i člověkem a robotem, 

která s dosavadními přístupy nebyla plně dosažitelná. Klíčové aspekty m e t o d y 

představují vodítko p r o návrh uživatelských rozhraní v oblast i spolupracujících 

robotů. 

K L Í Č O V Á S L O V A 

Interakce člověka s robotem; teleoperace; vzdálená m a n i p u l a c e ; spolupracující 

robot i ; z jednodušené programování. 
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M O T I V A T I O N A N D B A C K G R O U N D 

An automated machine that does just one thing is not a 

robot. It is simply automation. A robot should have the 

capability of handling a range of jobs at a factory. 

— Joseph Engelberger 

A close, face to " face" h u m a n - r o b o t interact ion has been so far more topic 

of research or science-fiction than someth ing that actual ly happens i n everyday 

life ( w i t h except ion of robotic v a c u u m maintenance) . A p p a r e n t l y , this w i l l change 

sooner or later as robots for var ious appl icat ions are gett ing more affordable a n d 

h u m a n labor tends to be more expensive. First , a close interact ion between h u m a n s 

a n d robots w i l l become more frequent i n industry , w h e r e caged robots are b e i n g 

replaced by col laborative ones. A s the robots w i l l move out of the cages, they w i l l 

w o r k a longside h u m a n workers . Then , t rend towards h u m a n s a n d robots c losely 

col laborat ing o n the same task c o u l d be expected i n order to increase product iv i ty . 

To enable s u c h close co l laborat ion a n d m a i n t a i n safety, a r i c h h u m a n - r o b o t interac­

t ion w i l l be inevitable . A t the same t ime, service robots w i l l more a n d more often 

come to contact w i t h people i n hospitals , ins t i tut ional care facilit ies a n d prospec­

t ively also i n pr ivate households . W h a t have i n d u s t r i a l robots i n c o m m o n w i t h 

service robots? There m u s t be some interface a l l o w i n g h u m a n users interact w i t h 

them: to check their state, give t h e m goals, v i s u a l i z e robot intentions, etc. In gen­

eral, i n b o t h contexts it has to be a s s u m e d that the users are general p u b l i c , major­

i ty of t h e m w i l l not be roboticians or p r o g r a m m e r s a n d the future interface d e s i g n 

has to respect this. 

1.1 O R G A N I Z A T I O N O F T H E T H E S I S 

The thesis i n f o r m of col lect ion of p u b l i s h e d articles is o r g a n i z e d as fo l lows . This 

chapter p r ov ides d e f i n i t i o n of the basic f r a m e w o r k of this thesis as w e l l as m o t i v a ­

t ion a n d just i f icat ion for the conducted research. C h a p t e r 2 formulates the thesis 

statement, the related objectives a n d presents the achieved contr ibut ions . A gen­

eral state of the art o v e r v i e w is g i v e n w i t h i n Chapter 3. Despi te o v e r v i e w of the 

academic solut ions , also c o m m e r c i a l l y available ones are i n c l u d e d . A more specific 

overviews of (academic) state of the art c o u l d be f o u n d w i t h i n the respective sec­

tions of the i n c l u d e d papers . Based o n the current state of the art, a n o v e l m e t h o d 



2 M O T I V A T I O N A N D B A C K G R O U N D 

Figure 1.1: Elderly person being served by the SRS robot within user tests i n a laboratory 

imitating home environment (credit: http://srs-project.eu/milan_test_may) 

for h u m a n - r o b o t task-centered interact ion is p r o p o s e d i n C h a p t e r 4. Chapters 5 

to 8 are p r e v i o u s l y p u b l i s h e d research papers . Chapter 9 concludes this w o r k . 

1.2 S C O P E O F T H E T H E S I S 

The scope of this w o r k fo l lows the two m a i n projects i n w h i c h I was i n v o l v e d 

d u r i n g m y P h . D . studies. 

The first project was SRS 1. It was focused o n development of user interfaces for 

semi-autonomous personal care robot, h e l p i n g e lder ly people to l ife i n d e p e n d e n t l y 

at h o m e as l o n g as possible (see F igure 1.1). Specifically, I w o r k e d o n user interface 

for teleoperation of the robot i n cases, w h e r e it c o u l d not handle part icular act ion 

autonomously . 

The second project is Col laborat ive robot 2.0: c o g n i t i o n of the w o r k environment , 

augmented real i ty-based user interface, s i m p l e d e p l o y m e n t a n d reconf igura t ion 2 . 

G o a l of the project is to come-up w i t h n o v e l solut ions for col laborative robots, 

to s i m p l i f y their d e p l o y m e n t i n s m a l l a n d m e d i u m - s i z e d enterprises (SME). I ' m 

research leader of this project a n d m y m a i n responsib i l i ty is a des ign , i m p l e m e n t a ­

t ion a n d testing of a projected user interface (see F igure 1.2). 

1 EU-7FP-IST - Seventh Research Framework Programme, 7E12056, 247772, 2011-2013, http://srs-
project.eu. 

2 Funded by Technology Agency of the Czech Republic, project code TJ01000352, duration from 2017-

09-01 to 2019-08-31. 

http://srs-project.eu/milan_test_may
http://srs-
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Figure 1.2: The user programs a table-top robot to perform a pick and place task. 

In either case, methodologies or i g i n a t i n g f r o m h u m a n - c o m p u t e r interact ion 

(HO) were used to d e s i g n a n d evaluate interfaces. Moreover , b o t h cases are l i n k e d 

by focus o n non-expert users, w h e r e interact ion was des igned i n order to take as 

m u c h advantage as possible f r o m robot- integrated capabil i t ies as e.g. sensing of 

the env i ronment a n d m o t i o n p l a n n i n g . 

The f o l l o w i n g sections p r o v i d e a brief o v e r v i e w of the past a n d present direc­

tions i n the f ie ld of h u m a n - r o b o t interact ion (HRl) research (Section 1.3), intro­

d u c t i o n into specifics of personal service robots (Section 1.4), col laborative i n d u s ­

tr ial robots (Section 1.5) a n d the chapter is c losed b y a s u m m a r y w i t h respect to 

the scope of this thesis (Section 1.6). The b o t h Sections 1.4 a n d 1.5 also p r o v i d e 

overv iew of the past research projects i n the respective area of interest. The p u r ­

pose of this o v e r v i e w is to p r o v i d e a n insight into the broader context of recent 

activities w i t h i n the f i e ld a n d just i f icat ion of the selected research topics. 

1.3 H U M A N - R O B O T I N T E R A C T I O N 

The HRI is a n in terd i sc ip l inary research d o m a i n or i g i n a t i n g f r o m h u m a n - m a c h i n e 

interact ion (HMl) a n d HCI f ields. A c c o r d i n g to the d e f i n i t i o n (based o n usabi l i ty 

research) f r o m [45] it is "afield of study dedicated to understanding, designing, and eval­

uating robotic systems for use by or with humans", w h i l e its p r o b l e m is "to understand 

and shape the interactions between one or more humans and one or more robots". Broader 

def in i t ion w a s stated i n [29]: "HRI is the science of studying people's behaviour and atti­

tudes towards robots in relationship to the physical, technological and interactive features 

of the robots, with the goal to develop robots that facilitate the emergence of human-robot 

interactions that are at the same time efficient (according to the original requirements of 

their envisaged area of use), but are also acceptable to people, and meet the social and emo-
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tional needs of their individual users as well as respecting human values". A s it turns out 

f r o m def ini t ions , inherent part of HRI is d e s i g n of robots. N a t u r a l l y , robots have to 

more or less (based o n their appl icat ion) interact w i t h h u m a n s so, there has to be 

some user interface to m e d i a t i n g this interact ion. 

In this thesis, the scope w i l l be l i m i t e d to the d e s i g n of robot interfaces, i n par­

t icular for persona l service robots a n d for collaborative i n d u s t r i a l robots. Those 

types of robots are u s u a l l y incred ib ly c o m p l e x machines . M a c h i n e s based o n so­

phist icated h a r d w a r e a n d w i t h c o n t i n u o u s l y i m p r o v i n g a n d e x p a n d i n g capabil i t ies . 

A l t h o u g h robots does not posses general art i f ic ia l intel l igence (Al) yet, a n y w a y it 

m i g h t be h i g h l y di f f icul t to unders tand their inner state, to predic t their actions, 

to u n d e r s t a n d w h a t a n d h o w they perceive [134]. C o m m u n i c a t i n g robot 's inner 

state to the user c o u l d be seen as one of the m a i n challenges i n d e s i g n of user 

interface (Ul). A s robots are u s u a l l y not w o r k i n g a l l the t ime i n a f u l l y stand-alone 

m o d e , there is also need to direct their activity, i n another w o r d s , to set t h e m goals 

or to coordinate the joint task between the h u m a n a n d the robot. 

Prev ious ly , a lot of research was focused o n teleoperation of robots as at the t ime, 

use cases w h e r e direct (face to face) or close HRI c o u l d occur were h i g h l y l i m i t e d as 

service robots were n o n existent a n d i n the industry , robots were strictly separated 

f r o m h u m a n s 3 . W i t h emergence of safe i n d u s t r i a l robots (e.g. UR5 b y U n i v e r s a l 

Robots i n 2008) as w e l l as research service robots (e.g. PR2 f r o m W i l l o w Garage i n 

2010), more effort was p u t into research of the close HRI. 

For a n interface to be funct iona l (and bidirect ional ) , there has to be at least 

o n i n p u t a n d one o u t p u t modal i ty . Tradit ional ly , the o u t p u t m o d a l i t y u s e d to be 

m a i n l y a computer screen. W i t h i n the context of teleoperated robots, a n ecologi­

cal a p p r o a c h to UI d e s i g n ga ined signif icant p o p u l a r i t y [95] w i t h its m a i n benefit 

of i m p r o v e d s i tuat ional awareness over " t r a d i t i o n a l " (2D v ideo) interfaces. Input 

modal i t ies tend to be mouse , k e y b o a r d or joystick. Recently, m a n y less t radi t ional 

modal i t ies were invest igated as var ious controllers (3D mouse , inert ia l measure­

ment u n i t ( iMU)-based devices), stereoscopic d i sp lays , v i r t u a l real i ty (VR), etc. To 

enable closer interact ion w i t h i n the context of col laborative robots, it is inevitable 

for the robot to perceive its env i ronment a n d especial ly its h u m a n partner: h is/her 

pos i t ion , activity, or intentions. 

1.4 P E R S O N A L S E R V I C E R O B O T S 

The t e r m service robot is according to the International O r g a n i z a t i o n for Standard­

i z a t i o n (ISO) s tandard 13586 de f ined as "robot that performs useful tasks for humans or 

equipment excluding industrial automation applications" [62]. C u r r e n t spread of service 

3 For good reasons, see i.e. h t t p s : / / e n . w i k i p e d i a . o r g / w i k i / R o b e r t _ W i l l i a m s _ ( r o b o t _ f a t a l i t y ) 

https://en.wikipedia.org/wiki/Robert_Williams_(
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robot W i l l o w Garage PR2 SoftBank Robotics 

Pepper 

Fraunhofer Institute 

for M a n u f a c t u r i n g 

Care -O-Bot 4 

introduced 2010 2014 2015 

purpose general research 

p l a t f o r m 

interactive recep­

tionist , research 

p l a t f o r m 

"basis for commer­

c ia l service robot so­

l u t i o n s " 

price $400,000 $1,931 N A 

DoF 20 20 29 

safety l i m i t e d force, w i r e ­

less e-stop 

l i m i t e d force, par­

t ia l ly soft cover 

safety lasers 

features inherent ly safe h a r d ­

ware d e s i g n 

out of the b o x 

funct ional i ty , ap­

pl icat ions , e m o t i o n 

recogni t ion 

m o d u l a r d e s i g n 

Table 1.1: Overview of the selected personal service robots. 

robots inc ludes : logistics, care, telepresence, domest ic usage, security, agriculture , 

entertainment, etc. A p p l i c a t i o n s of the robots c o u l d be d i v i d e d into the two m a i n 

categories: profess ional a n d personal . Th is w o r k focuses o n the second one, more 

specif ical ly o n personal care robots w i t h n a v i g a t i o n a n d m a n i p u l a t i o n capabil i t ies . 

However , there is current ly n o s u c h robot available o n the consumer m a r k e t 4 a l ­

t h o u g h the ISO standard d e f i n i n g safety requirements of s u c h robots is available 

since 2014 [61 p . There exist several p la t forms for research a n d development (see 

Table 1.1 for comparison) . 

In the near future, a d o p t i o n of the service robots is expected to rise - according 

to the International Federat ion of Robotics (IFR), sales i n the segment are g o i n g to 

rise 20-25 % i n the p e r i o d 2018-20206. It is also est imated that b y the e n d of 2019, 

u p to 31 m i l l i o n domest ic h o u s e h o l d a n d 11 m i l l i o n entertainment a n d leisure 

robots w i l l be d e p l o y e d 7 . Those forecasts just i fy importance of research i n the f ie ld 

of close HRI. 

4 Few so-called companion robots are available as e.g. Paro, or mobile robots without manipulation 
capabilities as e.g. KOMPAI. 

5 It concerns: physical assistant robots, mobile servant robots, and person carrier robots. 

6 https:/ /ifr.org/ifr-press-releases/news/why-service-robots-are-booming-worldwide 

7 https:/ /ifr.org/ifr-press-releases/news/31-million-robots-helping-in-households-worldwide-by-
2019 
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1.4.1 Recen t projects 

R 4 H 8 (2011-present) started as the j o i n project between W i l l o w Garage , Heal thcare 

Robotics L a b at G e o r g i a Tech a n d H e n r y Evans , a stroke s u r v i v o r w h o is n o w mute 

quadr ip leg ic . D u r i n g the project, var ious exper imenta l user interfaces were devel ­

o p e d to s u p p o r t d a i l y l i v i n g activit ies, i n c l u d i n g interface to contro l PR2 robot as 

a b o d y surrogate [24]. The development is based o n user-centered d e s i g n m e t h o d ­

o logy a n d encompasses f o l l o w i n g topics: assistance w i t h m a n i p u l a t i o n near the 

user 's body, assistance w i t h m a n i p u l a t i o n of objects i n the e n v i r o n m e n t a n d assis­

tance w i t h social interact ion. 

The A c c o m p a n y 9 project (2011-2014) was focused o n p r o v i d i n g s u p p o r t to e l ­

der ly persons to enable t h e m to l ive i n d e p e n d e n t l y at home. The c o m p a n i o n robot 

(Care-O-Bot 3) operated w i t h i n the intel l igent env i ronment (equipped w i t h sen­

sors). Three user interfaces were deve loped: tablet-based ( showing l ive camera 

stream f r o m the robot) a n d two hapt ic devices (to attract attention of the robot b y 

squeezing the device) . The project scope resembles i n some aspects the one of SRS 

project, w h i c h is i n more deta i l descr ibed i n Sect ion 5.1. 

The a p p r o a c h of the E N R I C H M E 1 0 project (2015-2018) was to s u p p o r t i n d e p e n ­

dent l i v i n g of people w i t h m i l d cognit ive i m p a i r m e n t s w i t h i n the assisted l i v i n g 

envi ronment e q u i p p e d w i t h sensors a n d R F I D tagged objects. The role of the robot 

( K o m p a i , Tiago) w a s a m o n g others to offer cognit ive games, r e m i n d medica t ion 

a n d he lp to f i n d objects. The HRI occurred t h r o u g h the robot -mounted touch screen 

p r o v i d i n g graphica l interface, speech recogni t ion a n d synthesis. 

1.5 C O L L A B O R A T I V E I N D U S T R I A L R O B O T S 

The t e r m i n d u s t r i a l robot is according to [62] de f ined as automatically controlled, re­

programmable, multipurpose manipulator, programmable in three or more axes, which can 

be either fixed in place or mobile for use in industrial automation applications a n d collab­

orative robot (often also referred to as cobot) as robot designed for direct interaction 

with a human. The Intelligent Ass is t Device ( IAD) 1 1 m a y be seen as a n alternative to 

cobot; however, it does not f u l f i l l the first one def in i t ion . 

8 Robots for humanity, http:/Zr4h.0rg, 

https: / / www.ted.com/talks/henry_evans_and_chad_jenkins_meet_the_robots_for_humanity. 

9 Acceptable robotiCs COMPanions for AgeiNg Years: http://rehabilitationrobotics.net/cms2/, use 
case demonstration: https://youtu.be/iCD9Gxz6qBw. 

l cEnabling Robot and assisted living environment for Independent Care and Health Monitoring of the 
Elderly, http://www.enrichme.eu/wordpress/. 

Gravi ty compensated manipulator for material handling and assembly operations. 

http://Zr4h.0rg
http://www.ted.com/
http://rehabilitationrobotics.net/cms2/
https://youtu.be/iCD9Gxz6qBw
http://www.enrichme.eu/wordpress/
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Tradit ional ly , i n mass p r o d u c t i o n the des i red state was a 100% au to mat io n i n 

order to m a x i m i z e benefits resul t ing f r o m the economics of scale. N o w a d a y s , mass 

p r o d u c t i o n evolves into mass c u s t o m i z a t i o n w h i c h is an inherent part of the Indus­

try 4.0 p a r a d i g m a n d imposes s ignif icant i m p r o v e m e n t of f lexibi l i ty. O n the other 

h a n d , at SME companies , f lex ib i l i ty of the p r o d u c t i o n was a lways important . A t the 

same t ime, w i t h r i s i n g avai labi l i ty of (collaborative) robots, they are d e p l o y e d at 

SMEs more a n d more often [60]. In order to a l l o w a h igher f lex ib i l i ty a n d i m p r o v e 

product iv i ty , there exists a t rend towards : 

1. R e m o v i n g the strict spat ia l a n d tempora l separat ion of h u m a n w o r k e r s a n d 

robots. 

2. H y b r i d assembly cells, w h e r e h u m a n a n d robot w o r k i n para l l e l o n the joint 

task. 

Both trends are possible due to collaborative robots (see Table 1.2), w h i c h are 

des igned to be safe to w o r k a longside h u m a n s . However , a cel l f i tted w i t h a col lab­

orative robot is not automat ica l ly f u l l y safe a n d r isk assessment for the part icular 

appl i ca t ion has to be p e r f o r m e d to c o m p l y w i t h ISO/TS 15066:2016. The most 

c o m m o n use is for tasks as p a c k a g i n g , p a l l e t i z i n g , automatic (bin) p i c k i n g , q u a l ­

i ty control , assembly, sort ing, s a n d i n g , p o l i s h i n g , etc. A v i s i o n is often u t i l i z e d to 

cope w i t h uncertainty as e.g. s l ight ly variable p o s i t i o n of parts. The m a i n a d v a n ­

tages over caged/fenced robots are: 

• Easier d e p l o y m e n t a n d p r o g r a m m i n g . 

• R e d u c e d expenses o n safety e q u i p m e n t (sensors, barriers) . 

• Better u t i l i z a t i o n of f loor space - lower real estate expenses. 

• E n a b l i n g to f o r m h y b r i d cells. 

A d d i t i o n a l l y , the h y b r i d cells where h u m a n a n d robot m a y w o r k i n para l l e l 

m i g h t be more expensive; however, poses several advantages: 

• Increased product iv i ty . 

• M o r e u n i f o r m quality. 

• L o w e r i n g r isk of heal th p r o b l e m s b y o f f loading a repetit ive or non-ergonomic 

parts of the task to a robot. 

F o u r types of h u m a n - r o b o t col laborat ion are def ined i n [38]: 

• Safety-rated m o n i t o r e d stop 
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robot U n i v e r s a l Robots 

UR5 

Reth ink Robotics 

Sawyer 

A B B Y u m m i 

introduced 2008 2015 2015 

DoF 6 7 2X7 

payload / radius 5kg / 850mm 4kg / 1260mm 2x0.5kg/559mm 

price $34,000 $40,535 $40,000 

rated life 35,000 hours 30,000 h o u r s N A 

safety l i m i t i n g joint p o s i ­

t i o n / speed, T C P 

pos i t ion/speed/-

force, m o m e n t u m , 

p o w e r 

backdr iveable 

series elastic actu­

ators, l ight/eyes 

s i g n a l l i n g status / 

next m o t i o n 

p a d d e d arms, 

c o l l i s i o n detection, 

cartesian speed 

s u p e r v i s i o n 

programming touch teach p e n ­

dant w i t h 3D v i ­

sua l iza t ion , h a n d 

g u i d i n g 

e m b e d d e d con­

trols ( training 

cuffs / navigator) 

+ display, h a n d 

g u i d i n g 

h a n d g u i d i n g , 

tablet, A B B R a p i d 

Table 1.2: Overview of the selected collaborative industrial robots (note: Rethink Robotics 

was closed down on October 3, 2018). 

• H a n d g u i d i n g 

• Speed a n d separat ion m o n i t o r i n g 

• Power a n d force l i m i t i n g 

1.5.1 Recent projects 

S M E R O B O T I C S 1 2 (2012-2016) a i m e d to create robots suitable for SME companies . 

The a p p r o a c h was to take advantage of k n o w l e d g e base a n d e m b e d d e d cogni t ion 

of the robot to achieve h i g h f lex ib i l i ty (due to frequent p r o d u c t i o n changes) a n d 

robustness to uncertainties. 

F A C T O R Y - I N - A - D A Y 1 3 (2013-2017) project w a s m a i n l y focused o n r e d u c t i o n of 

insta l la t ion t ime a n d cost. The a p p r o a c h was b u i l t u p o n learnable robot sk i l l s (so 

cal led "apps" ) that a l l o w fast setup a n d teaching. The safety was tackled b y lever­

ag ing of p r o x i m i t y - s e n s i n g robot s k i n a n d onl ine p a t h r e - p l a n n i n g a lgor i thms. 

I:http://www.smerobotics.org/  

Ii\ttp: / / www.factory-in-a-day.eu/ 

http://www.smerobotics.org/
http://www.factory-in-a-day.eu/
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C o l R o b o t 1 4 (2016-2019) is a H2020 project, a i m e d o n development of a n a u ­

tonomous , navigat ion-capable mobi le m a n i p u l a t o r act ing as a w o r k e r ' s " t h i r d 

h a n d " w i t h f o l l o w i n g e n v i s i o n e d funct ional i ty : d e l i v e r i n g ki ts , tools, parts , a n d 

h o l d i n g w o r k pieces. The w o r k e r interacts w i t h the robot u s i n g gestures, touch 

c o m m a n d s a n d demonstrat ions . 

1.6 M O T I V A T I O N A N D B A C K G R O U N D S U M M A R Y 

So far, actual ly d e p l o y e d robots tend to be moreover p r e - p r o g r a m m e d machines , 

exactly f o l l o w i n g the g i v e n procedure , w i t h none to l o w abilit ies to interact w i t h 

h u m a n s . W i t h i n the academic research d o m a i n , a lot of effort was made i n order to 

a l low more or less na tura l HRI. For instance, the perce ived importance of the p r o b ­

l e m c o u l d be i l lustrated o n a h i g h n u m b e r of associated research projects, where 

some selected ones were br ie f ly i n t r o d u c e d i n the text above. H o w e v e r , there s t i l l 

remains u n s o l v e d challenges a n d m a n y of the p r o b l e m s were so lved i n a rather 

isolated way. W i t h i n the c o m m e r c i a l sphere, there seems to be t rend of g r o w i n g 

importance of interactive features, p r o b a b l y d r i v e n b y d e m a n d for h y b r i d assem­

b l y cells, w h i c h are; however, current ly s t i l l not t r u l y w i d e s p r e a d . In a near future, 

interaction-able robots w i l l l i k e l y become reality a n d later they w i l l become o m ­

nipresent. Therefore, it is necessary to develop appropriate interact ion methods 

a n d d e r i v e d interfaces for s u c h robots. 

'"Collaborative Robotics for Assembly and Kitting in Smart Manufacturing, 
https://www.colrobot.eu/. 

https://www.colrobot.eu/




O B J E C T I V E S A N D C O N T R I B U T I O N S 

Research is what I'm doing when I don't know what I'm 

doing. 

— Wernher von Braun 

The area of interest of this thesis a n d its significance was just i f ied i n Chapter 1. 

In this chapter, the thesis statement is f o r m u l a t e d together w i t h related research 

objectives a n d o v e r v i e w of the m a i n contr ibut ions is g iven. 

The thesis statement w a s selected as a more appropriate for this w o r k , instead of 

hypothesis or research quest ion ( w h i c h is equivalent to hypothes is , just f o r m u l a t e d 

i n f o r m of a question) as the research i n the f i e ld of HRI is largely of a quali tat ive or 

at the best of a m i x e d nature [112, 72]. Because of that, it is problemat ic to f o r m a l l y 

prove or d isprove a hypothes is c o m m o n l y u s e d i n d o m a i n s w h e r e quantitat ive 

research prevai ls . 

2.1 T H E S I S S T A T E M E N T 

The thesis statement d i rec t ing the research efforts w i t h i n this w o r k is f o r m u l a t e d 

as fo l lows : 

A specifically designed user interface may enable non-expert users to accom­

plish non-trivial joint tasks with highly complex robots. 

For the purposes of this w o r k , "non-expert u s e r " is a user w i t h o u t specific 

k n o w l e d g e of robots, automat ion , or computer science; however, potent ia l ly w i t h 

d o m a i n or task specific k n o w l e d g e . The robot s h o u l d be u n d e r s t o o d as a personal 

service robot or a col laborative i n d u s t r i a l robot. A c o m p l e x robot, is a robot w i t h 

at least par t ia l a u t o n o m y a n d basic cognit ive abilit ies. This w o r k a ims o n a n inter­

act ion w h e r e a user a n d a robot collaborate o n the same task (spatially col located 

or displaced) , they interact regular ly a n d i n a n o n - t r i v i a l w a y a n d the interact ion 

preferably happens w i t h i n the task space. S u c h interact ion is referred to as "c lose" . 

2.2 R E S E A R C H O B J E C T I V E S 

In order to g a i n s u p p o r t for the thesis statement, f o l l o w i n g objectives were f o r m u ­

lated. 

11 



12 O B J E C T I V E S A N D C O N T R I B U T I O N S 

1. Define an integrative method for close human-robot interaction. 

A s it c o u l d be seen f r o m the state of the art o v e r v i e w (see Chapter 3), the exist­

i n g methods are s t i l l s o m e h o w l i m i t e d i n var ious aspects. P r o m i s i n g par t ia l ap­

proaches have been p u b l i s h e d ; however, w i t h l imi ta t ions as e.g. sui tabi l i ty for o n l y 

t r i v i a l tasks or o n the other h a n d , unsui tab i l i ty for non-expert users. Consequent ly , 

there is an o p p o r t u n i t y to integrate those par t ia l approaches into a n o v e l m e t h o d 

w h i c h c o u l d serve as a basis for d e s i g n of next generat ion user interfaces a l l o w i n g 

effective task-centered interact ion. 

2. Apply the method within the contexts of interest. 

In order to a l l o w evaluat ion of the m e t h o d a n d demonstrate h o w it generalizes to 

different contexts (use cases), more than one user interface based o n the m e t h o d 

s h o u l d be i m p l e m e n t e d . N a t u r a l l y , specifics of the contexts have to be taken into 

account. The contexts of interest w i t h i n this thesis are assistive service robots a n d 

collaborative i n d u s t r i a l robots. 

3. Investigate if and how underlying autonomy could support human-robot interaction. 

Interacting w i t h a h i g h l y c o m p l e x a n d eventual ly f u l l y or par t ia l ly autonomous 

robot m i g h t be cha l lenging for var ious reasons: automat ica l ly tr iggered actions 

of the robot m i g h t be confus ing (why the robot did that?), na tura l c o m m u n i c a t i o n 

cues f r o m h u m a n - h u m a n c o m m u n i c a t i o n are m i s s i n g or are insuff ic ient ly supple ­

mented , etc. Interaction becomes even more cha l lenging if it happens remotely, 

where the user also has to b u i l d a menta l m o d e l of the remote env i ronment a n d 

track or estimate its state. 

It is h y p o t h e s i z e d that the interface enabl ing user to trigger a n d parametr ize 

robot a u t o n o m o u s funct ions w o u l d he lp to keep menta l w o r k l o a d l o w a n d thus 

m a i n t a i n col laborat ion effective. 

4. Investigate what modalities are appropriate for convenient interaction. 

Input a n d o u t p u t modal i t ies are the essence of each interface. The modal i t ies a n d 

their usage have to be chosen appropr ia te ly according to the robot, the user, the 

envi ronment a n d the task at the h a n d . Inputs has to enable users to inf luence 

robot actions a n d outputs have to communica te robot's current state, task state, 

problems , etc. M u l t i m o d a l interact ion has to be des igned i n a way, that it p ro v ides 

a coherent a n d p laus ib le user experience. 
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5. Investigate how the joint task should be presented to make it comprehensive and how to 

support situation awareness. 

For any team to be effective, the joint task has to be k n o w n i n the first place a n d 

natural ly, it has to be u n d e r s t o o d b y a l l par t i c ipa t ing members . Moreover , task 

progress, changes to p l a n a n d exceptions has to be tracked. The robot m a y p e r f o r m 

al l of this in terna l ly as w e l l as h u m a n . However , a h u m a n short - term m e m o r y 

capacity is l i m i t e d a n d h i g h menta l l o a d m i g h t lead to a n increased w o r k l o a d . 

T h u s , the requi red i n f o r m a t i o n s h o u l d be p r o v i d e d b y the interface. O n the other 

h a n d , o v e r w h e l m i n g the user w i t h too m u c h data w o u l d be counterproduct ive . 

In format ion has to be s h o w n intel l igently, i n a context-sensitive manner. 

6. Evaluate the method-based interfaces with non-expert users. 

The m e t h o d can o n l y be evaluated indirect ly , t h r o u g h eva luat ion of the user inter­

faces based o n it. A l t h o u g h usabi l i ty or technical issues of the concrete i m p l e m e n ­

tation w i l l def ini te ly p lay role i n the evaluat ion a n d w i l l affect the results, if the 

m a i n a i m of the interface w i l l be satisfied w i t h o u t major issues, it c o u l d be c l a i m e d 

that the objective was f u l f i l l e d . 

2.3 C O N T R I B U T I O N S 

The m a i n contr ibut ion of this thesis is the n o v e l m e t h o d for task-centered interac­

t ion (further descr ibed i n Sect ion 4.1). Moreover , for the p u r p o s e of context-specific 

evaluat ion of the m e t h o d a n d its par t i cular aspects, two f u l l y funct iona l user inter­

faces based o n the m e t h o d have been deve loped , enabl ing non-expert users to: 

• teleoperate assistive service robots a n d 

• p r o g r a m i n d u s t r i a l robots a n d collaborate w i t h them. 

Both interfaces are based o n centering the interact ion into the task context a n d 

m i x e d reali ty: a v i r t u a l 3D scene i n case of teleoperation a n d a shared workspace 

w i t h interactive spat ia l augmented real i ty (ISAR) i n the case of i n d u s t r i a l robot p r o ­

g r a m m i n g . The usage of m i x e d real i ty he lps to a v o i d attention switches a n d to 

lower menta l d e m a n d s , thus i m p r o v i n g efficiency of interaction. L o w level contro l 

is a v o i d e d b y u s i n g a semi -autonomous robot, w i t h advanced sensing capabil it ies, 

able to carry out part icular tasks independent ly . B o t h approaches shar ing the same 

f u n d a m e n t a l pr inc ip les were evaluated i n several user studies w i t h p r o m i s i n g re­

sults (for o v e r v i e w see Sect ion 4.2). 
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2.4 P U B L I C A T I O N S 

The conducted research has been p u b l i s h e d i n several papers , w h e r e those w h e r e 

I was the m a i n contr ibutor are i n c l u d e d as chapters of this thesis ( w i t h m y contr i ­

b u t i o n expressed as a percentage i n parentheses): 

• Chapter 5: Teleoperating Assistive Robots: A Novel User Interface for Remote Ma­

nipulation and Navigation Relying on Semi-Autonomy and Global 3D Environment 

Mapping (40 %). 

• Chapter 6: Simplified Industrial Robot Programming: Effects of Errors on Multi­

modal Interaction in WoZ experiment (40 %). 

• Chapter 7: Using Persona, Scenario, and Use Case to Develop a Human-Robot 

Augmented Reality Collaborative Workspace (50 %). 

• Chapter 8: Interactive Spatial Augmented Reality in Collaborative Robot Program­

ming: User Experience Evaluation (35 %). 

Other relevant publ ica t ions w h i c h I s igni f icant ly contr ibuted to: 

• D e s i g n of the h u m a n - r o b o t interact ion for a semi -autonomous service robot 

to assist e lder ly people [87] (10 %). 

• Teleoperation of domest ic service robots: Effects of g loba l 3d env i ronment 

m a p s i n the user interface o n operators ' cognit ive a n d performance metrics 

[86] (15 %). 

• Semi -autonomous domest ic service robots: E v a l u a t i o n of a user interface for 

remote m a n i p u l a t i o n a n d n a v i g a t i o n w i t h focus o n effects of stereoscopic 

d i sp lay [88] (20 %). 

• Industr ia l h u m a n - r o b o t interact ion: Crea t ing personas for augmented reality 

s u p p o r t e d robot contro l a n d teaching [124] (10 %). 

I also contr ibuted to the f o l l o w i n g technical report: 

Del iverable D4. 5.2-Context-aware V i r t u a l 3D D i s p l a y F i n a l Report [121] 

(20 %). 



G E N E R A L S T A T E O F T H E A R T 

3.1 R E L A T E D W O R K 

This chapter prov ides o v e r v i e w of the recent exist ing w o r k w i t h i n the scope of 

this thesis c o m p l e m e n t a r y to the respective sections of the i n c l u d e d papers , w h i c h 

are focused more specif ical ly according to the topic of each paper. Sections 3.1.1 

to 3.1.3 corresponds to " inves t iga t ive" objectives 3, 4 a n d 5 stated i n C h a p t e r 2. 

To the e n d , Sect ion 3.2 offers a brief o v e r v i e w of current non-academic solut ions 

already available o n the market a n d Sect ion 3.3 p rov ides s u m m a r y . 

3.1.1 Semi-autonomous Robots 

This section par t i c u lar ly focuses o n abi l i ty of different approaches to cope w i t h 

(non-expert 1 ) user input : i f a n d h o w robot (semi-)autonomous funct ions are p a -

rameterizable a n d tr iggered. 

In order to a l l o w robots to f u n c t i o n efficiently a n d safely i n a c o m p l e x a n d 

h i g h l y uns t ruc tured or semi-structured environments as pr ivate households a n d 

SME, some f o r m of a par t ia l a u t o n o m y is often u t i l i z e d . The par t ia l a u t o n o m y i n 

this case means, that the system is able to cope w i t h user i n p u t s a n d adjusts its 

func t ion according to t h e m or m a y be t emporar i ly s w i t c h e d to more or less m a n u a l 

control m o d e 2 . V a r i o u s approaches exists as: semi-autonomy, adjustable autonomy, 

m i x e d ini t iat ive , s l i d i n g autonomy, etc. W i t h i n these approaches, interfaces are u s u ­

al ly specif ical ly des igned to m i n i m i z e cognit ive l o a d (a concept associated w i t h 

w o r k i n g m e m o r y i n the cognit ive l o a d theory) of the users w h i c h is achieved b y 

var ious means. A target user g r o u p has to be k n o w n a n d cons idered to, a m o n g oth­

ers, a v o i d expertise reversal effect [66] w h i c h m a y occur w h e n a n over - s impl i f i ed 

user interface ( p r o v i d i n g too m u c h guidance or abstracted informat ion) is used b y 

i n d i v i d u a l s w i t h more p r i o r k n o w l e d g e [64]. W i t h i n the context of assistive robots, 

possible cognit ive or p h y s i c a l l imi ta t ions of the e n d users has to be taken into 

account. 

1 https:/ / en.oxforddictionaries.com/definition/non-expert 

2 Full manual control is often not applicable as e.g. setting each joint position during teleoperation 
session of high Degrees of Freedom (DOF) robot would be extremely difficult if not impossible. 
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A n u n d e r l y i n g a u t o n o m y of the system c o u l d assist users to s i m p l i f y e.g. m a n i p ­

ulator control . In [130], a grasp database a n d m o t i o n p l a n n i n g is used to control 

a r m of the assistive robot. The user sets Car tes ian coordinates of the e n d effector 

a n d m a y press b u t t o n to init iate a n a u t o n o m o u s grasp or place sequence. Or ienta ­

t ion of the e n d effector is set automat ica l ly according to current m u t u a l p o s i t i o n 

of the effector a n d a n object to be grasped. A n o t h e r approach , usable for teleop-

eration over high- latency or unrel iable ne tworks , is based o n user intent recogni­

t ion [17]. The system classifies (delayed) user i n p u t a n d according to scene state 

provides assistance. The user is g i v e n f r e e d o m to s w i t c h system modes (manual , 

semi-autonomous , autonomous) , synchronize local v i s u a l i z a t i o n w i t h remote ac­

tual state or to p l a n robot m o t i o n to fit its state i n the local v i s u a l i z a t i o n . W h i l e 

p r e v i o u s l y m e n t i o n e d systems were l i m i t e d to one funct ional i ty , the system f r o m 

[46] represents an integrated env i ronment w i t h different tools to s u p p o r t d a i l y l i v ­

i n g activities of a m o t o r i m p a i r e d user. Its v ideo-centr ic web-based interface a l l o w 

control w i t h a variable level of a u t o n o m y : a n object m a y be selected b y a user a n d 

then grasped autonomously , or a user m a y set g r i p p e r pose a n d close the g r i p -

per manual ly . The system is also e q u i p p e d w i t h a task-level p l a n n i n g system to 

p r o v i d e cognit ive s u p p o r t d u r i n g c o m p l e x or l o n g - r u n n i n g tasks a n d to enable 

task-relevant u n d o funct ion . D u r i n g operat ion , the interface s h o w s steps of the 

current task a n d automat ica l ly switches its m o d e , according to the current step of 

the task. The user m a y decide to p e r f o r m any part of the task m a n u a l l y or has to 

it if the automatic execut ion fails. 

A n o t h e r a p p r o a c h (used extensively for rescue robots, for instance d u r i n g 

D A R P A Robotics Chal lenge) is based o n affordances, d e f i n i n g re lat ionship be­

tween a robot a n d actionable objects i n its environment . The interface descr ibed i n 

[83] is based o n a n integrated task execut ion system a n d affordances (constituting 

of 3D m o d e l a n d metadata) for interact ion w i t h p h y s i c a l objects. The affordance 

m a y be detected automatical ly , an operator m a y give a h int to the percept ion sys­

tem (e.g. b y selecting a reg ion i n the image) or fit the affordance f u l l y manual ly . 

The operator m a y p r e v i e w the robot p l a n a n d request or decl ine its execution. N o r ­

mal ly , the task is executed f u l l y a u t o n o m o u s l y a n d the operator just supervises its 

execution. If needed, the operator m a y s w i t c h to a semi -autonomous operat ion 

(e.g. by p r o v i d i n g a p r e v i o u s l y m e n t i o n e d h int to the percept ion system) or to a 

l o w - l e v e l teleoperation. 

In i n d u s t r i a l appl icat ions , h igh- leve l robot p r o g r a m m i n g based o n u n d e r l y i n g 

autonomous funct ions g a i n a s ignif icant attention. F o r instance, the mobi le m a ­

n i p u l a t o r i n [100] supports a task-level p r o g r a m m i n g based o n a s m a l l set of 

parametr izable sk i l l s (derived b y the authors f r o m exist ing w o r k e r instructions) , 

where parameters are set either b y a user t h r o u g h var ious modal i t ies or by an a u -
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tomatic task planner. In this a p p r o a c h (and also general ly) , a s k i l l is c o m p o s e d of 

p r i m i t i v e robot mot ions (mot ion pr imi t ives ) . The sk i l l s are object-centered - mean­

i n g that p r o g r a m execut ion depends o n c o g n i t i o n a n d that execut ion is to some de­

gree robust to changes i n the environment . The a p p r o a c h f r o m [116] is also based 

o n a task-level p r o g r a m m i n g ; however, the u s e d interface is h i g h l y unconvent iona l : 

specif ical ly des igned tangible b locks are u s e d to select objects, to ass ign a requi red 

act ion as w e l l as to specify order of actions. A robot 's p r o g r a m is c o m p i l e d f r o m 

used blocks . The advantage of the a p p r o a c h is clear: interact ion occurs w i t h i n the 

task context a n d is h i g h l y intui t ive (requires no learning) . O n the other h a n d , suit­

abi l i ty for more c o m p l e x tasks seems questionable, despite recent a d d i t i o n of a 

projected overlay, p r o v i d i n g s u p p o r t d u r i n g robot p r o g r a m m i n g [118]. 

Further o v e r v i e w of the related w o r k related to s e m i - a u t o n o m y m a y be f o u n d 

i n Sect ion 5.2.1. 

3.1.2 Modalities and devices 

A n y machine (e.g. a computer , a robot), i n order to be usable b y h u m a n s , m u s t have 

an interface t h r o u g h w h i c h happens interact ion between the machine a n d its user. 

The interface has one or more i n p u t a n d o u t p u t channels. These channels are ca l led 

modal i t ies , where a single m o d a l i t y c o u l d be def ined as a m o d e of c o m m u n i c a t i o n 

according to h u m a n senses or type of computer i n p u t devices [63]. 

If interact ion happens t h r o u g h more modal i t ies , it becomes m u l t i m o d a l . A s a 

h u m a n - h u m a n c o m m u n i c a t i o n is inherent ly m u l t i m o d a l , the m u l t i m o d a l interac­

t ion is i n general cons idered as a more na tura l than the s i n g l e m o d a l interact ion. 

The most often u t i l i z e d h u m a n senses are v i s i o n a n d hear ing as they constitute 

a h i g h b a n d w i d t h c o m m u n i c a t i o n channels. Different i n p u t or o u t p u t modal i t ies 

c o u l d be u s e d s imul taneous ly as it is the case i n a h u m a n - h u m a n interact ion or con­

secutively as it is so far the case i n most h u m a n - m a c h i n e interactions. E a c h m o d a l ­

i ty m a y be u s e d to communica te different type of i n f o r m a t i o n , or more modal i t ies 

m a y be u s e d to communica te the same i n f o r m a t i o n - i n this case, the interface 

c o u l d be cons idered as r e d u n d a n t [138]. 

The choice of modal i t ies a n d their actual usage depends o n the par t i cular task, a 

robot a n d a n end-user g r o u p . F o r personal robots, speech is often u t i l i z e d a l t h o u g h 

natura l language process ing is a h i g h l y c o m p l e x p r o b l e m . In order to cope w i t h 

associated dif f icul t ies , authors of [30] evaluated a n a p p r o a c h based o n v i s i o n a n d 

speech recogni t ion s u p p o r t e d b y a learn ing a l g o r i t h m a n d a set of fai lover m o d a l ­

ities (mobile p h o n e appl i ca t ion , external microphones , a n d a tablet m o u n t e d o n 

the robot's chest) to m a k e interact ion w i t h a social robot more robust. The results 
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f r o m [120] suggests, that a c o m b i n a t i o n of more s i m p l e modal i t ies (color, s o u n d 

a n d vibrat ion) m a y successfully convey emotions (happy, sad, angry, relaxed). 

If the task permi ts , even a robot 's b o d y m a y be used as an interface. For instance, 

robot 's intents m a y be indica ted b y its posture [10] or b y a specif ical ly des igned 

m o t i o n [16]. A l s o the robot a rms m a y be u s e d for i n p u t t i n g i n f o r m a t i o n (see Sec­

t ion 3.1.2.2). 

Simi lar ly , a user 's posture or m o t i o n m a y be u s e d to communica te i n f o r m a t i o n 

to the robot. For instance, p o i n t i n g i n the h o u s e h o l d scenarios was s h o w n to have 

a sufficient accuracy (9.6 cm) for object selection [108]. Gestures m i g h t be detected 

u s i n g v i s i o n , d e p t h data, by a wearable device as e.g. M y o A r m b a n d [102] or b y an 

IMU device s u c h as W i i Remote [5]. However , i n r e a l - w o r l d appl icat ions , gesture-

based control m i g h t not be robust e n o u g h as it has to cope w i t h e.g. spontaneous 

h u m a n mot ions [105]. S i m i l a r l y to gestures, gaze c o u l d be used to select objects 

e.g. to c o m m a n d a robot to p i c k t h e m u p [79]. The gaze-based i n p u t is of special 

importance for users w i t h motor i m p a i r m e n t s a n d thus l i m i t e d other possibi l i t ies 

of c o m m a n d i n g a robot. Moreover , a user 's p h y s i o l o g i c a l c o n d i t i o n c o u l d be mea­

sured b y a biofeedback sensor a l l o w i n g a system to adapt d y n a m i c a l l y to the user 

e.g. by est imat ing w o r k l o a d [56]. E m o t i o n a l state of the user (anger, happiness) 

m i g h t be est imated u s i n g a far in f rared camera [15]. 

The task sensi t ivi ty of m o d a l i t y selection c o u l d be demonstrated o n results f r o m 

[113] where three modal i t ies (voice, gesture a n d tablet) were u s e d for two tasks: 

t ra in ing of a w e l d i n g p a t h a n d correct ion of the t ra ined path . W h i l e the tablet per­

f o r m e d best for the p a t h p l a n n i n g (in terms of a self-reported menta l w o r k l o a d ) , a 

voice control w a s better for p a t h correct ion. Moreover , the importance of m o d a l i t y 

selection rises w i t h the task c o m p l e x i t y [126]. 

P r o b a b l y the most c o m m o n f o r m of a h u m a n - r o b o t interface is s t i l l a G r a p h i c a l 

User Interface (GUI) a p p l i c a t i o n o n a s tandard computer m o n i t o r a c c o m p a n i e d b y 

a mouse a n d a keyboard . Eventual ly , the v i s u a l i z a t i o n w i t h i n this setup m i g h t be 

stereoscopic to i m p r o v e d e p t h percept ion [130, 88]. V a r i o u s devices c o u l d be u s e d 

i n conjunct ion w i t h the mouse a n d the k e y b o a r d for i n p u t as e.g. a joystick or a 

3D mouse [130]. 

Recently, h a n d h e l d devices w i t h a touch screen ga ined a signif icant attention 

thanks to their por tab i l i ty a n d abi l i ty to realize augmented real i ty (AR) (more o n 

AR i n Sect ion 3.1.2.1). For instance, the system f r o m [100] uses a tablet to create 

sequence of sk i l l s const i tut ing p r o g r a m of a n i n d u s t r i a l robot. Consequent ly , other 

methods as kinesthetic teaching a n d p o i n t i n g gestures are u s e d to set parameters 

of sk i l l s , e.g. to select a part icular object for " p i c k object" s k i l l . The touch-based 

device m a y be even integrated into the robot itself [30,10,35]. The m a i n advantages 

of the touch i n p u t are that it is easy to use a n d w i d e l y k n o w n to the general p u b l i c . 
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3.1.2.1 Mixed reality 

The m i x e d real i ty c o u l d be u n d e r s t o o d as a d i s p l a y m e t h o d based o n the m e r g ­

i n g real a n d v i r t u a l environments . M o r e exac t ly the m i x e d reality lies a n y w h e r e 

o n the " v i r t u a l i t y c o n t i n u u m " , except its extrema (real a n d v i r t u a l environments) 

[92]. A c c o r d i n g to such de f in i t ion , the augmented real i ty s h o u l d be cons idered as 

a subset of m i x e d real i ty; however, i n practice, the terms are c o m m o n l y used i n ­

terchangeably. In other w o r d s , the objective of the m i x e d reality is to enhance the 

reality w i t h an art i f ic ia l content rather than p r o v i d e a p u r e l y v i r t u a l imme rs iv e 

envi ronment as it is the case for v i r t u a l reality [13]. The augmented reality system 

is s u p p o s e d to have three f o l l o w i n g characteristics [8]: 

1. C o m b i n e s real a n d v i r t u a l . 

2. Interactive i n real t ime. 

3. Registered i n 3D. 

A m i x e d real i ty p l a t f o r m m i g h t be based o n a h a n d h e l d device [90, 123, 81], a 

head m o u n t e d d i s p l a y [54, 131] or a camera-projector s o l u t i o n [22, 28, 42]. W h e n 

des ign ing the interface, perceptual issues as e.g. a l i m i t e d f i e ld of v i e w , a d e p t h 

o r d e r i n g a n d occ lus ion i n t r o d u c e d b y the selected technology a n d used m e t h o d 

has to be taken into account [74]. Despite potent ia l prob lems , the m i x e d real i ty 

has potent ia l to i m p r o v e HRI. For instance, it c o u l d h e l p to a v o i d context switches 

w h i c h are n o r m a l l y inevitable w h e n the user has to observe the real env i ronment 

a n d the robot as w e l l as the v i d e o interface [54]. A n o t h e r usage c o u l d be to convey 

the robot 's intents, especial ly for appearance-constrained robots [131, 22, 28] not 

able to convey those b y other means. 

N o w a d a y s , especial ly spat ia l augmented real i ty (SAR) seems to be a h i g h l y 

p r o m i s i n g m e t h o d enabl ing users to interact w i t h the robot w i t h i n the task-context. 

For instance, its use was invest igated to p r o g r a m a m o b i l e w e l d i n g robot [5] or i n a 

l o n g - t e r m s t u d y focused o n project ing assembly instruct ions [42]. In contrast w i t h 

h a n d h e l d devices, SAR has f o l l o w i n g advantages: b o t h h a n d s are free, project ion is 

v is ib le b y anyone, n o p h y s i c a l l o a d caused b y need to h o l d the device. A l t h o u g h 

the h e a d m o u n t e d d i sp lay also frees users ' hands , there is quest ion of its l o n g - t e r m 

use sui tabi l i ty (possible heal th risks) a n d moreover, contemporary devices are ex­

p e n s i v e 3 a n d p r o b a b l y not robust e n o u g h for e.g. usage i n i n d u s t r i a l environments . 

Moreover , the h e a d m o u n t e d d isp lays are either tethered or w i t h l i m i t e d battery 

l i f e 4 w h i c h m i g h t l i m i t its d e p l o y m e n t even further. 

3 Microsoft HoloLens Commercial Suite $5,000, Meta 2 Augmented Reality Development Kit $1,495, 

MagicLeap One The Creator Edition $3,000 (expected price). 

4 Microsoft HoloLens has declared battery life of 2-3 hours of active use. 
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A s the m i x e d reality is relat ively n e w (both i n general as w e l l as i n the f ie ld of HRI 

research), there is lack of p r o v e n interface patterns, d e s i g n guidel ines a n d usabi l i ty 

evaluat ion methods . A s the technology is not mature , technical p r o b l e m s are also 

c o m m o n ( lagging interface, b a d registrat ion, etc.). A l l of the p r e v i o u s prob lems 

m i g h t contribute to sort of contradic tory results of some studies. For instance, 

the s t u d y f r o m [81] reports a posi t ive effect of AR; however, the users of the AR 

needed more s u p p o r t than those u s i n g baseline so lut ion . In the l o n g - t e r m s t u d y 

[42], the AR system project ing assembly instruct ions leaded to r e d u c e d learn ing 

curve of novice assemblers; however, per formance for expert w o r k e r s decreased. In 

the s t u d y [123], usage of the tablet-based AR leaded to decreased menta l d e m a n d s ; 

however, to increased task c o m p l e t i o n times. 

3.1.2.2 Physical interaction 

A p h y s i c a l interact ion of a user a n d a robot m a y refer to a n u n w a n t e d contact 

between those two or to a n in tended contact i n cases w h e r e the robot (arm) itself 

is u s e d as a n i n p u t or o u t p u t modal i ty . The intent ional interact ion c o u l d h a p p e n 

w i t h the robot itself (if the robot a r m c o u l d reduce its stiffness) or t r o u g h an a d d i ­

t ional device . P r o b a b l y the most c o m m o n examples of u s i n g a robot 's a r m as an 

i n p u t m o d a l i t y are kinesthetic teaching [135] a n d p r o g r a m m i n g by demonstra t ion 

[3]. Those methods seem relevant especial ly for non-expert users. For instance, i n 

the user s t u d y [135], part ic ipants w i t h n o p r i o r experience w i t h i n d u s t r i a l robots 

a n d w i t h g o o d spat ia l v i s i o n abil i t ies rated p h y s i c a l interact ion as easy, comfort­

able a n d self-explanatory. O n the other h a n d , part ic ipants w i t h p r i o r experience 

rated the interact ion less sel f -explanatory a n d reported a h igher cognit ive l o a d . 

A n o t h e r possible a p p r o a c h is to c o m m a n d the robot w i t h relat ively s i m p l e hap-

tic c o m m a n d s as tap ing a n d p u s h i n g [44], w h i c h c o u l d potent ia l ly i m p r o v e user 

experience a n d a l l o w to better m a i n t a i n p h y s i c a l a n d cognit ive engagement w i t h 

the task. Despite u t i l i z i n g a robot a r m as an i n p u t device , the a r m c o u l d also c o m ­

municate i n f o r m a t i o n to the user - act ing as an o u t p u t m o d a l i t y [16], or it c o u l d 

even act i n a b id i rec t iona l manner [128]. Robot a rms not o r i g i n a l l y des igned for 

any f o r m of p h y s i c a l interact ion c o u l d be retrofitted to p r o v i d e s u c h funct ional i ty , 

e.g. b y a d d i t i o n of tactile surface sensors for gesture i n p u t [94]. 

Further o v e r v i e w of the related w o r k related to modal i t ies a n d devices m a y be 

f o u n d i n Sections 5.2.2, 6.3 a n d 8.2. 

3.1.3 Task presentation and situation awareness 

A n expl ic i t c o m m u n i c a t i o n (usual ly b y visual izat ion) of the task a n d its current 

state is u s u a l l y not needed for t r i v i a l tasks (as those quite often used i n user ex-
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periments) . However , for more c o m p l e x tasks as e.g. assembly of a p r o d u c t or 

l o n g - r u n n i n g tasks as e.g. a remote m a n i p u l a t i o n w i t h m a n y requi red steps, the 

issue of a suitable task presentat ion arises. K n o w l e d g e of the current task state 

is related to s i tuat ion awareness, as w e l l as to safety. For instance, w h e n the user 

k n o w s w h i c h object is the robot g o i n g to manipula te , he or she can a v o i d touch­

i n g it a n d thus a v o i d potent ia l c o l l i s i o n [82]. However , there is a challenge o n 

h o w to d i s p l a y state of a h i g h l y c o m p l e x system (e.g. a cooperative workcel l ) i n 

a comprehensive f o r m [33]. There exist several solut ions for (collaborative) robot 

p r o g r a m m i n g [4, 116, 73]; however, o n l y a few of t h e m also p r o v i d e s some task 

execution m o n i t o r i n g [5, 99, 51, 83] - u s u a l l y l i m i t e d to h i g h l i g h t i n g current step 

of the p r o g r a m , w i t h o u t any further cues for the h u m a n user. Some of the s o l u ­

tions uses elements of w i t h i n task-space interact ion, as e.g. SAR for setting w e l d i n g 

points [5] or kinesthetic teaching for setting posi t ions [100]; however, the major 

amount of interact ion s t i l l happens o n a m o n i t o r or a h a n d h e l d device. In that 

case, the spl i t attention effect [65] m a y occur, l e a d i n g to unnecessary increase of 

user 's cognit ive l o a d . 

3.2 C O M M E R C I A L L Y A V A I L A B L E S O L U T I O N S 

W h e n cons ider ing personal robots available o n the market , the exist ing opt ions are 

moreover l i m i t e d to some f o r m of intel l igent assistants s i m i l a r to A m a z o n A l e x a 

or G o o g l e H o m e ( w h i c h m a y be considered as smart speakers), a l t h o u g h robot ized 

to some extent. Typical ly , the funct ional i t ies inc lude : na tura l language processing, 

facial recognit ion, notices, cont ro l l ing smart h o m e appl iances , security features, 

telepresence, shar ing or gett ing i n f o r m a t i o n , etc. 

For instance, despite a forement ioned t y p i c a l funct ions , Jibo by the c o m p a n y of 

the same name has art iculated torso a n d is able of s m o o t h an imated mot ions . In 

contrast to speaker- l ike intel l igent assistants, the interact ion between Jibo a n d the 

user m a y be potent ia l ly r icher - the robot m a y express certain i n f o r m a t i o n u s i n g 

m o t i o n a n d a touchscreen face. Moreover , the robot is able to r e s p o n d to touches 

of its b o d y (e.g. r u b b i n g of its head). E l l i Q b y In tu i t ion Robotics (product ion sched­

u l e d for the e n d of 2018) focuses o n e lder ly users a n d attempts to offer a n active 

aging c o m p a n i o n . 

In contrast to the p r e v i o u s robots, B u d d y by B lue F r o g Robotics is mobi le a n d 

has an a r m e q u i p p e d w i t h a min ia ture projector. A n o t h e r a p p r o a c h c o u l d be rep­

resented b y KOMPAÍ-2 (KOMPAÍ robot ics ) 5 , w h i c h is a healthcare robot able to 

p r o v i d e s t a n d i n g / w a l k i n g s u p p o r t a n d to carry s m a l l i tems, w h i c h user m a y p u t 

into its tray. 

5 The robot is currently available for evaluations and pre-deployments. 
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There are also var ious robots w h o l l y focused o n the telepresence funct ional i ty as 

e.g. B e a m b y Suitable Technologies. A h u m a n o i d - l i k e robot b y Softbank Robotics -

Pepper, is current ly not b e i n g used i n pr ivate households ; however, rather i n shops 

or offices to invi te customers, etc. It attempts to recognize a n emot iona l state of its 

inter locutor a n d adapts h is behavior accordingly. The arms are m a i n l y u s e d for 

gesturing, a l t h o u g h also able of a basic m a n i p u l a t i o n w i t h objects. 

There also exist n a r r o w l y spec ia l ized robots as e.g. Paro by P A R O Robots - a 

therapeutic robot w i t h the appearance of a baby seal, capable of sensing touch, 

heat a n d sounds . 

W i t h i n the f i e ld of i n d u s t r i a l col laborative robots, the greatest attention is nat­

u r a l l y g i v e n to the safety features of the robots. The col laborative robots are de­

s igned either i n a w a y that they d o not have e n o u g h p o w e r to h a r m a h u m a n 

co-worker ( A B B Y u m m i , R e th ink Robotics Baxter/Sawyer) , or their p o w e r c o u l d 

be l i m i t e d to a l l o w a col laborative operat ion (Universa l Robots U R x , K u k a L B R 

i i w a / i i s y ) . 

The robots u s u a l l y have abi l i ty of sensing col l i s ions t h r o u g h measurement of 

joint torques a n d are able to stop their operat ion i n case of a n u n w a n t e d contact 

w i t h a n obstacle. There exist var ious approaches to further enhance safety of co l ­

laborat ion. For instance, Y u m m i has a soft f o a m p a d d i n g , Re th ink Robotics robots 

uses a special type of actuators (Series Elastic Actuators) able to absorb energy a n d 

F r a n k a E m i k a uses a torque-based control (in contrast to a more c o m m o n veloci ty 

or posi t ion-based control) . 

There also exist var ious t h i r d par ty solut ions - e.g. a p a d d e d cover w i t h tac­

tile a n d capacitive sensors ( M R K - S y s t e m e Safelnteraction, B lue D a n u b e Robotics 

A I R S K I N ) . The usage of capacitive sensor enables robot to sense the i m m e d i a t e 

p r o x i m i t y of a h u m a n co-worker a n d stop even before actual contact occurs. A 

s imi lar device (Faude 3D C O L L I S I O N P R O T E C T I O N ) is available also for UR5 

robot. 

A l t h o u g h some of the robots have integrated v i s i o n ( Y u m m i , TM5) or obstacle 

sensors (sonar i n case of Baxter), they are not able to sense its h u m a n co-worker 

a n d adapt their mot ions accordingly (trajectories are p r e - p r o g r a m m e d anyway) . 

C o m m o n l y , a n external safety sensor as e.g. a laser cur ta in is u t i l i z e d w h o s e o u t p u t 

s ignal m a y s l o w d o w n or shut d o w n the robot if the w o r k e r d i s rupts the perimeter. 

A p h y s i c a l interact ion w i t h robots is rare a n d m a i n l y occurs exc lusively d u r ­

i n g p r o g r a m m i n g - i n case of the robots w h i c h s u p p o r t a l ead- through teaching 

of waypoints/trajectories. A l i m i t e d n u m b e r of robots are specif ical ly d e s i g n w i t h 

interact ion i n m i n d , e.g. w i t h integrated i n p u t / o u t p u t interact ion elements. A n 

example c o u l d be Baxter, w h i c h posses L C D d i s p l a y i n g an animated face able to 

convey a current state of the robot (where e.g. confused face means error or m i s c o n -
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f igurat ion) . Moreover , the d i s p l a y m a y s h o w a robot 's p r o g r a m . The robot also has 

some L E D s ( A t t e n t i o n / C o n d i t i o n Ring) a n d controls (Training C u f f , Naviga tor ) . It 

is possible to p r o g r a m the robot sole ly u s i n g these controls a n d the integrated dis ­

p lay w i t h o u t any external device . H o w e v e r , f ine-details or compl i ca ted tasks has 

to be a n y w a y p r o g r a m m e d offl ine (using Intera Studio) . A n o t h e r example of the 

robot w i t h integrated contro l c o u l d be F r a n k a E m i k a (Franka Pi lot ) . 

There even exist accessories to retrofit non-interact ive robots, e.g. a l ight a n d 

s o u n d devices mountable o n robot's flange ( A l u m o t i o n Y O U r i n g , Faude P r o L i g h t ) . 

The flange adapter c o u l d be also e q u i p p e d w i t h buttons to s i m p l i f y some c o m m o n 

tasks d u r i n g p r o g r a m m i n g (switch to a zero gravi ty m o d e , store current pos i t ion , 

etc.). 

3.3 G E N E R A L S T A T E O F T H E A R T S U M M A R Y 

The p r e v i o u s sections p r o v i d e d an o v e r v i e w of the current state of the art solut ions 

o n the f ie ld of HRI. F r o m this overview, it seems that HRI is s t i l l quite l i m i t e d a n d 

there is a great potent ia l for improvements enabl ing a closer t e a m w o r k between 

h u m a n users a n d robots. The chosen s o l u t i o n w i t h i n this thesis is to combine exist­

i n g approaches i n a n o v e l way, i n order to realize task-centered interact ion suitable 

for non-expert users. The resul t ing m e t h o d is presented i n the next chapter. 
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The f o l l o w i n g chapter introduces a n o v e l m e t h o d for task-centered interaction, 

w h i c h has been a p p l i e d a n d evaluated w i t h i n two different use cases. 

4.I P R O P O S E D M E T H O D 

The a i m of the m e t h o d is to integrate a lready exist ing approaches w i t h a h i g h 

potent ia l to i m p r o v e HRI w i t h i n the in tended use cases i n order to benefit f r o m 

the resul t ing synergic effect. The essential idea of the m e t h o d is that interact ion 

s h o u l d h a p p e n w i t h i n the task space (whether it is a real or a v i r t u a l one), w i t h the 

highest possible u t i l i z a t i o n of a lready available modal i t ies . The another impor tant 

aspect of the m e t h o d is l o w e r i n g the user 's cognit ive l o a d by e.g. t ransferr ing 

interact ion onto a h igher level of abstraction (task-level interaction) a n d p r o v i d i n g 

just e n o u g h i n f o r m a t i o n i n order to a l l o w the user to f u l l y focus o n the task at 

the h a n d . The p r e v i o u s l y stated features also contribute to the sui tabi l i ty of the 

m e t h o d for non-expert users for w h i c h the m e t h o d is expl ic i t ly in tended. To the 

best of m y k n o w l e d g e , the m e t h o d represents a nove l a p p r o a c h to the HRI. The 

m e t h o d is def ined b y its f o l l o w i n g key characteristics. 

Interaction elements embedded into the scene. 

O r i g i n a t i n g i n ecological user interface d e s i g n methodology, a i m e d o n l o w e r i n g 

user 's cognit ive l o a d a n d attention switches. C o u l d be achieved b y usage of the 

m i x e d reality approach . 

Utilization of robot-integrated capabilities. 

U t i l i z a t i o n of robot capabil i t ies as a sensing of the env i ronment or an automated 

m o t i o n p l a n n i n g enables the task-level interact ion - effectively r e d u c i n g d e m a n d s 

o n the user as e.g. less inputs are required . Moreover , integrated safety features as 

e.g. a c o l l i s i o n avoidance or a n environment-aware m o t i o n p l a n n i n g c o u l d reduce 

stress for the users a n d a l l o w t h e m to focus o n the task at the h a n d rather then o n 

cont inuous checking whether the robot p e r f o r m s safely. In order to achieve this, 

advanced percept ion capabil i t ies are needed. 

25 
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Communication of the robot inner state. 

In order to make the robot's actions predictable a n d understandable b y the user, it 

is inevitable to e.g. v i s u a l i z e its inner state, par t i cu lar ly percept ion ( w h i c h objects 

or obstacles are detected), intentions (goal of the current movement) a n d current 

execution status (wai t ing for user i n p u t , error situation). C o m m u n i c a t i o n of the 

relevant robot inner states to the user c o u l d also lead to increased safety (user 

is aware of w h a t the robot is d o i n g at the m o m e n t a n d m a y avo id potent ia l ly 

dangerous situations) a n d spat io- temporal context awareness - l o w e r i n g d e m a n d s 

o n a short - term m e m o r y a n d thus l o w e r i n g w o r k l o a d . 

Context-sensitive user interface. 

The interface s h o u l d present the r ight i n f o r m a t i o n at the r ight t ime, according to 

the current task a n d envi ronment state instead of present ing excessive a m o u n t 

of i n f o r m a t i o n a l l the t ime. A l i m i t e d a m o u n t of the context-relevant i n f o r m a t i o n 

helps to m a i n t a i n a reasonable menta l l o a d . 

Task-appropriate modalities. 

Input a n d o u t p u t modal i t ies selected according to the task a n d its specifics. M a x ­

i m i z e u t i l i z a t i o n of a lready present modal i t ies as robot a r m , or user 's b o d y (e.g. 

sensing pose a n d act ivi ty of the user). B r i n g as m u c h as possible of the interact ion 

into the task-space b y m a k i n g it interactive itself. 

A l t h o u g h i n d i v i d u a l above m e n t i o n e d characteristics have been a lready u t i l i z e d 

i n some f o r m i n the exist ing l iterature (see Chapter 3), their c o m b i n a t i o n has not 

yet been used. The n a m e d characteristics w h e n used jointly, a l l o w r i c h a n d close 

HRI. 

4.2 A P P L I C A T I O N A N D E V A L U A T I O N 

The p r o p o s e d m e t h o d was used to direct d e s i g n of the user interface for teleoper-

at ion of semi -autonomous service robots. The s i n g l e - w i n d o w interface is based o n 

integrated 3D v i r t u a l scene. The scene consists of v i s u a l i z a t i o n of c o n t i n u o u s l y u p ­

dated 3D m o d e l of the remove envi ronment , robot m o d e l a n d var ious interact ion 

elements. Interactive in-scene elements serve for two m a i n purposes : nav iga t ion 

a n d m a n i p u l a t i o n . A user m a y freely choose f r o m var ious interact ion methods 

w i t h variable level of a u t o n o m y according to current needs. For instance, the user 

m a y set w a y p o i n t s for the robot a n d it navigates there a u t o n o m o u s l y (planned tra-
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jectory is v i sua l ized) or direct ly teleoperate the robot ( w i t h s u p p o r t of the co l l i s ion 

avoidance system). W h e n p e r f o r m i n g a m a n i p u l a t i o n task, the interface guides the 

user t h r o u g h the process step b y step. For b o t h n a v i g a t i o n as w e l l as m a n i p u l a t i o n 

tasks, a 3D mouse is used. The control u s i n g the mouse is t rans formed u s i n g the 

non- l inear f o r m u l a a n d adjusted according to the current 3D scene v i e w p o i n t so 

it p r o v i d e s a n easy to use a n d intui t ive i n p u t modal i ty . O p t i o n a l l y , a stereoscopic 

v i s u a l i z a t i o n is available i n order to convey d e p t h percept ion cues. The interface 

i n f u l l deta i l a n d its evaluat ion process is further descr ibed i n the Chapter 5. 

The m e t h o d was also a p p l i e d to the p r o b l e m of i n d u s t r i a l robot p r o g r a m m i n g . 

In part icular , to the use case of a w o r k e r ' s robotic assistant. In this case, interact ion 

happens w i t h i n the shared workspace , centered a r o u n d a n interactive w o r k s h o p 

table w i t h ISAR. The interface a l l o w s an o r d i n a r y s k i l l e d w o r k e r to parametr ize 

the robot 's p r o g r a m , e.g. to adapt it to changes i n p r o d u c t i o n . The ISAR is used 

to v i s u a l i z e robot percept ion, d i s p l a y context-relevant notif icat ions a n d f inal ly, to 

show expl i c i t ly the robot 's p r o g r a m . The p r o g r a m v i s u a l i z a t i o n a l lows to s w i t c h 

between steps d u r i n g l earn ing phase a n d it shows a current ins t ruct ion ( i n c l u d i n g 

its context, i.e. p r e v i o u s a n d f o l l o w i n g p r o g r a m instruction) d u r i n g a n execut ion 

phase. A m o n g the interactive table, robot arms m i g h t be used as i n p u t devices 

(e.g. for tasks r e q u i r i n g 3D data input) . The interface d e s i g n started w i t h W i z a r d 

of O z (WoZ) exper iment further descr ibed i n Chapter 6. The goal of the experiment 

was to reveal a re lat ionship between a i n p u t error rate a n d a user preference for 

var ious modal i t ies . A f t e r that, the target use case a n d the i n i t i a l scenario were 

specif ied (see Chapter 7) a n d the i n i t i a l prototype of the system was deve loped. In 

order to evaluate the m e t h o d a n d uncover usabi l i ty issues of the prototype , a lab 

experiment w a s carr ied out w i t h s ix regular w o r k s h o p workers . The current state 

of the system a n d the exper iment are further descr ibed i n Chapter 8. 
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I N T E R F A C E F O R R E M O T E M A N I P U L A T I O N A N D 

N A V I G A T I O N R E L Y I N G O N S E M I - A U T O N O M Y A N D G L O B A L 

3 D E N V I R O N M E N T M A P P I N G 

5.1 I N T R O D U C T I O N 

A u t o n o m o u s systems cannot yet be p r o g r a m m e d to h a n d l e a l l possible situations. 

A remote h u m a n operator m a y h e l p the robot to solve m a n y di f f icul t s i tuations. 

The co l laborat ion between h u m a n s a n d robots, often referred to as either shared 

a u t o n o m y or h u m a n i n the l o o p , m i g h t be h i g h l y use fu l i n cases w h e r e robots 

often f a i l , e.g. i n object recogni t ion a n d envi ronment m a n i p u l a t i o n . O n the other 

h a n d , an operator s h o u l d not be bothered b y repetitive l o w - l e v e l tasks w h i c h can 

be so lved b y the robot itself. T h e n , the operator is not over loaded w i t h s o l v i n g 

t r i v i a l issues a n d m a y concentrate o n the impor tant ones a n d , for example , contro l 

more robots due to the t ime freed. The chal lenging issue is to equip a potent ia l 

h u m a n operator w i t h easy-to-use b u t p o w e r f u l interact ion a n d contro l tools to act 

appropr ia te ly a n d effectively i n var ious situations. 

This paper describes a nove l 3D interactive user interface a n d its components . 

The interface a l l o w s a user to assess the s i tuat ion o n a remote site, safely n a v i ­

gate i n environments w i t h obstacles a n d w i t h n a r r o w passages w h e r e autonomous 

naviga t ion is l i k e l y to fa i l a n d to grasp p r e v i o u s l y u n t r a i n e d objects i n cluttered 

scenes, i n var ious poses a n d o n non-f lat surfaces. It is based o n c o m m o n low-cost 

hardware a n d can be opt iona l ly u s e d w i t h a 3D mouse for intui t ive robot n a v i g a ­

t ion a n d a r m control . A d d i t i o n a l l y , stereoscopic d i sp lay m a y be u s e d for i m p r o v e d 

d e p t h percept ion. It also inc ludes a m o d u l e for b u i l d i n g a memory-ef f ic ient 3D 

m a p of the envi ronment , w h i c h is u s e d for b o t h v i s u a l i z a t i o n purposes a n d for the 

p l a n n i n g of coll is ion-free a r m trajectories. 

The interface has been deve loped as part of a larger system w i t h i n the SRS 

project 1 . The goal of the SRS project [107, 103] was to develop a persona l robot 

able to s u p p o r t e lder ly people i n independent l i v i n g at their residence. Based o n 

the results of a survey of u s e r - d e m a n d e d features a n d o n cons ider ing w h a t is 

1 Multi-Role Shadow Robotic System for Independent Living, http://srs-project.eu (accessed 
12/07/2015), technical documentation available at http://wiki.ros.org/srs_public (accessed 
12/07/2015) 
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realistic to i m p l e m e n t o n current h a r d w a r e [85], w h e n d e s i g n i n g the remote user 

interface, our p r i m a r y objectives were n a v i g a t i o n a n d m a n i p u l a t i o n capabil i t ies . 

The SRS project adopts a semi -autonomous p a r a d i g m , w h e r e u n d e r n o r m a l cir­

cumstances the robot is contro l led by its a u t o n o m o u s system, w h i c h f o l l o w s i n ­

structions g i v e n by the e lder ly person. L o c a l control is based o n a m o b i l e device , 

w h i c h a l l o w s the user to initiate a u t o n o m o u s actions s u c h as " b r i n g an object". So 

most of the t ime, the robot is contro l led by its a u t o n o m o u s system w i t h o u t any re­

mote intervent ion. In case a p r o b l e m occurs w i t h task execution, there is a second, 

more advanced interface, w h i c h is t y p i c a l l y used by a f a m i l y m e m b e r w h o lives 

separately. The f a m i l y m e m b e r can, t h r o u g h a tablet-based interface, contro l the 

robot to h e l p the e lder ly p e r s o n p h y s i c a l l y w i t h their d a i l y l i v i n g tasks. If there 

is a p r o b l e m unsolvable b y the p r e v i o u s two interfaces, a profess ional operator 

is ca l led w h o can remotely control the robot t h r o u g h the most advanced inter­

face (the one descr ibed i n this w o r k ) a n d use semi-autonomous funct ional i ty to 

guide the robot, e.g. to b r i n g a n object u n k n o w n to its a u t o n o m o u s system. The 

autonomous system a n d its connect ion to var ious interfaces is further descr ibed i n 

[107]. 

The Care-O-bot 3 2 service robot [ n o ] w a s used as a project demonstra t ion plat­

f o r m . It is based o n a n o m n i d i r e c t i o n a l p l a t f o r m w i t h posi t ionable torso a n d a 

sensor head , a K u k a L B R dexterous m a n i p u l a t o r (7 D O F ) e q u i p p e d w i t h a S c h u n k 

S D H three-finger h a n d (7 D O F ) a n d tactile sensors. The robot uses three 2D laser 

scanners for obstacle avoidance a n d a M i c r o s o f t K inec t R G B - D camera for 3D per­

ception. 

To create the interface, w e have c o m b i n e d var ious exist ing components w i t h 

n e w l y des igned a n d deve loped ones i n a n o v e l way, enabl ing semi-autonomous 

operat ion of the robot. The results of two experiments w i t h novice users [86, 88] 

have suggested h i g h effectiveness a n d sui tabi l i ty of the approaches incorporated 

i n our user interface. E v e n a short s imulat ion-based t ra in ing of 60 minutes ( in­

c l u d i n g i n t r o d u c t i o n to the robot) was sufficient for ach iev ing h i g h success rates 

i n navigat iona l , search, a n d m a n i p u l a t i o n tasks i n a h o m e - l i k e environment . In 

prev ious publ i ca t ions w e have descr ibed the overal l usage concept u n d e r l y i n g the 

present user interface [85, 87], the f r a m e w o r k enabl ing its s e m i - a u t o n o m y [107], 

a n d results of experiments o n user interface components [86, 88]. The present p a ­

per describes the latest i terat ion of the user interface, i teratively i m p r o v e d based 

o n the results of several evaluations. 

Th is paper describes a user interface for a semi -autonomous robot. Sect ion 5.2 

presents related w o r k . Sect ion 5.3 gives an o v e r v i e w of the goals that mot ivated de­

velopment . Sect ion 5.4 describes the development a n d eva luat ion procedure . The 

2 http: / /www.care-o-bot.de/en/care-0-b0t-3.html (accessed 12/07/2015) 

http://www.care-o-bot.de/
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interface architecture a n d its basic funct ional i ty are deta i led i n Sect ion 5.5. Sections 

5.6 a n d 5.7 describe two m a i n use cases for our interface: remote n a v i g a t i o n a n d 

m a n i p u l a t i o n . Sect ion 5.8 d r a w s conclusions . 

5.2 R E L A T E D W O R K 

In this section, w e w i l l give a brief o v e r v i e w of the p r e v i o u s w o r k related to re­

mote ly operated robots f r o m different perspectives. 

5.2.1 Robot Control Architecture 

Var ious approaches exist for assistive robot control architecture. For instance, the 

robot presented by M i c h a u d et a l . is f u l l y teleoperated a n d focuses m a i n l y o n es­

tabl ishing c o m m u n i c a t i o n between teleoperator a n d e lder ly p e r s o n [91]. W h e n a 

teleoperator is not available, the robot is not able to p e r f o r m a n y task. To over­

come the lack of true autonomy, some approaches introduce near ly f u l l a u t o n o m y 

w i t h the poss ib i l i ty of h u m a n intervent ion w h e n necessary. These approaches are 

referred to as semi-autonomy, shared autonomy, adjustable autonomy, or h u m a n 

i n the loop . S u c h systems m a y p r o v i d e to the operator tools w i t h var ious levels of 

autonomy. For instance, the system p r o p o s e d b y M u s z y n s k i et a l . based o n egop-

erspective v i s u a l i z a t i o n offers three levels of a u t o n o m y [93]. A s i m i l a r a p p r o a c h 

was des igned b y B r u e m m e r et. a l . where the robot also offers different levels of a u ­

t o n o m y [21]. Their user s t u d y has s h o w n that users p e r f o r m e d better w h e n u s i n g 

tools w i t h more autonomy. S i m i l a r results suggest ing that more a u t o n o m y leads 

to an i m p r o v e d teleoperator per formance were obta ined i n [24, 77]. The recent ef­

forts ut i l ize h u m a n semantic k n o w l e d g e to he lp robots p e r f o r m better [133], w h i c h 

m i g h t lead to less operator in tervent ion a n d thus to decreased w o r k l o a d . U s i n g a 

robot's m o t i o n p lanner instead of l o w - l e v e l joint contro l can be also cons idered a 

semi-autonomous a p p r o a c h a n d according to [132] it is also more effective. U s i n g 

h igh- leve l a r m contro l i n c l u d i n g a cartesian p lanner a n d c o l l i s i o n avoidance ac­

c o r d i n g to [77] a l l o w s users to focus f u l l y o n the cognit ive part of the task, w h i c h 

is u s u a l l y the most cha l lenging for the robot. 

5.2.2 Visualization And User Interaction 

Tradi t ional v ideo-based interfaces t ransmit t ing images f r o m a camera m o u n t e d 

o n a robot p r o v i d e l o w s i tuat ional a n d spat ia l awareness a n d increase the r i sk of 

col l is ions [7]. The lack of h u m a n - r o b o t awareness, e.g. k n o w l e d g e of the robot's 

state a n d the state of the e n v i r o n m e n t are the p r i m a r y causes of incidents d u r i n g 
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teleoperation [31]. The m a i n p r o b l e m of v ideo-based teleoperation lies i n the l i m ­

i ted f i e ld of v i e w a n d the absence of d e p t h data [140]. Tradit ional ly , a d d i t i o n a l 

i n f o r m a t i o n is s h o w n to the user i n a separate w i n d o w or over la id over the v i d e o 

o n the sides. I n d i v i d u a l i n f o r m a t i o n o n the state of the robot a n d the e n v i r o n ­

ment m u s t be menta l ly correlated, w h i c h increases cognit ive l o a d . The ecological 

interface p a r a d i g m [95], o n the other h a n d , fuses as m u c h i n f o r m a t i o n as possible 

into a one coherent v i r t u a l scene a n d acts as a f o r m of a mixed-real i ty . Interfaces 

based o n this p a r a d i g m appear to p r o v i d e better s i tuat ion awareness a n d require 

less menta l l o a d [7]. A v i r t u a l scene presented to the operator can be based o n 

a m a n u a l l y created 3D m o d e l [75], an ex t ruded 2D m a p [21], or a c o n t i n u o u s l y 

u p d a t e d 3D m o d e l based o n sensor measurements . Results of a s t u d y b y M a s t et 

al . [86] have suggested the usefulness of a n automat ica l ly b u i l t a n d u p d a t e d 3D 

environment m o d e l for nav iga t ing a robot remotely. 

In case of v ideo-based egocentric interfaces a i m e d at robot nav iga t ion , a joystick 

used to be a frequent choice. N e w w a y s of contro l were i n t r o d u c e d for v i r t u a l 

real i ty-based interfaces, w h i c h are u s i n g exocentric d i s p l a y perspective s u c h as 

" p o i n t a n d c l i c k " [24], w h e n a goal p o s i t i o n for the robot is specif ied by c l i c k i n g a 

place i n the v i r t u a l environment . M o s t recent interfaces tend to use v i r t u a l widgets , 

also ca l led interactive markers [24, 77]. The advantage of these markers is that 

they are an integral part of the v i r t u a l scene a n d n o special device is requi red as 

o p p o s e d to contro l u s i n g e.g. the P h a n t o m device [37], m o t i o n capture [70], data 

gloves [58], or bra in -computer interfaces [11]. A cruc ia l issue associated w i t h the 

difference between the i n p u t devices a n d the v i s u a l i z a t i o n is the potent ia l p r o b l e m 

of d i sp lay-cont ro l misa l ignments i n t r o d u c e d b y u s i n g different coordinate systems. 

T h u s , the remote operator has to keep s w i t c h i n g menta l ly between the coordinate 

systems. This issue has been addressed by either u s i n g art i f ic ia l cues [25] or b y 

choos ing an appropr ia te coordinate system. 

5.2.3 Imaging Equipment 

A convent ional 2D d i s p l a y can o n l y convey d e p t h percept ion based o n m o n o c u ­

lar d e p t h cues, consis t ing of perspective, occ lus ion , l i g h t i n g a n d shadows , relative 

object size, surface textures, etc. Stereoscopic d isplays o n the other h a n d enable 

users to na tura l ly judge relations between objects, based o n p r o v i d e d b inocular 

cues [34]. Potent ia l advantages of stereoscopy have been invest igated i n several 

studies. For instance[ i i5] suggested that there was n o signif icant difference i n 

c o m p l e t i o n t imes between stereo a n d m o n o d i s p l a y i n a n a v i g a t i o n task. O n the 

other h a n d , there was a substantial difference i n the n u m b e r of col l i s ions against 

the envi ronment , w h i c h were lower for the stereo c o n d i t i o n . U t i l i t y of stereo dis -
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play for dexterous m a n i p u l a t i o n has been invest igated i n [40]. In their c o m p a r i s o n 

of a n interface based o n m u l t i p l e 2D v i e w s of the scene versus stereoscopic d i s ­

play, the stereoscopic m o d e resulted i n a 6 0 % decrease of task c o m p l e t i o n t ime. 

Influence of m o n o a n d stereo v i s u a l i z a t i o n of 3D scan data o n users' abi l i ty to 

unders tand the env i ronment has been invest igated i n [39]. This w o r k points out 

that the stereoscopic v i s u a l i z a t i o n reduces the r isk of m i s u n d e r s t a n d i n g the en­

v i ronment . V a r i o u s technologies for stereoscopic d i s p l a y have been c o m p a r e d i n 

[80] a n d it was f o u n d that shutter glasses p r o v i d e d e p t h i m p r e s s i o n comparable to 

m u c h more expensive p o l a r i z e d w a l l s or C A V E . 

5.2.4 Conclusion 

U n t i l f u l l y a u t o n o m o u s assistive robots w i l l be available, some f o r m of teleopera-

t ion w i l l l i k e l y be necessary. U s i n g a semi -autonomous a p p r o a c h a robot remote 

operator's w o r k l o a d can be lowered a n d at the same t ime performance increased. 

The degree of the u n d e r l y i n g a u t o n o m y plays a c ruc ia l role i n operators ' perfor­

mance. A n o t h e r i m p o r t a n t factor is the user interface, its des ign , capabil i t ies a n d 

abi l i ty to convey r i c h i n f o r m a t i o n . There are approaches focused o n part icular as­

pects however there is current ly none u t i l i z i n g a synergy of these aspects, moreover 

u s i n g affordable h a r d w a r e for user interaction. 

5.3 U S E R I N T E R F A C E D E S I G N G O A L S 

The v i s i o n u n d e r l y i n g our user interface is a robot that acts a u t o n o m o u s l y as m u c h 

as possible . O n l y w h e n it fails to a c c o m p l i s h a task by itself, a h u m a n operator 

takes over remotely a n d intervenes w i t h n a v i g a t i o n or m a n i p u l a t i o n . D u r i n g the 

intervent ion it is u p to the operator to select appropr ia te too l w i t h g i v e n level of 

a u t o n o m y l e a d i n g to the lowest w o r k l o a d a n d safe operat ion. To be able to solve 

a w i d e range of p r o b l e m s , users were to have a h i g h degree of contro l over the 

robot. The user interface further h a d to be easy to use as it w a s p r i m a r i l y a i m e d 

at teleassistants, i.e. non-robotic ists w h o were o n l y to receive basic t r a i n i n g [85]. 

O u r goals were thus to m a i n t a i n a h i g h degree of robot a u t o n o m y w h i l e a l l o w i n g 

a h i g h degree of control labi l i ty , i n a system that w o u l d s t i l l be easy to use. We 

ident i f ied a n u m b e r of interesting approaches for ach iev ing these goals: 

• Techniques for assisted, semi -autonomous remote m a n i p u l a t i o n a n d n a v i g a ­

t ion , a i m i n g to take away l o a d f r o m the operator a n d a l l o w safe operat ion 

over unstable n e t w o r k connections e.g. [91, 21, 77] 
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• The ecological interface p a r a d i g m that enables a n operator to direct ly infer 

possible actions f r o m the v i s u a l i z e d envi ronment a n d thereby a ims to reduce 

cognit ive l o a d a n d i m p r o v e s i tuat ion awareness a n d user interface usabi l i ty 

e.g. [95/ 7] 

• 3D v i s u a l i z a t i o n of the large-scale e n v i r o n m e n t outside the robot's current 

f ie ld of v i e w for better spat ia l or ientat ion e.g. [75, 21] 

• U t i l i z a t i o n of contemporary 3D sensors able to generate l ive co lored 3D p o i n t 

c louds for a h i g h degree of rea l i sm a n d detai l e.g. [7, 77] 

• 3D env i ronment m a p p i n g based o n 3D sensor data for realistic large-scale 

representation of the envi ronment , a i m i n g to i m p r o v e spat ia l or ientat ion a n d 

s i tuat ional awareness e.g. [57,139] 

W h i l e each of these approaches is p r o m i s i n g o n its o w n , they h a d so far been 

used i n a rather isolated way. For example , ecological interfaces were restricted 

to either n a v i g a t i o n [95] or m a n i p u l a t i o n [7] or d i d not e m p l o y semi-autonomy. 

Some p r e v i o u s interfaces r e l y i n g o n 3D env i ronment v i s u a l i z a t i o n were based o n 

m a n u a l l y created 3D m o d e l s [75, 21] rather than o n sensor-based envi ronment 

m o d e l s that can be generated a n d kept u p to date automatical ly. A p p l i c a t i o n s 

of 3D env i ronment m a p p i n g u s i n g 3D sensors were not used for v i s u a l i z a t i o n i n 

the user interface [139]. We thus a i m e d to create a hol is t ic s o l u t i o n for b o t h semi-

autonomous remote m a n i p u l a t i o n a n d nav iga t ion , u s i n g m o d e r n technology a n d 

integrat ing the above-ment ioned approaches into a consistent user experience. We 

re l ied o n c o m m o n l y available low-cost h a r d w a r e a n d , w h e r e possible , o n software 

components a lready available. We d eve loped o w n components or extensions to 

exist ing ones w h e r e necessary. 

5.4 I T E R A T I V E D E V E L O P M E N T A N D E V A L U A T I O N 

The user interface w a s deve loped f o l l o w i n g a human-centered d e s i g n process [36] 

i n several iterations of deve lopment a n d testing, e v o l v i n g f r o m a conceptual proto­

type into a f u l l y funct iona l user interface. A total of 430 prospect ive users were i n ­

v o l v e d i n studies direct ly a n d indirec t ly related to this user interface, carr ied out i n 

the SRS project [107]. E a r l y studies focused o n e l ic i t ing user requirements [85, 84] 

a n d o n the deve lopment of a n overal l usage concept also i n c l u d i n g two reduced-

funct ional i ty m o b i l e user interfaces not descr ibed here [85, 87]. The present user 

interface was tested five t imes at different stages of deve lopment w i t h a total of 81 

users. A l l evaluations were carr ied out w i t h non-expert users. A s the focus of the 

present paper is the descr ip t ion of the user interface, w e just give a brief o v e r v i e w 
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of the evaluations here a n d , w h e r e available, refer to the publ ica t ions descr ib ing 

them for more detai l . 

The first evaluat ion was a usabi l i ty test carr ied out i n G e r m a n y at Stuttgart M e ­

dia Univers i ty ' s U s e r Experience Research L a b e m p l o y i n g a h o r i z o n t a l prototype 

of the user interface (static screens s i m u l a t i n g interaction) [85]. Seven teleassistants 

f r o m h o m e telesupport centers were recrui ted for this study. W e d e t e r m i n e d 18 us­

abi l i ty p r o b l e m s that lead to 10 d e s i g n changes i n the h o r i z o n t a l prototype . 

In the second eva luat ion a n early i m p l e m e n t a t i o n of the user interface was tested. 

Th is evaluat ion was carr ied out by project partner D o n G n o c c h i F o u n d a t i o n i n 

M i l a n . F ive users remotely navigated the robot t h r o u g h a realistic m o d e l apart­

ment purpose -bu i l t for evaluations. This s t u d y gave ins ight into the strengths a n d 

weaknesses of var ious control m o d e s for remote robot navigat ion . A l s o , n u m e r ­

ous technical a n d usabi l i ty issues were uncovered a n d addressed i n subsequent 

development . 

The t h i r d eva luat ion was aga in carr ied out i n the lab i n Stuttgart a n d e m p l o y e d 

the G a z e b o robot s imula tor [69]. We created a deta i led apartment m o d e l for carry­

i n g out evaluations i n s i m u l a t i o n u n d e r realistic condi t ions (Figure 5.1). It consists 

of three rooms, connected by corr idors , a n d contains 80 h o u s e h o l d a n d furni ture 

items w i t h realistic p h y s i c a l propert ies such as weights a n d fr ic t ion resistances. 

The apartment was precisely m o d e l e d after the site u s e d i n our later experiments . 

We have made this m o d e l freely available so it can be u s e d by other researchers 3 . 

14 users par t ic ipated i n this evaluat ion. The evaluat ion focused o n strengths a n d 

weaknesses of var ious approaches for v i s u a l i z i n g the remote env i ronment i n the 

user interface. It also served as a comprehensive p i l o t s t u d y for the experiments 

carr ied out subsequently i n reality. 

W h e n the user interface h a d reached a f u l l y func t iona l a n d stable state, w e 

carried out two experiments w i t h more n a r r o w l y specif ied questions a n d larger 

numbers of part ic ipants i n a purpose -bu i l t m o d e l apartment o n Fraunhofer IPA's 

premises i n Stuttgart. The first experiment , i.e. the f o u r t h evaluat ion, w i t h 27 par­

ticipants invest igated the u t i l i t y of two different types of g loba l 3D env i ronment 

m a p s (voxel-based a n d geometric) v i s u a l i z e d i n the user interface for remotely re­

s o l v i n g navigat iona l p r o b l e m s the robot cannot h a n d l e autonomously . Results are 

br ief ly s u m m a r i z e d i n Sect ion 5.5.3 a n d descr ibed i n deta i l i n [86]. 

The second exper iment a n d f i f th eva luat ion [88] was carr ied out w i t h 28 par­

ticipants at the Fraunhofer site. Its first p u r p o s e was to investigate potent ia l a d ­

vantages of stereoscopic presentat ion of the user interface for remotely r e s o l v i n g 

problemat ic situations w i t h object m a n i p u l a t i o n a n d robot navigat ion . These re­

sults are br ie f ly s u m m a r i z e d i n Sect ion 5.5.5 a n d descr ibed i n deta i l i n [88]. The 

3 http://wiki.ros.org/srs_user_tests (accessed 12/07/2015) 

http://wiki.ros.org/srs_user_tests
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(a) living room in reality (b) modeled living room 

Figure 5.1: Realistic apartment model designed for evaluating the user interface; includes 

l iving room, bedroom, kitchen, corridors, and 80 household and furniture 

items. 

Figure 5.2: Results of the most recent user experience assessment, based on the user in ­

terface's stereo mode: mean user ratings for pragmatic quality (usability) and 

hedonic quality. 

second p u r p o s e was to obta in an assessment of the qua l i ty of users' experience 

of interact ing w i t h the interface. Th is i n c l u d e d ratings of usabi l i ty a n d hedonic 

quality, measured w i t h the A t t r a k D i f f ins trument [53]. The m a i n user experience 

results are v i s u a l i z e d i n F igure 5.2 (based o n stereo m o d e , w h i c h scored higher) . 

The user interface overal l falls just into the range of " d e s i r e d " , w h i c h is a h i g h l y 

encouraging result but there is also s t i l l some r o o m for improvement . M o r e details 

o n these results can be f o u n d i n [88]. 

5.5 V I S U A L I Z A T I O N A N D I N T E R A C T I O N A P P R O A C H 

The interface consists of m a n y components , the m a i n ones b e i n g depic ted i n F i g ­

ure 5.4. It runs o n two computers - one o n the robot i n a W i - F i ne twork , a n d a 

remote user station. The f ront-end user interface is based o n a v i s u a l i z a t i o n tool 

c o m b i n i n g the interactive 3D scene s h o w i n g most of the i n f o r m a t i o n a n d the side-

panels w i t h convent ional elements l ike buttons etc. The user is p r o v i d e d w i t h a 2D 

mouse , a 3D mouse a n d a convent ional or a stereoscopic screen. The user station 

also hosts an a r m m o t i o n p l a n n i n g component p r o v i d i n g , a m o n g others features, 
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(a) view from the interface with the object al- (b) robot having a problem in autonomous 
ready segmented and grasped mode (cannot recognize object 

Figure 5.3: The interface allows the user to manipulate an untrained object which cannot 

be handled autonomously. 

unreliable 
connection 

I manipulator j<-

3D env. model 

I base j» 

reactive grasping 

altering map content 

virtual camera pose 

differential 
point clouds 

arm motion planning 

selected preset / state info 

RViz (visualization tool) 

conventional mouse 

2D /3D screen 

5 DOF user input [transformation to user's 
perspective 

raw 6 DOF user input 

Figure 5.4: Simplified diagram showing interactions between main components of the user 

interface, their connection to the robot and input and output devices. 

inverse kinematics w h i c h is used for v i s u a l i z a t i o n . The robot's computer hosts, 

apart f r o m l o w - l e v e l dr ivers etc., components for m a p p i n g , g r a s p i n g a n d teleoper-

ation. A l l components communica te u s i n g the R O S m i d d l e w a r e a n d thus can be 

easily reused. 

The interface specific feature is an A P I w h i c h can be used b y the a u t o n o m o u s sys­

tem to ask the user for h e l p if a p r o b l e m arises. N o r m a l l y , the interface is d isab led . 

W h e n the robot's a u t o n o m o u s system cannot complete some task (see F igure 5.3a), 

it sends a request to the interface. The interface then leads the user t h r o u g h the 

task g i v i n g text instruct ions for c o m p l e t i n g respective sub-tasks a n d automat ica l ly 

enabl ing necessary components such as a n interactive v i r t u a l a r m (see F igure 5.3b). 

W h e n d e a l i n g w i t h a task, the user m a y at some p o i n t (sub-task) decide that the 

m a i n p r o b l e m is so lved a n d h a n d back control to the a u t o n o m o u s system. A l t e r n a ­

tively, he or she m a y decide that the task w o u l d be too di f f i cul t to complete for the 

robot a n d f i n i s h it manual ly . W i t h this approach , the operator's t ime is conserved 

as m u c h as possible . 
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Figure 5.5: The 3D mixed reality environment consisting of a robot model, 2D laser data, 

a 2D map, a combination of the live R G B - D data i n current field of view of 

the robot (visualized using yellow lines) and the 3D voxel-based map outside 

it and a video stream. 

5.5.1 3D Mixed Reality Environment 

The user interface is based o n R V i z 4 , a m o d u l a r 3D v i s u a l i z a t i o n tool , for w h i c h 

we deve loped several cus tom p l u g i n s a n d a n extension for stereoscopy. The largest 

p o r t i o n of the user interface is dedicated to a rendered v i e w of a 3D environment . 

The mixed-rea l i ty env i ronment consists of a 2D m a p relevant for loca l iza t ion a n d 

navigat ion , a c o n t i n u o u s l y u p d a t e d 3D m a p , a robot m o d e l i n proper scale a n d 

conf igurat ion according to the robot's p r o p r i o c e p t i o n . Moreover , there is in-scene 

v i s u a l i z a t i o n of data f r o m three 2D laser scanners a n d the R G B - D camera. The 3D 

scene also contains interactive markers for robot control , object representation, etc. 

Elements of the user interface are automat ica l ly s w i t c h e d o n a n d off based o n the 

current context. 

5.5.2 User Interaction 

The user interface can be contro l led exclusively by a c o m m o n 2D p o i n t i n g device. 

O p t i o n a l l y , a 3D mouse m a y be u s e d for some tasks. D u r i n g o u r pre-tests, 3D 

mouse-based contro l p r o v e d to be comfortable , easy to learn , a n d suff ic iently pre­

cise even for m a n i p u l a t i o n i n c o m p l e x scenes. The 2D mouse is used to set the 

scene v i e w to any angle a n d distance, to interact w i t h the in-scene 3D widgets , 

a n d to control the convent ional part of the interface. The 3D mouse m a y be u s e d 

to teleoperate the robot's base a n d to contro l the e n d effector goa l pose. 

The 3D mouse w e used , S p a c e N a v i g a t o r 5 , is a low-cost device w i t h six degrees 

of f reedom. W h e n u s i n g the 3D mouse , a l l cursor movements are encoded as a 

4 http://wiki.ros.org/rviz (accessed 12/07/2015) 

5 http://www.3dconnexion.com/products/spacenavigator.html (accessed 12/07/2015) 

http://wiki.ros.org/rviz
http://www.3dconnexion.com/products/spacenavigator.html
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vector ( t x , t y , t z , r y , r p , r r ) w h e r e ( t x , t y , t z ) represents the translat ional part a n d 

, rp, r r ) the rotat ional part i n the f o r m of yaw, p i t c h , a n d r o l l angles. We consider 

the pose of the camera o b s e r v i n g the mixed-rea l i ty scene a n d t rans form control i n ­

puts f r o m the 3D mouse coordinate system to the camera perspective. Th is leads 

to contro l l ing robot movement i n the user's rather than i n the robot's coordinate 

system. The t ransformat ion is rather s i m p l e - the translat ion vector ( t x , t y , t z ) i n ­

t roduced by the 3D mouse is rotated a long the z - a x i s , i.e. the one p e r p e n d i c u l a r 

to the f loor p lane i n the scene, according to the current camera pose so that the 

translat ion a long the z - a x i s t z remains unchanged : 

^x' ty ) — ("tx/ ty , (5-i) 
cos a s i n a 

— s i n a cos a 

H e r e a is the current y a w angle of the camera pose i n the scene coordinate 

system. A s this t ransformat ion of the contro l c o m m a n d s to the user perspective 

requires m u c h less menta l rotations it s h o u l d h e l p to lower cognit ive l o a d o n a 

user. 

To enable the user to control the robot's base d u r i n g teleoperation or e n d effec­

tor d u r i n g t e l e m a n i p u l a t i o n v e r y precisely at l o w velocities a n d at the same t ime 

to move fast across longer distances w e have i n t r o d u c e d a non- l inear i ty into the 

SpaceNavigator outputs . The f o l l o w i n g equat ion is a p p l i e d to each component of 

the 6D0F vector (v i ,V2 ,V3 ,V4 ,V5 ,V6) resul t ing f r o m the 3D mouse : 

where vt is the o r i g i n a l va lue , n t is the t ransformed va lue a n d v { I x a x is the m a x i m a l 

a l l o w e d va lue of the i - t h component . 

5.5.3 3D Voxel-Based Environment Model 

The robot's K inec t camera p r o v i d e s s tandard R G B images as w e l l as co lored po in t 

c louds at 30 H z . The sensor has a l i m i t e d f i e ld of v i e w (57° h o r i z o n t a l l y a n d 43° 

vert ical ly) , a considerable level of noise a n d d e p t h reso lut ion decreasing quadrat i -

cal ly w i t h increasing distance f r o m the sensor [67]. M a i n l y d u e to the l i m i t e d f ie ld 

of v i e w , u s i n g o n l y l ive p o i n t c louds f r o m the sensor for s i tuat ion assessment or 

f i n d i n g obstacles or objects to fetch w o u l d be compl i ca ted for a remote operator. 

To overcome this l i m i t a t i o n , w e have i n t r o d u c e d an env i ronment m o d e l w h i c h 

combines po in t c l o u d s into a consistent g loba l m a p as the robot travels a r o u n d the 

envi ronment (see F igure 5.6). O u r s o l u t i o n is based o n the O c t o m a p l i b r a r y [57], 

w h i c h models the e n v i r o n m e n t as a g r i d of cubic v o l u m e s of v a r y i n g size. This 

g r i d is h ierarchica l ly o r g a n i z e d i n a n octree structure w h e r e each node represents 
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a space conta ined i n the cubic v o l u m e , a n d this v o l u m e is recursively s u b d i v i d e d 

into eight subvolumes u n t i l a preset m i n i m u m v o x e l size is reached. The O c t o M a p 

l i b r a r y uses probabi l is t ic occupancy m a p p i n g to fuse i n p u t sensor data suffer ing 

f r o m errors a n d uncertainty into robust est imat ion of the true state of the e n v i ­

ronment . The c o n t i n u o u s l y u p d a t e d g loba l m a p is d i s p l a y e d to the user a n d u s e d 

for col l is ion-free a r m trajectory p l a n n i n g . The a p p r o a c h a l l o w s the user to see a n d 

consider the w h o l e env i ronment a r o u n d the robot. See F igure 5.5 for a n example 

of a v i s u a l i z a t i o n of a r o o m f r o m a h o m e - l i k e env i ronment u s i n g a v o x e l resolut ion 

of 0.025 m . This reso lut ion seems to be sufficient for the m o d e l to serve as a clue 

for spat ia l awareness a n d for obstacle avoidance. For h i g h - p r e c i s i o n tasks, users 

can rely o n more deta i led l ive sensor data (see 5.5.4). 

To cope w i t h l i m i t e d n e t w o r k b a n d w i d t h , especial ly over unrel iable wireless net­

w o r k s , w e have deve loped m o d u l e s for compressed transfer of dif ferential frames 

representing the m o d i f i e d parts of the w h o l e g loba l m a p . They consider the p o s i ­

t ion of the robot's 3D camera i n the e n v i r o n m e n t a n d its f i e ld of v i e w a n d then 

compute a n d send to the user's P C the cor responding p o i n t c l o u d i n a compressed 

f o r m . A t the user's P C , the p o i n t c l o u d is decompressed a n d the respective part 

of the g loba l m a p u p d a t e d . Once per 5 to 10 di f ferent ia l frames, the w h o l e m a p is 

sent to be able to recover f r o m fai lures. F igure 5.7 shows the n e t w o r k b a n d w i d t h 

we measured d u r i n g a test r u n a r o u n d the evaluat ion apartment. Results s h o w that 

the dif ferent ia l a p p r o a c h can save 65 % of the ne twork b a n d w i d t h for the result­

i n g g loba l m a p of 1,056,575 points . M e m o r y requirements of the internal O c t o m a p 

representation were g r o w i n g u p to 1.015 G B i n this case. To further save ne twor k 

capacity, R G B camera images are transfered u s i n g the Theora codec. There are 

m a n y other possibi l i t ies to cope w i t h ne twork issues b u t these r e m a i n to future 

w o r k . 
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Network bandwidth of the global map transfer 
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Figure 5.7: Network bandwidth for whole global map transfer is compared to sending of 

map differences. Input R G B - D data and environment mapping were throttled 

to process 1 frame per second. The whole map was sent after each 5 differential 

frames. 

We have further extended the funct ional i ty of the s tandard O c t o m a p l i b r a r y by : 

• A l l o w i n g the user to m a n u a l l y m o d i f y a part of the m a p - either b y c lear ing 

out a reg ion of the m a p h i n d e r i n g a r m trajectory p l a n n i n g , or b y a d d i n g an 

art i f ic ial object to prevent the robot f r o m g o i n g there 

• F i l t e r ing i n c o m i n g p o i n t c l o u d s for g r o u n d parts a n d speckles so that they 

d o not obstruct the v i e w a n d the 2D m a p 

• R e m o v i n g noise a n d outdated parts of the 3D m a p u s i n g a ray-cast tech­

n ique that clears out outdated parts of the env i ronment w h e n they are n e w l y 

observed b y the robot 

We invest igated the usefulness of v i s u a l i z i n g g loba l 3D env i ronment m a p s i n 

the user interface i n a n exper iment [86]. W e c o m p a r e d the voxel-based m a p p i n g 

approach descr ibed above w i t h an alternative geometric m a p p i n g approach , o p t i ­

m i z e d for l o w n e t w o r k b a n d w i d t h c o n s u m p t i o n [6], a n d further w i t h a c o n d i t i o n 

w i t h o u t any g loba l 3D m a p p i n g . Part ic ipants accompl i shed var ious object search 

a n d obstacle n a v i g a t i o n tasks w i t h the robot i n a h o m e - l i k e environment . G l o b a l 

3D env i ronment m a p p i n g s h o w e d to have substantial t e m p o r a l advantages w h e n 

users were searching for objects i n the apartment a n d it lead to fewer col l is ions 

w h e n n a v i g a t ing the robot a r o u n d elevated obstacles. D u r i n g one n a v i g a t i o n task 

where a l l obstacles were located o n the floor, 3D m a p p i n g d i d not s h o w tempo­

ra l advantages - p r e s u m a b l y because a l l relevant e n v i r o n m e n t i n f o r m a t i o n was a l ­

ready contained i n the 2D laser range data. U s e r per formance w i t h the voxel-based 
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technique tended to be better than w i t h the s i m p l i f i e d geometric v i s u a l i z a t i o n , pre­

s u m a b l y due to h igher v i s u a l deta i l a n d rea l i sm [86]. 

5.5.4 Combining 3D Environment Visualizations 

A n i m p o r t a n t quest ion is h o w to combine the " h i s t o r i c a l " data stored i n the 3D 

m a p of the e n v i r o n m e n t w i t h the l ive R G B - D data. It is o b v i o u s l y impor tant to 

show the remote operator the latest data a n d to not obstruct the v i e w w i t h any 

artifacts stored i n the 3D env i ronment m a p - e.g. the p r e v i o u s yet outdated record­

ings, noise, a n d speckles. Moreover , the reso lut ion of the 3D m a p is lower than the 

reso lut ion of the l ive data especial ly for close objects. 

O u r a p p r o a c h uses the i n f o r m a t i o n about the current p o s i t i o n a n d orientat ion 

of the robot's torso to cut out the part of the 3D m a p ins ide the current f i e ld of 

v i e w a n d s h o w the l ive R G B - D data there. W e l i m i t the m a x i m u m distance f r o m 

the camera at w h i c h the points are f i l tered because the effective range of the sensor 

is l i m i t e d too. To communicate the difference between l ive a n d his tor ica l data to 

the user, the current f i e ld of v i e w of the sensor is v i s u a l i z e d u s i n g two t h i n y e l l o w 

l ines, w h i c h d o not obstruct the v i e w (see F igure 5.5). 

5.5.5 Stereoscopic Display 

Stereoscopic d i sp lay can i m p r o v e user per formance [32] a n d user experience [20]. It 

has the potent ia l to s i m p l i f y tasks that d e p e n d o n the operator's d e p t h judgments , 

for example reaching a n d g r a s p i n g of objects, robot n a v i g a t i o n i n the r o o m i n c l u d ­

i n g obstacle avoidance, j u d g i n g the robot's a r m pos i t ion , or the relative posi t ions 

a n d distances of objects i n the scene. W i t h o u t stereo v i s u a l i z a t i o n the operator m a y 

be less accurate a n d m a y need to adjust the v i e w p o i n t more often to see the scene 

f r o m different perspectives. 

There are several c o m m e r c i a l solut ions for stereo d i s p l a y i n computer graphics . 

To achieve the stereoscopic effect, w e use the N v i d i a 3D V i s i o n 2 stereoscopic k i t 6 . 

This k i t consists of L C shutter glasses a n d d r i v e r software. The glasses use a w i r e ­

less IR protoco l to communica te w i t h the emitter p r o v i d i n g a t i m i n g s ignal . The 

stereo dr iver software p e r f o r m s the stereoscopic convers ion b y u s i n g 3D models 

transmitted b y the a p p l i c a t i o n a n d render ing two separate v i e w s f r o m two s l ight ly 

different points . A fast stereo L C D m o n i t o r (120 Hz) shows these two images alter­

nately a n d the shutter glasses contro l led b y the emitter present the image in tended 

for the left eye w h i l e b l o c k i n g the r ight eye's v i e w a n d vice versa. The scene i n R V i z 

http://www.nvidia.com/object/3d-vision-main.html (accessed 12/07/2015) 

http://www.nvidia.com/object/3d-vision-main.html
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is generated u s i n g the O g r e l i b r a r y 7 , w h i c h , however, is not ready for the stereo­

scopic d i sp lay o n L i n u x i n the vers ion i n c l u d e d i n R O S Electric (1.7.3). T h u s it was 

necessary to m o d i f y the Ogre l i b r a r y as w e l l as R V i z itself. 

To assess the usefulness of stereoscopic d i sp lay for this user interface, w e car­

r ied out a n experiment [88]. 28 part ic ipants accompl i shed remote m a n i p u l a t i o n 

a n d robot n a v i g a t i o n tasks - hal f of the part ic ipants u n d e r stereoscopic a n d the 

other half u n d e r monoscopic display. For the task of spec i fy ing the gr ipper 's target 

p o s i t i o n for g r a s p i n g an object i n the remote env i ronment (see Section 5.7.3 a n d 

Figure 5.10c a n d 5- iod), there was a clear t empora l advantage of u s i n g stereoscopic 

display. Part ic ipants also reached the goals faster u n d e r stereo d i sp lay for the two 

other types of task, i.e. d e f i n i n g the shape of a n object to be grasped (see Section 

5.7.2 a n d F igure 5.10a a n d 5.10b) a n d nav iga t ing the robot a r o u n d obstacles (see 

Section 5.6.4). H o w e v e r , the differences were not as p r o n o u n c e d here a n d not statis­

t ical ly s ignif icant after m u l t i p l i c i t y correct ion. W e thus c o n c l u d e d that stereoscopic 

d isp lay seems to be a usefu l a d d i t i o n a l d i s p l a y m o d e for this k i n d of user interface 

but that its ut i l i ty m a y v a r y d e p e n d i n g o n the task [88]. 

5.6 A S S I S T E D N A V I G A T I O N 

Safe a n d reasonably fast movement of a n assistive robot can be considered an 

essential funct ional i ty . C o n t e m p o r a r y robot n a v i g a t i o n systems are quite mature 

a n d able to assure 2D n a v i g a t i o n even i n c o m p l e x a n d d y n a m i c environments . 

However , because of safety concerns, these systems are u s u a l l y t u n e d to be conser­

vative, to use w i d e safety marg ins , etc. This leads to i m p r o v e d safety but it l imi ts 

the robot's abil i t ies o n the other h a n d . In our semi -autonomous so lu t ion , a remote 

operator can be contacted if there is a p r o b l e m w i t h navigat ion , for instance if the 

robot cannot move to a des ired locat ion. 

To solve n a v i g a t i o n issues, the operator m a y use tools w i t h different levels of 

a u t o n o m y d e p e n d i n g o n the current s i tuat ion a n d personal preferences: 

• A u t o n o m o u s w a y p o i n t n a v i g a t i o n 

• In-scene teleoperation 

• 3D mouse teleoperation ( w i t h the o p t i o n to s w i t c h off c o l l i s i o n avoidance) 

Eco log ica l approaches for teleoperation have t y p i c a l l y used a non-interactive 

3D scene w i t h rather s impl i s t i c v i s u a l i z a t i o n of a n envi ronment a n d a joystick 

to contro l robot movement [95, 91]. O u r a p p r o a c h is s i m i l a r to p r e v i o u s ones i n 

terms of v i s u a l i z a t i o n u s i n g a c o m m o n reference frame a n d the abi l i ty to freely 

7 http:/7www.ogre3d.org (accessed 12/07/2015) 

http://7www.ogre3d.org
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adjust the v i e w p o i n t . B e y o n d this, it p r o v i d e s r i c h v i s u a l i n f o r m a t i o n a n d enables 

the user to choose a n appropr ia te tool for teleoperating the robot suitable for the 

part icular s i tuat ion. The 3D scene i n our a p p r o a c h is interactive so two of the 

available n a v i g a t i o n tools are integrated into it. 

5.6.1 Scenarios 

U n d e r n o r m a l circumstances, the robot navigates a u t o n o m o u s l y u s i n g p a t h p l a n ­

n i n g based o n the R O S N a v i g a t i o n Stack 8 . W h i l e the a u t o n o m o u s n a v i g a t i o n is 

capable of c o p i n g w i t h most s i tuations it fails i n some cases. A t y p i c a l example is 

a very n a r r o w passage w h e r e the robot p h y s i c a l l y fits but , because of safety set­

tings, is not able to pass autonomously . A u t o n o m o u s n a v i g a t i o n also cannot reach 

its goa l if there is a n obstacle b l o c k i n g the path . In semi -autonomous m o d e , the 

obstacle can be r e m o v e d u s i n g the m a n i p u l a t o r or p u s h e d away w i t h the robot's 

base. 

5.6.2 Autonomous Waypoint Navigation 

The teleoperation tool w i t h most a u t o n o m y enables the operator to send interme­

diate w a y p o i n t s to the robot's n a v i g a t i o n system. This can be usefu l for m o v i n g the 

robot over a longer distance or w h e n an o p t i m a l trajectory, w h i c h w o u l d n o r m a l l y 

be chosen b y the n a v i g a t i o n system, is for some reason not feasible, e.g. w h e n 

there is a r isk of co l l i s ion . The operator sets w a y p o i n t s b y c l i c k i n g at a des i red p o ­

s i t ion a n d also specifies the robot's target or ientat ion b y rotat ing the arrow before 

releasing the left mouse but ton . A f t e r that the trajectory is p l a n n e d a n d the p l a n is 

v i s u a l i z e d to the operator so he or she can easily predic t the robot's movement . 

5.6.3 In-Scene Teleoperation 

In order to p r o v i d e a n intui t ive w a y to d r i v e the robot direct ly w i t h i n the 3D scene, 

we have des igned a special in-scene teleoperation contro l that is based o n R O S 

Interactive M a r k e r s 9 . The robot can be teleoperated for translat ional movement 

i n two axes u s i n g the red a n d green arrows, a n d for rotat ion o n the spot u s i n g 

the b lue circle (Figure 5.8). This type of control is suitable for s m a l l a n d precise 

movements i n a t ight space. A more comfortable a n d faster w a y of teleoperation 

is rea l ized b y a y e l l o w d i s k i n the m i d d l e - w h e n grabbed, the robot fo l lows it. 

8 http: / /wiki.ros.org/navigation (accessed 12/07/2015) 

9 http://wiki.ros.org/interactive_markers (accessed 12/07/2015) 

http://wiki.ros.org/
http://wiki.ros.org/interactive_markers
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(a) translation in free (b) following the yel- (c) translation towards (d) rotation next to the 
space low disc the obstacle obstacle 

Figure 5.8: Dr iv ing the robot using the inscene teleop. Dr iv ing forward and backward is 

achieved using red arrows and sidewards using green arrows (a). Rotation is 

performed using the blue circle. The robot can be driven to a specified position 

by moving the yellow disc ((b)). Velocity limited marker shown when the robot 

cannot move i n a particular direction ((c)) and rotate i n place ((d)). 

Th is type of control is more suitable for traversing larger distances i n free space. 

However , w h i l e it a l l o w s control of more degrees of f reedom at the same t ime, 

it does not p r o v i d e precise contro l for n a v i g a t i o n i n t ight environments . The i n ­

scene control , especial ly the d i s c - f o l l o w i n g concept, was des igned as a n easy too l 

to m a n u a l l y dr ive the robot. W h e n u s i n g the d i s c - f o l l o w i n g concept, the robot 

m o t i o n is d e r i v e d f r o m the current disc p o s i t i o n ( p x , p y ) relative to the robot base: 

L M ( x ) = s ign(x ) * m i n ( M , |x|), (5.3) 

V f W d = L M ( C x * p x ) , (5.4) 

v r o t = s i g n ( p x ) * L M ( C y * p y ) . (5.5) 

F u n c t i o n L M ( X ) l i m i t s the m a x i m u m robot speed, C x a n d Cy are constant scal ing 

factors, V f W d is the f o r w a r d m o t i o n veloci ty a n d v r o t is the robot rotat ion velocity. 

U n t i l the user grabs a n d moves the disc the p o s i t i o n ( p x , p y ) is zero. These equa­

tions result i n a s m o o t h m o t i o n of the robot w h e n the robot s imul taneous ly turns 

to face the disc a n d moves towards the disc . 

In m a n y r e a l - w o r l d si tuations, the robot's c o l l i s i o n avoidance system based o n 

two 2D laser scanners prevents m o v i n g or rotat ing the p l a t f o r m i n some direct ions 

because the p l a t f o r m or the a r m is very close to either m o v i n g or static obstacles. 

W h e n the robot is close to a n obstacle, it automat ica l ly reduces its veloci ty u n t i l 

zero i n this par t i cular d i rec t ion to a v o i d a co l l i s ion . In these si tuations it m a y be 

frustrat ing if the remote operator cannot easily decide i n w h i c h direct ions move­

ment is a l l o w e d a n d i n w h i c h d i rec t ion the robot cannot be m o v e d . Therefore, w e 

des igned a veloci ty l i m i t e d indicator to he lp the remote operator decide i n w h i c h 

directions he or she can m a n u a l l y dr ive the robot. Indicators are s h o w n a r o u n d the 

robot i n the 3D scene to i l lustrate i n w h i c h direct ions the veloci ty of the robot is 
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l i m i t e d (Figure 5.8c) or if the rotat ional veloci ty is l i m i t e d (Figure 5.8d). Th is helps 

the remote operator to q u i c k l y decide w h a t is the problemat ic obstacle a n d h o w to 

dr ive the robot a r o u n d it. 

5.6.4 3D Mouse Teleoperation 

A s a n alternative to the in-scene robot control that uses a convent ional 2D mouse 

we have deve loped a 3D mouse control . It is u p to the user's preferences a n d the 

p r o b l e m at h a n d w h i c h w a y of contro l w i l l be used. W h e n u s i n g a 3D mouse , 

the indicators for veloci ty l imitat ions due to i m m i n e n t co l l i s ion are available too. 

C o m p a r e d to in-scene contro l u s i n g arrows a n d the b lue r i n g , the 3D mouse a l lows 

the user to p e r f o r m translat ional a n d rotat ional movements s imultaneously . 

5.7 A S S I S T E D M A N I P U L A T I O N 

W h e n p r o b l e m s occur, f u l l y a u t o n o m o u s m a n i p u l a t i o n can be subst i tuted by a 

semi-autonomous so lu t ion , w h i c h has been de v e lo p e d as a part of the user inter­

face. A s s i s t e d m a n i p u l a t i o n can be u s e d i n cases w h e r e automated p l a n n i n g of the 

a r m trajectory fails or is not appl icable . It offers a complete p i p e l i n e for m a n i p u l a ­

t ion tasks consis t ing of object detection, a r m trajectory p l a n n i n g , a n d grasp ing . 

The a p p r o a c h uses a col l is ion-aware trajectory p lanner a n d offl ine execution. 

It a l lows the user to set a des ired target p o s i t i o n a n d or ientat ion of the e n d ef­

fector b y adjust ing its v i r t u a l representation i n the 3D scene. The scene inc ludes 

v i s u a l i z a t i o n of the w h o l e a r m w i t h proper joint pos i t ions c o m p u t e d b y inverse 

kinematics . The user m a y v i s u a l i z e the trajectory a n i m a t i o n a n d eventual ly let the 

robot execute it. In case of a n emergency, the user can stop its execution. D u e to 

the absence of l o w - l e v e l t e lemanipula t ion , latency-related p r o b l e m s are e l iminated 

a n d thus our a p p r o a c h is also h i g h l y usable t h r o u g h unrel iable wireless networks 

a n d t h r o u g h the Internet. 

P r e v i o u s approaches for remote m a n i p u l a t i o n were restricted to stat ionary m a ­

nipula tors [7], used o n l y a v i d e o stream for user interact ion [25] or u s e d one or 

more joysticks for robot contro l [7, 25, 132]. M o r e advanced semi -autonomous ap­

proaches often use h u m a n s ' cognit ive sk i l l s for selecting objects i n c luttered scenes 

[104] or choos ing appropriate grasp points o n already detected objects [133] b u t 

they d o not give users f u l l m a n u a l control for cases w h e n a part icular automated 

procedure fails. O u r a p p r o a c h a l lows the user to carry out a l l steps for object 

m a n i p u l a t i o n manual ly , if necessary. D e c o u p l e d m o t i o n p l a n n i n g a n d execution 

makes the interface h i g h l y suitable for remote operat ion w h e n c o m p a r e d to direct 

t e lemanipula t ion [25, 132]. Moreover , usage of a g l o b a l 3D m a p u p d a t e d i n real-
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t ime p ro v i des the user better spat ia l a n d s i tuat ional awareness w h e n c o m p a r e d to 

interfaces u s i n g single 3D snapshots [7, 24, 77]. 

5.7.1 Scenarios 

The SRS a u t o n o m o u s system [107] offers object recogni t ion a n d grasp ing , however 

its funct ional i ty is not available u n d e r certain circumstances. First , the object to be 

grasped m u s t be learnt i n advance. This is unprob lemat i c for most of the objects 

of d a i l y use, however there m i g h t be a need to handle an u n k n o w n object. Further, 

detection of a k n o w n object m a y f a i l because of occ lus ion i n a c luttered scene, l o w 

i l l u m i n a t i o n levels, or d u e to inappropr ia te robot pos i t ion . F ina l ly , even i n case of 

a k n o w n a n d detected object, it m i g h t be imposs ib le for the a u t o n o m o u s system 

to reach any of the p r e c o m p u t e d g r a s p i n g posi t ions for var ious reasons. In a l l of 

these cases, a remote operator is ca l led for p r o v i d i n g assistance. 

W h e n there is a request for remote intervent ion, for instance w h e n an u n k n o w n 

object sha l l be fetched, appropr ia te tools i n the user interface are enabled a n d an 

operator is instructed w i t h text messages to p e r f o r m the f o l l o w i n g steps: 

1. D r i v e the robot to a p r o p e r p o s i t i o n (the robot is then p r e p a r e d automat ica l ly 

for the task - the torso is t i l ted f o r w a r d , the camera is f l i p p e d to the r ight 

d irec t ion , the a r m prepared i n the appropr ia te p o s i t i o n , a n d the tray l i f ted 

up) 

2. Correct 3D m a p (i.e. remove noise) if necessary 

3. M a n u a l l y segment the object f r o m the 3D scene 

4. N a v i g a t e the a r m to the proper grasp p o s i t i o n 

5. Select a n appropr ia te grasp strategy (see Sect ion 5.7.4) a n d execute it 

6. N a v i g a t e the a r m to place the object above the tray (the g r i p p e r opens auto­

matical ly) 

7. C h e c k if the object is o n the tray a n d navigate the a r m to a safe p o s i t i o n 

8. H a n d back control to the a u t o n o m o u s system 

F r o m this sequence, some steps can be repeated a n d at some points it is also 

possible to give the a u t o n o m o u s system the next try after the operator f ixed the 

p r o b l e m as s h o w n i n F igure 5.9. 
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Figure 5.9: Manipulation workflow diagram. Each motion planning/execution step can be 

repeated or divided into more subsequent steps. 

5.7.2 Object Segmentation 

In order to use semi -autonomous m a n i p u l a t i o n for u n k n o w n or u n r e c o g n i z e d ob­

jects, the d i m e n s i o n s of the object to be grasped need to be def ined first. We i m p l e ­

mented a tool w h i c h accelerates this process. W h e n there is a need for spec i fy ing 

an object shape, a n operator is asked to d r a w a b o x over the object i n the v i d e o 

stream (Figure 5.10a). Based o n this reg ion of interest, w e fit a b o u n d i n g b o x to the 

cor responding 3D points . The est imated b o u n d i n g b o x is s h o w n i n the 3D scene 

(Figure 5.10b), a n d the user can then adjust its pose a n d size according to either 

l ive 3D data or the 3D voxel-based m o d e l as there m i g h t be a lot of noise or oc­

c l u s i o n i n the o r i g i n a l sensor data. Th is b o u n d i n g b o x is then cons idered w h e n 

p l a n n i n g the coll is ion-free a r m trajectory. 

5.7.3 Interactive Arm Navigation 

The v i s u a l i z a t i o n for a r m n a v i g a t i o n i n the user interface consists of a 3D scene con­

ta in ing a robot representation w i t h manipula tor , a 3D c o l l i s i o n m a p , the b o u n d i n g 

box of a detected or user-specif ied object, a n d of a n R V i z p l u g i n p r o v i d i n g several 

funct ions v i a buttons , w h i c h are h i d d e n b y default . W h e n a remote operat ion ses­

s ion is in i t ia ted, the operator is not i f ied by a p o p - u p w i n d o w a n d the appropr ia te 

controls become active. 

For a r m n a v i g a t i o n (Figure 5.10), the operator is requi red to set a goa l p o s i t i o n 

for the e n d effector i n the 3D scene. It can be done u s i n g interactive 3D w i d g e t s or 



5-7 A S S I S T E D M A N I P U L A T I O N 

more in tu i t ive ly by a 3D mouse . W h i l e adjust ing the v i r t u a l e n d effector pos i t ion , 

the real m a n i p u l a t o r does not move. T h r o u g h color c o d i n g of the a r m as w e l l 

as a text overlay i n the 3D scene, the interface indicates i f the des ired p o s i t i o n 

is reachable b y the a r m a n d whether there are col l i s ions w i t h the env i ronment 

m o d e l or objects. A coll is ion-free trajectory f r o m the start p o s i t i o n to the goa l 

p o s i t i o n is p l a n n e d o n the user's request. If the p lanner cannot f i n d a trajectory, 

the user m a y try p l a n n i n g w i t h a different goa l p o s i t i o n or even w i t h a revised 

robot pos i t ion . Before executing the p l a n n e d trajectory, the operator can r u n its 

v i s u a l i z a t i o n (Figure 5- iod) several t imes a n d decide if it is safe. The operator m a y 

decide to p l a n several trajectories for one task. W h e n f in i shed , the operator marks 

the task as comple ted a n d h a n d s back control to the robot. 

The s o l u t i o n for trajectory p l a n n i n g is based o n funct ional i ty p r o v i d e d b y the 

a r m _ n a v i g a t i o n stack. It contains components for generat ing a robot-specific con­

f igurat ion , m a i n t a i n i n g representation of the e n v i r o n m e n t a n d recognized objects 

for c o l l i s i o n checking , trajectory p l a n n i n g a n d f i l ter ing, inverse kinematics c o m ­

puta t ion , v i s u a l i z a t i o n tools, etc. O u r m a i n contr ibut ions lie i n m a k i n g the user 

interface adequate for non-expert users, i n p r o v i d i n g the abi l i ty to use a 3D mouse 

as an i n p u t device , a n d i n a n A P I for integrat ion w i t h the a u t o n o m o u s system. 

5.7.4 User-Assisted Reactive Grasping 

O u r a p p r o a c h for g r a s p i n g was des igned to w o r k for objects u n k n o w n to the robot, 

m e a n i n g that there is no k n o w n m o d e l of a n object. Th is prec ludes g r a s p i n g ap­

proaches based o n p r i o r shape k n o w l e d g e [23]. 

We have deve loped software for the S D H 1 0 g r i p p e r e q u i p p e d w i t h tactile sensors, 

w h i c h a l l o w easy to use, safe, a n d robust remote grasping . There is a predef ined 

list of e m p i r i c a l l y d e t e r m i n e d target joint conf igurat ions w i t h associated m a x i m u m 

forces for each tactile p a d . The user selects a n appropr ia te preset according to the 

object (e.g. " f u l l beverage carton") . T h e n velocities for the joints are calculated so 

al l joints w i l l reach the target conf igurat ion at the same t ime i n c l u d i n g acceleration 

a n d decelerat ion r a m p s of conf igurable lengths. A n y joint is s t o p p e d d u r i n g the 

process of g r a s p i n g i f the m a x i m u m force f r o m its tactile array exceeds a value 

def ined i n the chosen preset. 

D u r i n g i n f o r m a l experiments u s i n g this approach , w e have been able to grasp 

var ious objects of d a i l y use a n d of different shapes. However , results to a certain 

extent d e p e n d o n p r e v i o u s steps a n d experience of the operator. 

IC5chunk Dexterous Hand 
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(a) selecting an object in the video stream (b) adjusting bounding box in the 3D scene 

(c) goal position not reacheable due to collision (d) visualization of planned trajectory 

Figure 5.10: Assisted arm navigation used to perform a pick-and-place task. 
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5.8 C O N C L U S I O N S A N D F U T U R E W O R K 

The interface presented i n this article enables in tervent ion of a remote operator 

w h o m a y navigate the robot a n d p e r f o r m m a n i p u l a t i o n of objects w h i c h cannot 

be h a n d l e d autonomously . The interface's central features are a 3D scene d i s p l a y 

g lobal 3D m a p p i n g w i t h interactive features, tools for teleoperation a n d telema-

n i p u l a t i o n , stereoscopic display, a n d control r e l y i n g o n a 3D mouse . The s o l u t i o n 

is b u i l t o n already available a n d w i d e l y u s e d components f r o m R O S a n d n e w l y 

des igned a n d deve loped ones, such as an intui t ive user interface for m a n i p u l a t i o n 

a n d a component for the efficient transport of 3D maps . Usage of the 3D interface 

w i t h fused v i s u a l i z a t i o n of a l l relevant data requires o n l y short t ra in ing , s h o w n b y 

the fact that novice users i n our experiments were a l l able to complete a l l tasks w e 

asked t h e m to solve. W e believe that the concept of a semi -autonomous robot is 

p r o m i s i n g as even remote m a n i p u l a t i o n tasks can be accompl i shed w i t h i n reason­

able t ime a n d w i t h reasonable effort. 

In order to i m p r o v e user interact ion, w e are exper iment ing w i t h h e a d t rack ing 

to introduce m o t i o n para l lax , w h i c h m i g h t be use fu l especial ly for m a n i p u l a t i o n . 

A n o t h e r o p t i o n w e investigate is to a l l o w a user to change the v i e w p o i n t w i t h a 

3D mouse . R e g a r d i n g g loba l 3D m a p p i n g , w e e n v i s i o n a s o l u t i o n that avoids the 

inf luence of imprecise robot loca l iza t ion o n a created m a p . For l i m i t e d - b a n d w i d t h 

connections, user experience c o u l d be i m p r o v e d b y u s i n g techniques l ike adaptive 

frame rates for images a n d p o i n t c louds . 
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S I M P L I F I E D I N D U S T R I A L R O B O T P R O G R A M M I N G : E F F E C T S 

O F E R R O R S O N M U L T I M O D A L I N T E R A C T I O N I N W O Z 

E X P E R I M E N T 

6.1 A B S T R A C T 

This paper presents results of an exploratory s t u d y c o m p a r i n g var ious m o d a l i ­

ties e m p l o y e d i n an indus t r ia l - l ike r o b o t - h u m a n shared w o r k p l a c e . Exper iments 

i n v o l v e d 39 part ic ipants w h o used a touch table, a touch display, h a n d gestures, a 

6D p o i n t i n g device, a n d a robot a r m to s h o w the robot h o w to assemble a s i m p l e 

product . To rule out a potent ia l dependence of results o n the n u m b e r of misrec-

o g n i z e d actions (result ing, e.g., f r o m unrel iable gesture recognit ion) , a control led 

amount of interact ion errors w a s i n t r o d u c e d . A W i z a r d - o f - O z setting w i t h three 

user g r o u p s d i f f e r ing i n the a m o u n t of s i m u l a t e d recogni t ion errors h e l p e d us to 

show that h a n d gestures a n d 6D p o i n t i n g are the fastest modal i t ies that are also 

general ly preferred b y users for setting parameters of certain robot operations. 

6.2 I N T R O D U C T I O N 

Industr ia l robots were t radi t iona l ly used m a i n l y i n a large-scale p r o d u c t i o n . This 

was p r i m a r i l y d u e to the large pr ice of the auto mat io n a n d l o w f lex ib i l i ty requir­

i n g l o n g a n d costly adaptat ion for n e w products . Recently, E U - s u p p o r t e d projects 

as S M E r o b o t i c s 1 a n d E u R o C 2 emerged to s u p p o r t deve lopment of easily reconfig-

urable cognit ive robots able to achieve f lex ib i l i ty requi red for s m a l l to m e d i u m 

scale m a n u f a c t u r i n g . S u c h f lex ib i l i ty m u s t be s u p p o r t e d by easy to use a n d effec­

tive h u m a n - r o b o t interact ion subst i tut ing t radi t iona l ways of p r o g r a m m i n g i n d u s ­

tr ial robots r e q u i r i n g expert- level k n o w l e d g e . 

O u r l o n g - t e r m goal is to create a shared-space e n v i r o n m e n t s i m i l a r to the exper­

imenta l setup s h o w n i n F igure 6.1 w h e r e a h u m a n operator can cooperate w i t h a 

semi-autonomous cognit ive robot u s i n g m u l t i - m o d a l interact ion a n d augmented 

reality: A R T a b l e . The robot w i t h i n the e n v i s i o n e d s o l u t i o n c o u l d be p r o g r a m m e d 

once a n d then p e r f o r m i n d e p e n d e n t l y or it m a y c o n t i n u o u s l y p r o v i d e assistance 

to the operator. There was a research o n w h a t modal i t ies are appropr ia te for w h a t 

1 http:/ / www.smerobotics.org 

2 http:/ / www.euroc-project.eu/index.php?id=challenge_i 
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most c o m m o n operat ions [106] i n s u c h a system. A s a first step towards A R T a b l e 

we were interested i n h o w var ious modal i t ies w o u l d p e r f o r m i n a s i m i l a r experi ­

ment however u n d e r realistic condi t ions . Therefore w e des igned a W o Z exper iment 

where i n p u t modal i t ies were not a lways w o r k i n g perfect ly a n d part ic ipants h a d to 

face interact ion errors. The a i m of the exper iment was to uncover whether there is 

dependence between preference for u s i n g part icular m o d a l i t y for setting p a r t i c u ­

lar parameter a n d a m o u n t of experienced interact ion errors. S e c o n d a r i l y w e were 

interested i n h o w task c o m p l e t i o n t imes w i l l be in f luenced b y used m o d a l i t y a n d 

amount of errors as a time-effective h u m a n - r o b o t interact ion w i l l be of p a r a m o u n t 

importance for a pract ical usage of s u c h system. V i d e o s u m m a r y of the exper iment 

can be seen at https : //y0utu .be/LtiDc3pGjug. 

6.3 R E L A T E D W O R K 

Robot m a n i p u l a t o r s used to be p r o g r a m m e d b y experts at a l o w level m a k i n g 

them less f lexible to p r o d u c t i o n changes. R e c e n t l y approaches a l l o w i n g h igh- leve l 

p r o g r a m m i n g b y e n d users appeared. O n e of these approaches is p r o g r a m m i n g 

by demonst ra t ion [12] also referred to as kinesthetic teaching [114], w h e r e a n op­

erator p r o g r a m s a robot b y p o s i t i o n i n g its end-effector w h i l e l earn ing poses [4] 

and/or forces [1]. E x i s t i n g solut ions can be d i v i d e d into those a l l o w i n g so ca l led 

offline p r o g r a m m i n g w h e r e a robot is p r o g r a m m e d once [101, 76], those a l l o w i n g 

https://y0utu.be/LtiDc3pGjug
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a cont inuous h u m a n - r o b o t co l laborat ion [96] a n d those a l l o w i n g b o t h [47] modes . 

The interface m a y be for instance projected [43] or integrated into a h a n d - h e l d 

device w i t h augmented reality [101, 76]. Interaction also m a y h a p p e n i n a v i r t u a l 

reality [47]. A l t e r n a t i v e l y to p o s i t i o n i n g a robot's end-effector, a h u m a n operator 

m a y demonstrate the task b y actual ly p e r f o r m i n g it [71] or b y g i v i n g h igh- leve l 

instruct ions u s i n g one [96] or more modal i t ies [101]. 

Errors i n interact ion can be according to [55] d i v i d e d into f o l l o w i n g types: m i s ­

unders tandings , non-unders tandings a n d misconceptions . For our experiment , w e 

choose to s imulate m i s u n d e r s t a n d i n g s w i t h t h i r d - t u r n repair of the errors. D e a l ­

i n g w i t h errors is often l i m i t e d to r e s o l v i n g p r o b l e m s d u r i n g p r o g r a m execut ion 

[9]. The exper iment w i t h social robot p r o g r a m m i n g [18] w h e r e gesture a n d speech-

based interfaces a n d even the robot 's software were not perfect ly reliable has 

s h o w n importance of the p r o v i d e d feedback. H o w e v e r , those errors were not s i m u ­

lated a n d thus their a m o u n t was not control lable . The f r a m e w o r k to s u p p o r t W o Z 

studies f r o m [68] a l l o w s to insert g i v e n a m o u n t of r a n d o m misrecogni t ion errors, 

however it is l i m i t e d to the speech-based interfaces. 

M i s u n d e r s t a n d i n g s m a y be caused b y a non-perfect input . For instance the 

p o i n t e d object est imat ion f r o m [98] is reported to have 83% success rate despite 

usage of a p r i o r i n f o r m a t i o n about locat ion of the objects. A n o t h e r a p p r o a c h to de­

tection of p o i n t i n g direct ions [119] achieved ± 1 0 ° angular a n d 93% distance error. 

The speech recogni t ion system f r o m [49] achieved 16% error i n a n o i s y e n v i r o n ­

ment w i t h b a c k g r o u n d T V or radio . It can be speculated that a m o u n t of errors 

w o u l d be h igher i n a n i n d u s t r i a l environment . 

6.4 U S E R S T U D Y D E S I G N 

The m a i n goal of this s t u d y was to f i n d out h o w errors affect user preference of 

i n p u t m o d a l i t y w h i l e p r o g r a m m i n g a robot. W e were interested i n three i n d u s t r i a l 

use cases: assembly, p i c k & p l a c e a n d w e l d i n g of points a n d seams. These use cases 

were t rans formed into a s i m p l e p r o d u c t m a n u f a c t u r i n g scenario, better f i t t ing our 

laboratory settings. A W i z a r d - o f - O z a p p r o a c h was u t i l i z e d to a v o i d i m p l e m e n t a ­

t ion specific errors. W i t h o u t part ic ipant 's k n o w l e d g e , a m a n i n a separated r o o m 

(wizard) observed the scene t h r o u g h a set of cameras a n d s i m u l a t e d system re­

sponses a n d a feedback. Moreover , W o Z a l l o w e d us to s imulate certain a m o u n t of 

errors i n interaction. 

The exper imenta l setup consisted of a table w i t h a t o p - m o u n t e d Kinec t V2 sen­

sor a n d a projector, a robotic p l a t f o r m (PR2) a n d a touch screen computer besides 

the table. A l l sensors were used o n l y for survei l lance purposes . D u r i n g the exper-
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iment , the robot was i m m o b i l e b u t it h e l p e d to create i m p r e s s i o n of a real robotic 

workspace . 

A s i m p l e G U I was created to give users feedback t h r o u g h the projector m o u n t e d 

above the table. There was a b o u n d i n g b o x a r o u n d each object o n the table a n d 

a label w i t h its name. The selected object was h i g h l i g h t e d a n d points a n d lines 

o n the objects (selected b y a user) were d i s p l a y e d i n a different color. The user 

interface contained a back b u t t o n used for s tepping back, w h e n the system m a d e 

an error. The b u t t o n was projected o n the table as a red arrow for each m o d a l i t y 

except the touch screen (there w a s a n on-screen one). Moreover , there was a n area 

dedicated to project ing a d d i t i o n a l i n f o r m a t i o n , animat ions etc. 

6.4.1 Input Modalities 

Touch table (A) A n object is selected b y c l i c k i n g o n its projected descr ipt ion . W e l d ­

i n g points a n d seams are selected o n a projected image of the object. A s s e m b l y 

constraints are not set w i t h this modal i ty . 

Touch screen (B) A n object is selected b y c l i c k i n g o n it o n a screen. W e l d i n g 

points a n d seams are selected o n a z o o m e d pic ture of the object. A s s e m b l y con­

straints are not set w i t h this modal i ty . Theoret ical ly there s h o u l d not be errors i n 

de terminat ion of user intent ion (e.g. w h e r e user c l icked) , but i n s u c h a complex 

system, there c o u l d a lways raise a n error, or a user can accidental ly c l ick o n a 

w r o n g place. 

Gesture (C) Objects a n d w e l d i n g points are selected b y p o i n t i n g o n t h e m w i t h 

the i n d e x finger. W e l d i n g seams are selected b y h o v e r i n g over a des ired seam w i t h 

the i n d e x finger. A gesture used to specify assembly constraint was u p to the 

user. H a n d gesture recogni t ion a n d h a n d p o i n t i n g d i rec t ion recogni t ion is w i d e l y 

s tudied p r o b l e m [109, 127]. Recent research shows that 75 to 98% recogni t ion rate 

is achievable [98, 119]. 

6D pointing device (D) S i m i l a r to C , but instead of the i n d e x f inger a 6D po int ­

i n g device w a s used. A l t h o u g h detect ion of pose a n d orientations of this device is 

more precise a n d robust than detect ion of a h a n d , there s t i l l m a y be errors caused 

b y a user, w h o can po in t o n a w r o n g object, or p o i n t imprecisely. 

Direct robotic arm programming (E) Select ing of objects a n d w e l d i n g points 

a n d seams was done b y p o i n t i n g o n t h e m w i t h a robot 's gr ipper . Just l ike the 

6D p o i n t i n g device , d e t e r m i n i n g of pose a n d or ientat ion of a robotic a r m is very 

precise, due to r e a d i n g arms actuators ' in terna l state, but it can suffer f r o m the 

same user errors. 

C o m p a r e d to [106], a direct robotic a r m p r o g r a m m i n g a n d a touch table were 

a d d e d . A speech was cons idered inappropr ia te as it is p r o b a b l y not suff ic iently 
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robust for n o i s y i n d u s t r i a l environments . O u r goa l w a s to p e r f o r m experiment u n ­

der realistic condi t ions a n d w e expected part ic ipants (mostly univers i ty students) 

to not believe speech p r o g r a m m i n g w i t h o u t predef ined vocabulary c o u l d w o r k . 

Moreover , i n [106] speech w a s the lowest rated modal i ty . 

Direct robot a r m p r o g r a m m i n g (kinesthetic teaching) is c o m m o n l y u s e d [114, 2], 

however w e are u s i n g this technique i n a different manner (e.g. selecting objects 

instead of teaching robot h o w to grasp them). Touch-sensitive table c o u l d be an 

advantageous alternative to a touchscreen i n an i n d u s t r i a l envi ronment , as the 

feedback, system i n f o r m a t i o n a n d interact ion w i t h system is h e l d i n the user 's 

w o r k i n g space a n d due to the fact, a user is not forced to d i v i d e attention between 

more places. 

6.4.2 Tasks 

E a c h part ic ipant was t o l d to p r o g r a m the robot to make a s i m p l e assembly a n d 

p a c k i n g i n a scenario i m i t a t i n g the most c o m m o n i n d u s t r i a l tasks. The scenario 

was d i v i d e d into four tasks, each consist ing of ten steps (setting ten parameters) i n 

total: 

• A s s e m b l y : select two objects (e.g. plastic cover a n d a l u m i n u m profi le) a n d 

set a n assembly constraint(s) (e.g. cover orientation) 

• P i c k & p l a c e : select a n object a n d select a place w h e r e to p u t it 

• W e l d i n g point : select an object, select four points o n its top side (to glue 

stickers i n our scenario) 

• W e l d i n g seam: select a n object, select four edges o n its top side (to seal boxes 

w i t h tape) 

E a c h task consisted of ten steps m e a n i n g that part ic ipant h a d to set ten p a r a m ­

eters: i.e. five t imes select a n object a n d place where to p u t it i n the p i c k & p l a c e 

task or select a n d object a n d according of its type select one or two assembly con­

straints i n assembly task (see F igure 6.2). A c c o r d i n g to part ic ipant 's g r o u p , there 

were zero, one a n d three (i.e. o, 10 a n d 30%) errors i n each task. For instance, i n 

30% error- level g r o u p the system r a n d o m l y m i s r e c o g n i z e d three parameters f r o m 

ten d u r i n g each of the four tasks. The errors were generated automat ica l ly b y our 

W o Z a p p l i c a t i o n a n d were not in f luenced by the w i z a r d . O r d e r of tasks a n d steps 

was the same for a l l part ic ipants . 

We see 0% error rate (used for exper iment i n [106]) as a n i d e a l state however 

h a r d l y achievable w i t h most of the modal i t ies . 10% seems to be a current realistic 
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(a) User selects plastic cap to be assem- (b) User performs step back as a tape 
bled with aluminum profile. was selected instead of the profile. 

(c) Now the intended object (profile) (d) Animation shows how the robot un-
was selected. derstood user's assembly demon­

stration. 

Figure 6.2: A n example of a typical interaction for the assembly task using the robot arm 

as an input modality. 

level . 30% was selected as the worst case scenario. We assume it to be the worst 

error ratio p r o b a b l y acceptable b y users. 

6.4.3 Methodology 

The S U X E S evaluat ion m e t h o d for subjective evaluat ion of m u l t i m o d a l systems has 

been a d o p t e d [129]. It is based o n col lect ing user 's expectat ion a n d experience a n d 

provides means to analyze var ious interact ion methods . The m e t h o d o l o g y d i v i d e s 

experiment into f o l l o w i n g four phases: 

6.4.3.1 Background Information 

The experiment is br ie f ly i n t r o d u c e d to the subject b y a conducter, w h o is w i t h 

the subject d u r i n g the w h o l e experiment . T h e n , a b a c k g r o u n d i n f o r m a t i o n about 

subject (i.e. age, technical k n o w l e d g e etc.) is collected. 
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6.4.3.2 User Expectation 

The conductor introduces the shared workspace , a l l i n p u t modal i t ies a n d the feed­

back p r o v i d e d b y the projector. The subject is a l l o w e d to ask questions a n d to t ry 

any modal i ty . T h e n the subject f i l ls i n the quest ionnaire about his or her expecta­

tions based o n the in t roduct ion . 

6.4.3.3 Experiment and User Experience 

The conducter guides the subject t h r o u g h four strictly def ined tasks: the subject 

is t o l d w h a t is the current task a n d step a n d w h a t to d o w h e n error occurs. The 

task itself is p e r f o r m e d solely b y the part ic ipant . E a c h subject p e r f o r m s those four 

tasks w i t h a l l five modal i t ies ( w i t h except ion of assembly task, w h e r e modal i t ies A 

a n d B are sk ipped) . The order of modal i t ies is r a n d o m for each subject to prevent a 

l earn ing effect. A f t e r that, the subject answers the same questions as i n the p r e v i o u s 

step. 

6.4.3.4 Feedback 

The subject answers questions about the system u s i n g L i k e r t scale ra t ing (see F i g ­

ures 6.3 a n d 6.4). M o s t of the subjects also f i l l e d valuable full text responses. 

6.4.4 Participants 

The exper iment has been conducted w i t h 39 part ic ipants ass igned r a n d o m l y into 

three groups . There were eleven males a n d two females i n each g r o u p . Part ic ipants 

were m a i n l y univers i ty students a n d researchers w i t h m e a n age of 23.7 (CI: 22.5 to 

24.9) years. M o s t of t h e m (30) m a r k e d themselves as P C experts a n d at the same 

t ime beginners (23) or advanced (15) i n robotics. M a j o r i t y of part ic ipants k n e w 

w h a t a touchless interface stands for but never used one (31), some indica ted that 

they a lready used this k i n d of interface (7) a n d o n l y one d i d not k n o w someth ing 

l ike this exists. 

The w h o l e exper iment took a p p r o x i m a t e l y 45 minutes for each part ic ipant a n d 

the interact ion itself was recorded b y a v i d e o camera. Part ic ipants ' answers have 

been collected into a spreadsheet. 

6.5 R E S U L T S 

Part ic ipants f r o m a l l groups (o, 10 a n d 30% of interact ion errors) ordered m o d a l i ­

ties according to their preference for setting a g i v e n parameter before (expectation) 

a n d after the exper iment (experience). M e a n of the order f r o m expectat ion phase 
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modality group 
select an object select a place select a point select a line assembly constraint 

modality group 
TB TA Ptp 1"Ao TB TA Ptp TAo TB TA Ptp TAo TB TA Ptp TAo TB TA Ptp TAo 

0% 37 3-3 - 4-3 3.2 0.015 3.0 2.9 - 3.2 3-1 - 2.8 NA -

A 10% 44 3-4 0.012 3-3 4.6 3-9 - 3-5 3-5 3-1 - 3.2 3.8 3-3 - 3-3 2.9 NA - NA 

30% 4-1 3-3 0.0024 4.6 3-5 <0.001 2.9 3-5 - 3.0 3-4 - 2-4 NA -

0% 3.2 2.1 0.02 2.8 2.1 - 3.2 2.3 - 2.9 2.3 - 3.2 NA -

B 10% 37 3-1 - 2.9 3-1 2.9 - 27 3-5 2.9 - 2.8 37 3.2 - 2.9 3.0 NA - NA 

30% 4-2 3-5 - 3-3 3.2 - 3-5 3.2 - 3.2 3.2 - 2.9 NA -

0% 4-2 4-2 - 37 37 - 27 37 0.021 3.0 3.8 - 3-9 4.0 -

C 10% 2.9 3.6 - 3.8 2.9 3-5 - 3.6 2-4 3-9 0.0031 3.6 2.8 3-9 0.012 37 3.6 4-5 0.035 4-1 

30% 27 3.6 0.046 27 3.6 0.027 2.9 3-3 - 3-4 3-4 - 3.8 3-9 -

0% 2.3 3-5 <0.001 2-5 3.6 0.0045 37 4.0 - 3.6 37 - 2.3 3-5 0.011 

D 10% 2.1 3-4 0.0018 3-3 2-5 3-5 0.012 3-4 3.6 3-9 - 37 3.2 3-4 - 3-5 1.9 3-9 <0.001 3-4 

30% 27 3-1 - 2.9 3.0 - 3.8 3.2 - 3-5 3-5 - 2.2 2.9 -

0% 17 1.9 - 17 2-5 - 2-4 2.1 - 2.2 2.2 - 2.8 2.6 -

E 10% 2.0 1-5 - 17 2.0 1-4 - 1.9 2.0 1-3 - 17 1.6 1.2 - 1.6 3.6 2-5 0.021 2.6 

30% 1-4 1-5 - 1-5 17 - 1-9 1.9 - 1.9 1-5 - 37 2.9 -

Table 6.1: Participants ordered modalities for each parameter separately from the most 

preferred (5) to the least (1) before ( r B ) and after ( r A ) the experiment. Where 

significant difference was found between rg and r A p-value is given. r A o stands 

for preference after the experiment regardless of the group (o, 10 or 30%). 

is denoted as T B a n d f r o m experience phase as r A . Statistically s ignif icant differ­

ences between T B a n d r A w i t h i n one g r o u p were tested u s i n g p a i r e d t-test (ptp)-

Differences for a part icular m o d a l i t y across the groups were tested u s i n g K r u s k a l -

Wal l i s test w i t h D u n n ' s m u l t i p l e compar isons test p w a - The same test was also 

used to compare task c o m p l e t i o n times. Conf idence level of 95% w a s used for a l l 

tests. Experience f r o m a l l part ic ipants (all groups) is denoted as r A o . 

6.5.1 Parameters 

F r o m the Table 6.1 s h o w i n g users ' self-reported data it can be seen for w h i c h 

m o d a l i t y a n d w h i c h parameter there were signif icant differences between T B a n d 

r A . Moreover , it can be seen w h i c h m o d a l i t y was the most preferred for a g iven 

task regardless the a m o u n t of errors ( r A o ) . It s h o u l d be noted that T B of C differs 

between 0% a n d 30% g roups ( p w a = 0.028). 

C o n s i d e r i n g the n u m b e r of signif icant differences between T B a n d r A f r o m a l l 

groups , C a n d D were r a n k e d s igni f icant ly better six t imes, B a n d E were b o t h 

worse once a n d A was worse four t imes. There are no signif icant differences i n T B 

between groups m e a n i n g that part ic ipants f r o m different groups h a d s i m i l a r expec­

tations ( w i t h one except ion of C i n 0% g r o u p , parameter select an object). Moreover , 

there are also no differences i n r A . F r o m these results it seems that n u m b e r of 

errors i n interact ion does not have s trong impact o n preferred modal i ty . In other 
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Figure 6.3: User's assessment how experience matched expectation. 

w o r d s , part ic ipants f r o m different g r o u p s h a d s i m i l a r expectations (TB ) as w e l l as 

experience ( rA) . O v e r a l l , it seems that part ic ipants most ly preferred modal i t ies C , 

D , f o l l o w e d b y A , B a n d the least preferred was E . F igure 6.3 shows h o w part ic­

ipants evaluated expectat ion a n d experience for a l l modal i t ies overal l (regardless 

task). 

6.5.2 Task Completion Times 

Before p e r f o r m i n g a task the part ic ipants were t o l d a l l relevant i n f o r m a t i o n . D u r ­

i n g the task, o n l y the next step was r e m i n d e d b y the conducter. W h e n b e g i n n i n g 

the task a part ic ipant pressed the "Start" b u t t o n a n d then the "Stop" one w h e n f i n ­

i shed. W e use t ime between those presses as a n objective measure. The Table 6.2 

shows those t imes as w e l l as f o u n d signif icant differences between groups for each 

modal i ty . Differences between modal i t ies are noted below. 

The assembly task (consisting of select an object a n d assembly constraint parameters) 

was p e r f o r m e d o n l y u s i n g C , D a n d E modal i t ies . In a l l g roups there are s ignif icant 

differences between C a n d E (0%: p w a = 0.003, 10%: p w a < 0.001, 30%: p w a < 

0.001) a n d between D a n d E (0%: p W d = 0.034, 10%: p W d < 0.001, 30%: p W d = 

0.002). 

The pick&place task consisted of setting select an object a n d select a place parame­

ters. In a l l g r o u p s there are s ignif icant differences between E a n d each of rest of 

the modal i t ies ( w i t h max. p w d = 0.049). 

The welding point task consisted of sett ing select an object a n d select a point p a r a m ­

eters. In 0% g r o u p , t ime for B differs f r o m C ( p w d = 0.0091) a n d D ( p w d = 0.023). 

E differs f r o m C a n d D ( p w d < 0.001). In 10% g r o u p , t ime for A , C a n d D di f -
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time [s] 
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mean 
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differences 

mean 

time [s] 

significant 

differences 

A 

0% N A 

-

34.7 {27.9, 41.5) 36.8 {31.2, 42.4) 
0/30: 0.003 

10/30: 0.0022 

33.6 {26.1, 41.0) 
0/30: <0.001 

10/30: 0.0056 
A 10% N A - 374 (33-5/ 4i-3) 

0/30: 0.0017 

10/30: 0.038 
35.2 (31.6,38.9) 

0/30: 0.003 

10/30: 0.0022 
37.0 (33.4,40.5) 

0/30: <0.001 

10/30: 0.0056 
A 

30% N A 

-

47-5 (42-3' 52-6) 

0/30: 0.0017 

10/30: 0.038 49.1 {43.8, 54.4) 

0/30: 0.003 

10/30: 0.0022 
53-13 (47-6, 58-6) 

0/30: <0.001 

10/30: 0.0056 

B 

0% N A 

-

32.8 {28.7, 36.8) 
0/30: <0.001 

10/30: 0.04 

38.4 {34.6,42.1) 
0/30: <0.001 

10/30: 0.0047 

36.9 {31.7,42.1) 

0/30: <0.001 B 10% N A - 41.2 {36.9, 45.4) 
0/30: <0.001 

10/30: 0.04 
4i-6 (37-3' 45-9) 

0/30: <0.001 

10/30: 0.0047 
44.2 {41.2, 47.2) 0/30: <0.001 B 

30% N A 

-

52-3 (47-1/ 574) 

0/30: <0.001 

10/30: 0.04 
54.5 {50.1,58.9) 

0/30: <0.001 

10/30: 0.0047 
53.6 {48.0, 59.3) 

0/30: <0.001 

C 

0% 54.8 (46.2, 63.5) 

0/30: 0.03 

28.0 {25.7, 30.3) 

0/30: <0.001 

28.3 {24.8,31.8) 
0/30: <0.001 

10/30: 0.033 

27.6 {24.6, 30.6) 
0/30: <0.001 

10/30: 0.019 
C 10% 604 (47-9. 73-o) 0/30: 0.03 33-7 (294/ 38-o) 0/30: <0.001 31.9 {27.6,36.2) 

0/30: <0.001 

10/30: 0.033 
34.8 {30.9, 38.7) 

0/30: <0.001 

10/30: 0.019 
C 

30% 70.5 (61.8, 79.2) 

0/30: 0.03 

40.9 {37.0, 44.8) 

0/30: <0.001 

41.2 {36.3, 46.1) 

0/30: <0.001 

10/30: 0.033 
474 (41-1/ 53-7) 

0/30: <0.001 

10/30: 0.019 

D 

0% 6i-5 (454/ 77-6) 
0/30: 0.03 

10/30: 0.044 

28.8 (25.1, 32.5) 
0/30: <0.001 

10/30: 0.0037 

29.3 {25.1,33.4) 
0/30: <0.001 

10/30: 0.002 

31.0 {26.6, 35.4) 
0/30: <0.001 

10/30: 0.0023 
D 10% 61.0 {50.8, 71.2) 

0/30: 0.03 

10/30: 0.044 
32.3 {29.8, 34.9) 

0/30: <0.001 

10/30: 0.0037 
31.9 {28.6, 35.3) 

0/30: <0.001 

10/30: 0.002 
36.7 {32.2, 41.1) 

0/30: <0.001 

10/30: 0.0023 
D 

30% 88.0 (69.3, 106.6) 

0/30: 0.03 

10/30: 0.044 
43-9 (39-1/ 48-6) 

0/30: <0.001 

10/30: 0.0037 
44.5 {40.6, 48.3) 

0/30: <0.001 

10/30: 0.002 
52.8 {47.9,57.7) 

0/30: <0.001 

10/30: 0.0023 

E 

0% 90.2 (71.2, 109.2) 
O/ 10: 0.013 

0/30: <0.001 

43-7 (40-5' 46-9) 
0/10: 0.0059 

0/30: <0.001 

42.9 {38.1, 47.7) 
0/10: 0.014 

0/30: <0.001 

42.6 {35.7, 49.4) 
0/30: <0.001 

10/30: 0.044 
E 10% 129.6 {112.2, 146.9) 

O/ 10: 0.013 

0/30: <0.001 
60.6 {54.9, 66.2) 

0/10: 0.0059 

0/30: <0.001 
58.9 {54.1, 63.6) 

0/10: 0.014 

0/30: <0.001 
58.4 {52.7, 64.1) 

0/30: <0.001 

10/30: 0.044 
E 

30% 156.7 {127.6, 185.8) 

O/ 10: 0.013 

0/30: <0.001 
75.3 {69.2, 81.4) 

0/10: 0.0059 

0/30: <0.001 
83.0 {68.2, 97.8) 

0/10: 0.014 

0/30: <0.001 
85.1 {68.9,101.3) 

0/30: <0.001 

10/30: 0.044 

Table 6.2: Task completion mean times (with 95 % confidence intervals) for all modalities, 

groups and tasks. For each modality, significant differences between times are 

noted where found i n form of g r o u p x / g r o u p y : p w d -

fers f r o m E ( p w a < 0.001). The 30% g r o u p shows differences between E a n d A 

( p W d = 0.0018) a n d C , D ( p W d < 0.001). 

The welding seam task consisted of setting select an object a n d select a line p a ­

rameters. In 0% g r o u p , there is s ignif icant difference o n l y between C a n d E 

( P w a = 0.0029). 10% g r o u p shows difference between E a n d A , C , D ( p w a < 0.001) 

a n d 30% g r o u p between E a n d A ( p W d = 0.0105), B ( p w d = 0.014), C , D 

( p W d < 0.001). 

For most of the tasks C a n d D were the fastest modal i t ies f o l l o w e d by A a n d B. 

E seems to be unsuitable to the sort of tasks as those i n this experiment as even 

10% of errors affects per formance i n three of four tasks. It seems that for other 

modal i t ies a little a m o u n t of errors does not p l a y c ruc ia l role. 

6.5.3 System Opinion 

The last phase of the S U X E S eva luat ion contains o p i n i o n questions. We u s e d the 

same questions as i n [106], w i t h a d d i t i o n of those related to the erroneous behavior 

(see F igure 6.4). 

Regardless of the g r o u p , part ic ipants were satisfied w i t h ease of c o m p l e t i n g the 

tasks a n d w i t h t ime needed to d o so. Part ic ipants also c l a i m e d it was not di f f i cul t 

to unders tand h o w to use different modal i t ies . The results are h i g h l y s i m i l a r to 

those of [106]. 

M o s t of the subjects rated modal i t ies C a n d D s imi lar , however h a d a stronger 

believe i n 6D p o i n t i n g device as they expect it to be more precise than gesture, de-
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Figure 6.4: System opinion 

spite there w a s the same a m o u n t of errors. Part ic ipants were also often distracted 

by the fact, that feedback was a lways projected o n the real objects o n the table a n d 

not o n the place they were w o r k i n g w i t h . Especial ly , for B most of t h e m w o u l d 

prefer feedback (e.g. selected object) to be s h o w n o n the screen a n d not o n l y o n 

the table. This was however done b y p u r p o s e , to ensure each m o d a l i t y has exactly 

the same feedback a n d part ic ipants were not iced about this i n advance. 

In questions related to erroneous behavior a difference can be seen between er­

ror groups . W i t h a g r o w i n g a m o u n t of the errors, perce ived intuit iveness of the 

modal i t ies decreases, except for the touch screen, w h e r e it g r o w s (see F igure 6.4). 

This c o u l d be caused b y the fact, that the touch screen is the o n l y contro l c o m ­

m o n l y used b y the part ic ipants . Moreover , the back b u t t o n w a s o n the screen, so 

the part ic ipants were not forced to t h i n k about h o w to press projected b u t t o n as 

for other modal i t ies . M o d a l i t i e s B a n d E were i n general evaluated as the least i n ­

tuitive. Part ic ipants stated that w i t h g r o w i n g a m o u n t of errors, p r o g r a m m i n g was 

s ignif icant ly harder a n d that errors i n c o m m u n i c a t i o n compl ica ted p r o g r a m m i n g . 

A few of the part ic ipants f o u n d out that errors were m a d e b y p u r p o s e or that 

some parts of system were s i m u l a t e d . H o w e v e r , according to feedback a n d discus­

s ion w i t h part ic ipants , none of t h e m f o u n d out the exper iment was W o Z . 
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6.6 C O N C L U S I O N S 

The a i m of the conducted exper iment w a s to explore h o w different modal i t ies u s e d 

for setting c o m m o n parameters w h e n p r o g r a m m i n g a robot cope w i t h interact ion 

errors. Part ic ipants were d i v i d e d into three groups according to a m o u n t of s i m u ­

lated errors. Their r a n k i n g of the modal i t ies before a n d after the experiment as w e l l 

as answers f r o m feedback phase were a n a l y z e d as subjective measures. Moreover , 

task c o m p l e t i o n t imes were recorded a n d a n a l y z e d as a n objective measure. 

The gesture a n d 6 D p o i n t i n g device modal i t ies were the most preferred a n d 

fastest modal i t ies i n a l l groups . Touch-sensit ive table a n d d isp lay were i n general 

preferred s i m i l a r l y a n d s i m i l a r task c o m p l e t i o n t imes were obtained. W i t h respect 

to the task c o m p l e t i o n t imes as w e l l as feedback f r o m part ic ipants (system opinion) 

the robot a r m seems to be inappropr ia te as a p o i n t i n g device for tasks as those i n 

this s t u d y a n d its usage s h o u l d be reconsidered. It seems that order of preferred 

i n p u t modal i t ies for a g i v e n task is not affected b y a m o u n t of interact ion errors. 

O b t a i n e d results s u p p o r t our p r i o r speculat ion of 10% to be an acceptable level 

of errors a n d 30% to be a worst case scenario as especial ly task c o m p l e t i o n times 

g r o w dramatical ly . 

A c c o r d i n g to the results, m u l t i - m o d a l interact ion based o n gestures w i t h c o m ­

plementary usage of a 6 D p o i n t i n g device seems to be p r o m i s i n g . We also see 

touch-sensitive table as a perspective m o d a l i t y however it w i l l be necessary to i m ­

prove interact ion a n d solve setting more compl ica ted parameters as the assembly 

constraint. The robot a r m has advantage of no a d d i t i o n a l cost however, its usage 

is p h y s i c a l l y more d e m a n d i n g than other modal i t ies a n d for our use-case w i t h re l ­

atively s i m p l e tasks it h a d no a d d e d value . H o w e v e r , for different types of tasks, 

e.g. r e q u i r i n g h i g h prec i s ion , it c o u l d be more useful . 

It s h o u l d be noted that our s t u d y s i m u l a t e d the same a m o u n t of errors for a l l 

modal i t ies . In practice, it can be expected that for instance robot a r m m o d a l i t y w i l l 

be less error-prone than gesture recognit ion. 

A s a future w o r k , w e w i l l extend the A R T a b l e prototype . The projected interface 

w i l l p r o v i d e more i n f o r m a t i o n a n d be f u l l y interactive i n conjunct ion w i t h a touch-

sensitive table. Instead of a t o u c h display, a h a n d - h e l d device or a see-through 

v i d e o glasses w i t h augmented real i ty w i l l be used. We w i l l also exper iment further 

w i t h robot a r m as it c o u l d be use fu l for c o m p l e x tasks. 
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U S I N G P E R S O N A , S C E N A R I O , A N D U S E C A S E T O D E V E L O P 

A H U M A N - R O B O T A U G M E N T E D R E A L I T Y C O L L A B O R A T I V E 

W O R K S P A C E 

U p to date, methods f r o m H u m a n - C o m p u t e r Interaction (HCI) have not been 

w i d e l y a d o p t e d i n the deve lopment of H u m a n - R o b o t Interaction systems (HRI) . In 

this paper, w e describe a system prototype a n d a use case. The prototype is a n a u g ­

mented real i ty-based collaborative workspace . The env is ioned s o l u t i o n is focused 

o n s m a l l a n d m e d i u m enterprises (SMEs) where it s h o u l d enable o r d i n a r y - s k i l l e d 

workers to p r o g r a m a robot o n a h i g h level of abstraction a n d p e r f o r m col labora­

tive tasks effectively a n d safely. The use case consists of a scenario a n d a persona, 

two methods f r o m the f ie ld of H C I . We out l ine h o w w e are g o i n g to use these 

methods i n the near future to refine the task of the col laborat ing robot a n d h u m a n 

a n d the interface elements of the collaborative workspace . 

7.1 I N T R O D U C T I O N 

W i t h the emergence of affordable i n d u s t r i a l col laborative robots it seems l i k e l y that 

S M E s soon w i l l w i d e l y adopt such robots i n order to achieve h igher prec i s ion for 

specific tasks, free experienced employees f r o m m o n o t o n o u s tasks, a n d increase 

product iv i ty . 

In a large-scale p r o d u c t i o n , robots are u s u a l l y p r o g r a m m e d b y a n expert. For 

S M E s , batches are smal ler a n d products m a y even be c u s t o m i z e d for a part icular 

contract. D u e to this , it w o u l d be benefic ial to enable o r d i n a r y - s k i l l e d w o r k e r s to 

p r o g r a m robots easily, w i t h o u t robot-specific k n o w l e d g e . In this w o r k , w e present 

a n e w a p p r o a c h for s i m p l e robot r e p r o g r a m m i n g . The a p p r o a c h uses augmented 

reality (AR) to v i s u a l i z e the current p r o g r a m a n d the state of the robot 's l e a r n i n g 

or execution, detected objects, instruct ions to a user etc. We describe an exist ing 

p r o t o t y p e 1 , a use case of aircraft trol leys assembly a n d h o w w e w i l l a p p l y H C I 

methods , i n part icular narrative scenarios a n d personas, i n further development . 

1 The source code and technical documentation is available at h t t p s : / / g i t h u b . c o m / r o b o f i t / 

a r - t a b l e - i t a b l e . 
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(a) (b) 

Figure 7.1: Experimental setup (a): PR2 robot, top-mounted Kinect 2 and projector, table 

wi th A R markers. User interaction (b): adjusting place pose for the grasped 

object. 

7.2 B A C K G R O U N D 

There exist var ious approaches to the p r o b l e m of m a k i n g robot p r o g r a m m i n g v i ­

able for non-expert users, e.g., kinesthetic teaching [114] or v i s u a l p r o g r a m m i n g 

[4]. Part of this p r o b l e m is also the selection of suitable i n p u t modal i t ies [89] a n d 

modal i t ies for p r o v i d i n g feedback to the user. O n e of the o u t p u t modal i t ies m a y 

be A R based o n a h a n d - h e l d device [122] or projected onto the w o r k p l a c e [43]. 

Scenarios are narrative stories about specific people a n d their activities i n a spe­

cific w o r k s i tuat ion a n d context [52]. They describe key usage si tuations a n d they 

cover a m u l t i t u d e of aspects s u c h as i n v o l v e d agents, user goals a n d b a c k g r o u n d , 

w o r k practices, sys tem responses, tasks, context, a n d dif f icult ies . C o o p e r et a l . [27] 

deve loped the concept of personas to represent the hypothet i ca l archetypes of 

users. Personas are not actual users b u t they represent specific users w i t h their 

characteristics a n d w o r k role [52]. They are g i v e n a name, a l i fe , a n d a personal i ty 

to make t h e m concrete a n d appear real. Personas are a n idea l ins trument to des ign 

for the most relevant a n d c o m m o n user classes. 

U p to n o w , there are o n l y few instances, w h e r e H C I methods were used i n 

the f i e ld of H R I . For instance [14] uses scenarios a n d personas i n the context of 

i n d u s t r i a l robot p r o g r a m m i n g . 

7.3 A U G M E N T E D R E A L I T Y C O L L A B O R A T I V E W O R K S P A C E 

The o p e n source exper imenta l setup uses the in t r ins ica l ly safe PR2 robot as a 

demonstrator of a near-future collaborative robot a n d is centered a r o u n d a ta-
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ble (see F igure 7.1a) w h e r e the H R I occurs. The interact ion consists of p r o g r a m ­

m i n g a robot a n d col laborat ion o n a p r o g r a m m e d task. It happens t h r o u g h an 

interface projected onto the table u s i n g p o i n t i n g gestures as a n i n p u t m o d a l i t y 

(see F i g u r e 7.1b or v i d e o 2 ) . The user is tracked b y a K i n e c t sensor o n the robot's 

head. Skeleton t racking is used to extract i n f o r m a t i o n about the user 's p o s i t i o n 

a n d p o i n t i n g direc t ion . G e s t u r a l control w a s chosen based o n results of our pre­

v i o u s exper iment [89], w h e r e it was the fastest a n d highest r a n k e d modal i ty . We 

deal w i t h uncertainty of p o i n t i n g b y h i g h l i g h t i n g p o i n t e d area o n the table (circle 

of g i v e n radius) w h i c h serves as a v i s u a l feedback to the user. W h e n this area v i ­

sual ly col l ides w i t h e.g. a h i g h l i g h t area of a n object, the object is preselected. If 

the object is preselected for a certain t ime, it is selected. Objects i n the scene are 

tracked u s i n g a t o p - m o u n t e d camera a n d A R codes o n them. A R codes are also 

used for ca l ibrat ion of the w h o l e system. 

The interface contains var ious elements to v i s u a l i z e state of the robot a n d task 

as e.g. the current ly l o a d e d p r o g r a m . A robot 's p r o g r a m is d i s p l a y e d to the user 

d u r i n g b o t h l e a r n i n g a n d task execut ion phases. Current ly , the system supports 

basic instruct ions as get ready (move robot a rms to a default pose) or pick and place 

(pick concrete object or object of g i v e n type f r o m specif ied p o l y g o n a n d place it 

o n g i v e n pose). The p r o g r a m structure is so far coded separately w h i l e p r o g r a m 

parameters (e.g. object type a n d place pose for pick and place instruction) are set 

by the user - the interface a l lows the user to select a p r o g r a m , set or adjust its 

parameters a n d then to collaborate o n a p r o g r a m m e d task w i t h the robot. D u r i n g 

p r o g r a m execution, the current p r o g r a m i t e m is h i g h l i g h t e d as w e l l as e.g. objects 

to be m a n i p u l a t e d b y the robot. 

7.4 U S E R - C E N T E R E D D E S I G N : U S E C A S E , S C E N A R I O A N D P E R S O N A S 

Based o n our experiences f r o m p r e v i o u s projects a n d discussions w i t h i n d u s t r i a l 

partners, w e have def ined our scenario as fo l lows : The user will teach the collaborative 

robot to assist him in the task of assembling aircraft service trolleys. He needs to show to 

the robot which parts are needed in every step of assembling, where holes must be drilled, 

and what parts should be glued together. 

We also def ined a persona, w h o w i l l act as a user i n our use case: Jan, a 22 year old 

man, recently graduated at technical-based high school. He works as an assembly worker at 

Clever Aero, a company focused on aircraft equipment. He has no experience with robots, 

but he loves new technologies and he is really keen into working with robots. 

These tools needs to be ref ined according to the d e m o g r a p h i c data , w h i c h has to 

be collected b y o b s e r v i n g a n d i n t e r v i e w i n g actual w o r k e r s i n real factories. Those 

2 h t t p s : / / y o u t u . b e / y Y N p K E C l c l A 

https://youtu.be/yYNpKEClclA


70 U S I N G P E R S O N A , S C E N A R I O , A N D U S E C A S E 

data w i l l then be t ransformed into w e l l - d e f i n e d persona(s), scenario a n d a use case, 

i n order to update o u r current setup according to our personas ' needs. 

7.5 C O N C L U S I O N A N D F U T U R E W O R K 

In o u r o p i n i o n , methods f r o m H C I p r o v i d e valuable tools to i n f o r m a n d i m p r o v e 

H R I . W i t h our paper, we r e c o m m e n d u s i n g methods such as scenarios, use cases 

a n d personas. S u c h instruments enable H R I solut ions to better integrate user needs 

such as methods for s i m p l i f i e d p r o g r a m m i n g . 

In the next step, w e w i l l i n c l u d e the results f r o m u s i n g these methods (scenario, 

use case, persona) o n our collaborative workspace . 

In order to f u l f i l l the def ined use case a n d the cor r e s pon d i n g scenario, it is n o w 

necessary to i m p l e m e n t n e w robot instruct ions based o n kinesthetic teaching as 

g l u i n g a n d d r i l l i n g . A s the task is quite complex , it is inevitable to d i sp lay the 

robot 's p r o g r a m i n a d d i t i o n to s h o w i n g w o r k instruct ions for users. The des ign 

elements as w e l l as i n p u t methods of the user interface are adapted according to 

the needs of the ref ined personas. E .g . as our p r e l i m i n a r y persona Jan often w o r k s 

w i t h touch-based interfaces (phone, tablet) w e w i l l a d d a touch-sensit ive layer o n 

the worktab le as a n alternative i n p u t modal i ty . W e focus o n m a k i n g the system 

easily deployable , w i t h m u l t i p l e sensors a n d projectors. The user is enabled to 

s w i t c h between var ious interfaces based o n the current task. 

These system improvements result d irect ly f r o m our d e p l o y m e n t of H C I meth­

ods i n H R I . H a v i n g sa id this , w e encourage other research groups to take a s imi lar 

approach. 

7.6 A C K N O W L E D G M E N T S 
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C O L L A B O R A T I V E R O B O T P R O G R A M M I N G : U S E R 

E X P E R I E N C E E V A L U A T I O N 

8.1 I N T R O D U C T I O N 

C o n t e m p o r a r y collaborative robots are col laborative i n the sense that for h u m a n 

workers , it is safe to w o r k a longside them. H o w e v e r , h u m a n - r o b o t interact ion is 

very l i m i t e d if it exists at a l l : The behavior of the robot is p r e - p r o g r a m m e d w i t h ­

out cogni t ion of an envi ronment , a user, tools, or the parts necessary for a g iven 

task. The robots are p r o g r a m m e d b y d o m a i n experts u s i n g spec ia l ized devices a n d 

an expert is needed even for s m a l l changes i n the p r o g r a m . It is expected that, i n 

the near future , col laborative robots w i l l be cheaper a n d thus more affordable for 

s m a l l a n d m e d i u m - s i z e d enterprises (SMEs) . In s u c h companies , a l l of the afore­

m e n t i o n e d issues w i l l be even more prominent . A s robots i n S M E s w i l l have to 

deal w i t h h igher p r o d u c t var iab i l i ty (smaller batches, customizat ion) it w o u l d be 

beneficial to a l l o w w o r k e r s w i t h n o specific sk i l l s to m a k e changes i n a robot's 

p r o g r a m . A t the same t ime, it w i l l be necessary to s u p p o r t a close h u m a n - r o b o t 

col laborat ion, as w i t h r i s i n g cost of h u m a n labor, it m i g h t be expected that a t rend 

w i l l occur to of f load non-ergonomic or repetit ive parts of the w o r k f l o w to robots. 

In order to a l l o w this, robots w i l l have to perceive a n d interact. 

In this w o r k , w e present a nove l a p p r o a c h to p r o g r a m m i n g collaborative robots 

based o n cogni t ion , spat ia l augmented reality (SAR) a n d m u l t i m o d a l i n p u t a n d 

output . In order to m a k e p r o g r a m m i n g as s i m p l e as possible , p r o g r a m m i n g takes 

place o n a h i g h level of abstraction w h e r e n o robot-specific k n o w l e d g e is necessary. 

O u r in tent ion was to m a k e interact ion w i t h robots easy, f u n , safe a n d effective. 

In order to evaluate the approach , w e deve loped a proof of concept system (see 

f ig . 8.1)1 a n d carr ied out i n i t i a l user experience testing. The p u r p o s e of the testing 

was to discover whether there are some f u n d a m e n t a l usabi l i ty issues related to the 

approach as w e l l as to f i n d out issues related to the current i m p l e m e n t a t i o n . In the 

experiment , the robot p l a y e d the role of a w o r k e r ' s assistant, p r e p a r i n g parts for 

assembly i n a f ic t ional S M E . 

1 The code is available at https://github.com/robofit/artable. 
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Figure 8.1: Setup of the novel interactive system concept where all the interaction elements 

(visualization and control) are gathered i n a shared workspace (example of 

setting program parameters using a robotic arm and gestures; image edited). 

8.2 R E L A T E D W O R K 

Var ious approaches exist a i m e d at the s i m p l i f i c a t i o n of robot p r o g r a m m i n g or to 

suppor t h u m a n - r o b o t co l laborat ion o n a joint task. O n e of the techniques u s e d 

to make p r o g r a m m i n g robots more suitable for non-expert users is p r o g r a m m i n g 

by demonstra t ion . For instance, the a p p r o a c h p r o p o s e d i n [97] was rated b y n o n ­

expert users as h i g h l y intui t ive . However , the tasks are quite s i m p l e a n d there is n o 

feedback for the user. In [125], kinesthetic teaching is used i n conjunct ion w i t h an 

iconic based p r o g r a m m i n g to enable users to create a n d edit n o n - t r i v i a l programs . 

W h i l e the usage of a graphica l user interface (GUI) o n a s tandard m o n i t o r adds 

more contro l over the p r o g r a m a n d prov id es feedback, it also leads to attention 

switches. 

The system descr ibed i n [48] uses behavior trees to represent the p r o g r a m a n d 

was successful ly d e p l o y e d at a n S M E . The p r o g r a m itself is created o n the m o n ­

itor. The parameters of the p r o g r a m c o u l d be set u s i n g G U I , object recogni t ion 

or kinesthetic teaching. The usage of behavior trees leads to h i g h f lex ib i l i ty a n d 

the creat ion of reusable pieces of p r o g r a m s ; however, it also inevi tab ly leads to a 

more compl ica ted G U I . S imi lar ly , the system descr ibed i n [59] enables users to cre­

ate c o m p l e x p r o g r a m s u s i n g kinesthetic teaching a n d object recognit ion. However , 



8.3 P R O P O S E D A P P R O A C H 73 

three different G U I s a n d voice i n p u t are i n v o l v e d . Moreover , its target user g r o u p 

consists of general p r o g r a m m e r s . 

The p r e v i o u s approaches share a c o m m o n disadvantage: The inab i l i ty to s h o w 

i n f o r m a t i o n w i t h i n a task context. O n the other h a n d , [117] uses p h y s i c a l b locks 

to create a p r o g r a m w h i c h is h i g h l y intui t ive (requires no tra ining) , a l t h o u g h it is 

l i m i t e d to t r i v i a l tasks. Recently, augmented real i ty (AR) has been used to s h o w 

impor tant i n f o r m a t i o n w i t h i n a task context. P r o b a b l y the most c o m m o n a p p r o a c h 

is to use a h a n d - h e l d device. In [123], the authors recrui ted robot p r o g r a m m e r s a n d 

evaluated a tablet-based A R interface for p r o g r a m m i n g abstracted i n d u s t r i a l tasks. 

F r o m the results, it seems that the usage of a n A R m a y lead to a decrease i n the 

w o r k l o a d a n d h igher m o t i v a t i o n to p e r f o r m accurately. H o w e v e r , the usage of a 

tablet prevents the usage of b o t h hands . A h e a d - m o u n t e d d i s p l a y frees the user 's 

hands a n d according to [111] m i g h t lead to faster task c o m p l e t i o n t imes a n d higher 

accuracy. Unfor tunate ly , the current ly available devices have a l i m i t e d f i e ld of v i e w . 

A l s o , a h e a d - m o u n t e d d i s p l a y p r o b a b l y w o u l d not be suitable for long- t ime usage. 

O n the other h a n d , S A R is able to s h o w i n f o r m a t i o n i n context, does not require 

any h a n d - h e l d devices, is suitable for l o n g - t e r m usage, a n d is v is ib le to anyone. It 

was recently u s e d to i m p l e m e n t a n interactive w o r k desk [137], s h o w instruct ions 

to w o r k e r s [41], or to s h o w robotic data a n d learn trajectories [78]. 

To the best of our k n o w l e d g e , there is current ly no exist ing interactive system 

targeting a l l of the f o l l o w i n g i m p o r t a n t issues: 

• p r o b l e m s w i t h attention s w i t c h i n g w h e n a m o n i t o r or a h a n d - h e l d device 

is u s e d to v i s u a l i z e the p r o g r a m m i n g interface a n d system status d u r i n g 

operat ion, 

• too m u c h i n f o r m a t i o n is presented to the user, l e a d i n g to a higher menta l 

w o r k l o a d , 

• external devices are needed to f u l l y interact w i t h the robotic system ( d u r i n g 

b o t h the p r o g r a m m i n g a n d process ing phases), 

• l o w level of abstraction a l l o w i n g o n l y m e d i u m - e x p e r t users to p r o g r a m the 

robot. 

8.3 P R O P O S E D A P P R O A C H 

We propose a n d i n i t i a l l y evaluate a n o v e l a p p r o a c h to col laborative robot p r o g r a m ­

m i n g w i t h the f o l l o w i n g attributes (see also f ig . 8.2): 

• a v o i d i n g s w i t c h i n g of the user 's attention d u r i n g p r o g r a m m i n g a n d cooper­

at ion b y p l a c i n g a l l the interact ion elements i n a shared workspace , 
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Within-context programming 

Interactive SAR 

Perception 

b o o l a p p l y G l u e ( o b j e c t T y p e , p o l y g o n , p o s i t i o n s ) 
obj = f i n d O b j e c t l n P o l y g o n ( d e t e c t e d O b j e c t s , 

obj ectType, 
p o l y g o n ) ; 

r e t u r n g l u e f o b j , p o s i t i o n s ) ; 
Instruction with parameters 

Feedback 

Figure 8.2: Illustration of program parameters' definition (combination of manually set 

parameters by the user w i t h perceived information by the system) and its exe­

cution wi th visual feedback. 

• decreasing the menta l d e m a n d s o n the users b y present ing the relevant infor­

m a t i o n according to the current context, 

• a v o i d i n g the usage of further external devices to interact w i t h the system b y 

m a k i n g the shared workspace itself interactive, 

• a l l o w i n g non-expert users to w o r k w i t h the system b y u t i l i z i n g a h i g h level 

of abstraction to p r o g r a m a robot. 

Based o n literature rev iew a n d the current state of the technology, w e see S A R 

as the most suitable ins trument to v i s u a l i z e a user interface w i t h i n a task con­

text. W h i l e p r e v i o u s research has s h o w n that gesture control is the preferred i n p u t 

m o d a l i t y for setting the parameters of c o m m o n i n d u s t r i a l tasks, w e d e c i d e d to 

use a touch-enabled table, w h i c h was also rated h i g h l y [89], a n d w h i c h is m u c h 

more reliable. Moreover , together w i t h S A R , it creates a s i m i l a r user experience to 

tablets a n d smart phones , the usage of w h i c h is w e l l - k n o w n to the general p u b l i c . 

For tasks r e q u i r i n g 3D data i n p u t , the robot's arms c o u l d be used. 
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The user interface s h o u l d be m i n i m a l i s t i c , as the interface elements have to share 

space w i t h r e a l - w o r l d objects i n the workspace : Tools, parts , etc. H o w e v e r , the de­

s ign of the elements s h o u l d a l l o w convenient touch control . D e p e n d i n g o n the state 

of the task, o n l y the relevant i n f o r m a t i o n s h o u l d be s h o w n to lower the cognit ive 

l o a d [136]. The interface s h o u l d clearly indicate the current state of the system, 

i n c l u d i n g a n expl ic i t representation of the robot 's p r o g r a m a n d the context of the 

current p r o g r a m ins t ruct ion (what h a p p e n e d before it a n d w h a t is g o i n g to h a p ­

p e n after it). A d d i t i o n a l modal i t ies , s u c h as s o u n d or l ight , c o u l d be used to for 

instance attract attention i n special cases. 

In order to make p r o g r a m m i n g as w e l l as the user interface as s i m p l e as possible , 

we d e c i d e d to use c o m p l e x instruct ions w i t h a h i g h a m o u n t of u n d e r l a y i n g auton­

omy, at the price of l o w e r i n g express ivi ty (see f ig . 8.2). W h i l e theoretically, w i t h 

the system f r o m [48] one can create c o m p l e x instruct ions f r o m basic ones, it also 

makes the user interface c o m p l e x a n d the p r o g r a m representation compl ica ted . For 

instance, one has to set several poses, specify o p e n a n d close g r i p p e r c o m m a n d s , 

etc. We believe that, for the sake of s impl ic i ty , the user s h o u l d be abstracted f r o m 

such l o w - l e v e l c o m m a n d s a n d the robot s h o u l d p e r f o r m t h e m automatical ly. 

To achieve a h i g h level of abstraction a n d effective col laborat ion, the robot needs 

to perceive its s u r r o u n d i n g s as w e l l as track its h u m a n coworker(s) a n d p l a n m o ­

tions according to the current s i tuat ion. 

8.4 P R O O F O F C O N C E P T S Y S T E M 

To evaluate the p r o p o s e d approach , a p r o o f of concept system has been deve loped . 

The system a l l o w s end-user p r o g r a m m i n g of selected i n d u s t r i a l tasks. 

8.4.1 Setup 

The exper imenta l setup (see f ig . 8.1) was des igned to be easy to d e p l o y a n d m o d ­

ular. It is centered a r o u n d a s tandard w o r k s h o p table e q u i p p e d w i t h a capacitive 

touch f o i l . O n the sides, two speaker stands are p l a c e d , connected b y a truss. The 

truss is e q u i p p e d w i t h a n A c e r P6600 projector. There is a M i c r o s o f t K inec t V2 cam­

era o n each stand for object detect ion a n d ca l ibrat ion of the system. O n one stand, 

there is a n a d d i t i o n a l K i n e c t for user t racking . E a c h stand has its o w n process ing 

uni t (Intel N U C ) w h e r e the projector a n d sensors are connected (in the study, o n l y 

one projector was ut i l i zed) . The u n i t is connected to the central computer u s i n g a 

w i r e d network . The system is des igned to be m o d u l a r i n a w a y so that it supports 

l . . n stands. 
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A s a demonstrator of a near-future collaborative robot, w e use the in t r ins ica l ly 

safe PR2. The robot p r o v i d e s an a d d i t i o n a l set of sensors (Kinect a n d cameras o n 

the head , cameras i n the forearms). There is also a p h y s i c a l stop b u t t o n u n d e r the 

table w h i c h shuts d o w n the robot's motors . 

8.4.2 System design 

The system's state a n d behavior are de f ined a n d contro l led by the central node 

a n d it can be m a n i p u l a t e d b y a n arbi trary n u m b e r of user interfaces. F o r instance, 

we current ly use two interfaces: G U I projected o n the table a n d a s o u n d interface, 

p r o v i d i n g a u d i o feedback (e.g. c o n f i r m a t i o n of act ion, errors, etc.). 

A l l parts of the system m u s t be m u t u a l l y cal ibrated first. C a l i b r a t i o n of the 

Kinects ut i l izes a n A R t rack ing l i b r a r y 2 to detect three markers p laced o n the ta­

ble. O n e m a r k e r serves as an o r i g i n of the c o o r d i n a t i o n system; the two others 

determine the X a n d Y axes. The PR2 robot is cal ibrated i n the same way, us­

i n g a h e a d - m o u n t e d Kinect . To calibrate the projectors, a checkerboard pat tern is 

d i sp layed b y each projector, a n d its corners are detected u s i n g already cal ibrated 

Kinects . In order to calibrate the touch-enabled surface, the points are projected o n 

the table a n d the user has to c l ick them. Then , h o m o g r a p h y is c o m p u t e d a n d u s e d 

to convert the internal coordinates of the touch device into the c o m m o n coordinate 

system. 

E a c h of the objects used i n our s t u d y has a set of two A R tags p r i n t e d o n the 

body, a n d m u l t i m a r k e r detect ion is u s e d to g a i n a u n i q u e I D of the object a n d its 

pose. E a c h object has a n object type a n d a b o u n d i n g b o x def ined . 

The m a n i p u l a t i o n p i p e l i n e is based o n M o v e l t ! [26] a n d a l i b r a r y for grasp p l a n ­

n i n g 3 . 

8.4.3 Program representation 

The p r o g r a m i n our system is a set of instruct ions, collected into b locks . E a c h 

p r o g r a m contains 1 . . n b locks ; each b l o c k contains 1 . . n instruct ions. E v e r y instruc­

t ion execut ion can result i n success (e.g. a successfully p i c k e d u p object) or fa i lure 

(e.g. fa i led to a p p l y glue). Based o n this result, the next ins t ruct ion is de termined . 

W i t h this approach , s i m p l e b r a n c h i n g a n d c y c l i n g of the p r o g r a m are possible (e.g. 

p i c k i n g u p objects f r o m a feeder u n t i l the p i c k i n g u p fa i led , i.e. u n t i l there are n o 

2 h t t p : / / w i k i . ros . o r g / a r _ t r a c k _ a l v a r 

3 h t t p s : / / g i t h u b . c o m / d a v e t c o l e m a n / m o v e i t _ s i m p l e _ g r a s p s 

https://github.com/davetcoleman/moveit_simple_grasps
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(a) List of programs. Green (b) List of instructions, 
ones are ready to run, red Green ones are ready to 
ones need to set parame- run, red ones need to 
ters. set parameters. 

(c) A small dialog shows if (d) Polygon defining the area on the 
the robot is able to detect table from which the objects will 
an object in the feeder and be picked up. The green outlines 
allows the user to save the correspond to detected objects. 

arm pose. 

;ure 8.3: Examples of different widgets from proof of concept system. 
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objects left). For a n example of a p r o g r a m structure i n the f o r m of a g r a p h , see 

f ig . 8.5. 

C o n t r a r y to the convent ional methods of p r o g r a m m i n g robots, no p r e c o m p u t e d 

joint conf igurat ions or a r m paths are stored. B y c o m b i n i n g the percept ion capabi l ­

ities of the system a n d on-the-f ly m o t i o n p l a n n i n g , w e d o not rely o n e.g. s tor ing 

exact object posi t ions . 

It can be expected that the parameters of the p r o g r a m w i l l be changed more 

often than the structure of the p r o g r a m . For this reason, w e have d i v i d e d the p r o ­

g r a m m i n g process into two parts. First , a n e m p t y template is created offl ine. This 

template can be seen as a descr ip t ion of a n i n d u s t r i a l technological process. It con­

tains a set of instruct ions w i t h def ined transit ions; however, w i t h o u t parameters. 

T h u s , the template can be created once a n d later be adapted to c o n f o r m to different 

products b y setting ins t ruct ion parameters. 

8.4.4 Supported instructions 

The system current ly supports the f o l l o w i n g parametr ic instruct ions: pick from poly­

gon (to p i c k u p a n object f r o m a table), pick from feeder (to p i c k u p parts f r o m a 

gravi ty feeder), place to pose (to place a p r e v i o u s l y p i c k e d - u p object o n a selected 

place o n the table) a n d apply glue ( s imulated g lu ing) . E a c h of these instruct ions has 

certain parameters to be set b y the user. 

The object type m u s t be set for a l l of these instruct ions. For the pick from polygon 

a n d apply glue, a p o l y g o n d e f i n i n g the area of interest o n the table has to be set, so 

that the user can l i m i t objects of the g i v e n type affected b y the instruct ions. 

For the pick from feeder, a p r e - p i c k i n g pose (see f ig . 8.4c), used for object detection, 

has to be set u s i n g the robot's a r m . W h i l e executing this ins t ruct ion , the robot 

moves to the stored pose, observes the objects w i t h its forearm camera a n d p icks 

u p the closest object i n the d i rec t ion of the gripper . For apply glue, the poses w h e r e 

the glue is s u p p o s e d to be a p p l i e d have to be set u s i n g a n arbi trary a r m of the 

robot. 

There are also a couple of non-parametr ic instruct ions: get ready, wait for user, 

a n d wait until user finishes. The first one moves the robot 's arms to their default 

pos i t ion . The other instruct ions a l l o w the s y n c h r o n i z a t i o n of the system a n d the 

user. The wait for user ins t ruct ion w i l l pause the p r o g r a m execut ion u n t i l the user 

is i n front of the table, w h i l e wait until user finishes w i l l pause the p r o g r a m u n t i l the 

user f inishes current interact ion w i t h the objects o n the table. In our experiments , 

the behavior of these two instruct ions was s i m u l a t e d a n d contro l led b y the W i z a r d 

of O z approach . 
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8.4.5 User Interaction 

The interact ion between the user a n d the system is current ly achieved u s i n g three 

modal i t ies : G U I projected o n the touch-enabled surface ( w h i c h serves as an i n p u t 

for the system a n d feedback for the user), kinesthetic teaching ( input to the system 

only) , a n d s o u n d (feedback for the user only) . 

The G U I is c o m p o s e d of var ious widgets . The list of p r o g r a m s (see f ig . 8.3a) 

shows a l l the p r o g r a m s stored i n the system. The color of each entry suggests 

whether the p r o g r a m has set a l l the parameters (green; o n l y these can be started) 

or some of t h e m are not set (red). A n y p r o g r a m can be templated (it is d u p l i c a t e d 

as a n e w p r o g r a m , w i t h n o parameters set) or edi ted (the user m a y set or adjust its 

parameters). D u r i n g the p r o g r a m editat ion, the user can see a list of b locks of the 

selected p r o g r a m a n d can edit a selected b l o c k or get back to the list of programs . 

W h e n e d i t i n g a b l o c k of a p r o g r a m , the list of instruct ions is s h o w n (see f ig . 8.3b). 

The selected ins t ruct ion is a lways i n the m i d d l e ( w i t h except ion for the first a n d 

the last one) so the user can see its context. S i m i l a r l y to the p r o g r a m list , each i n ­

struct ion has either a r e d or a green b a c k g r o u n d , i n d i c a t i n g whether it has a l l the 

parameters set. W h e n a l l the parameters have been set, the selected ins t ruct ion can 

be executed. Moreover , a gray ins t ruct ion b a c k g r o u n d suggests a non-parametr ic 

instruct ion. There are also buttons to navigate t h r o u g h the p r o g r a m , to select an 

ins t ruct ion f o l l o w i n g either the successful or fa i led execut ion of the current instruc­

t ion. 

W h e n a p r o g r a m has been executed, the list of instruct ions differs s l ightly. A l l 

the instruct ions are grayed out a n d are not interactive, a n d the buttons for paus­

i n g a n d s t o p p i n g the p r o g r a m are d i s p l a y e d . The ins t ruct ion deta i l shows: The 

type of the ins t ruct ion (e.g. pick from feeder), the parameters (e.g. object type) a n d 

transitions for success a n d fai lure . 

The user is not i f i ed about the state of the system a n d the errors, as w e l l as the 

current ly available actions, u s i n g a not i f i cat ion bar s h o w n next to the front edge of 

the table. 

It is impor tant for the user to k n o w the state of the system, so for every detected 

object an out l ine a n d I D are d i s p l a y e d (see f ig . 8.3d). The type of the object is 

d i sp layed u p o n c l i c k i n g o n the out l ine . For the p u r p o s e of setting the parameters, 

more i n f o r m a t i o n is s h o w n , s u c h as a p o l y g o n d e f i n i n g the area o n the table, the 

outl ine of the object s h o w i n g the p o s i t i o n for object placement , etc. The same is 

also s h o w n d u r i n g the p r o g r a m execution, so the user k n o w s i n advance w h a t 

object the robot w i l l w o r k w i t h . 

Var ious dia logs exist w h i c h a l l o w s the user to specify a d d i t i o n a l i n f o r m a t i o n . 

For instance, w h i l e p r o g r a m m i n g a n pick from feeder ins truct ion , the user has to 
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(a) User selects (b) Object type is (c) Robot arm is (d) Dialog shows if (e) User saves posi-
instruction to set by touching used to teach robot is able to tion (confirma-
be set from list its outline. detection posi- detect object in tion sound is 
(pick). tion. feeder. played). 

(f) User selects (g) User adjusts (h) Another pose, (i) User tests pick (j) Test of place to 
follow-up place pose by first one also from feeder in- pose instruction, 
instruction dragging it on shown for struction. 
(place). the table. convenience. 

Figure 8.4: A n example of human-robot interaction during the experiment. In this case, 

the user sets parameters for two pick from feeder instructions (one shown) and 

consequent place to pose instructions (both shown). Then, instructions are tested. 

Two input modalities are used: touch table and robot arm. 

specify a pre-pose for object detect ion b y m a n i p u l a t i n g the robot 's a r m a n d then 

c o n f i r m i n g the p o s i t i o n u s i n g a d i a l o g . The pose is saved after press ing a b u t t o n 

cor responding to the a r m u s e d (see f ig . 8.3c). The w h o l e procedure is s h o w n i n 

f ig . 8.4 (a-e). 

8.4.6 Known Limitations 

The m a i n i n p u t m o d a l i t y - touch f o i l - is prone to false readings w h e n metal 

objects are p laced o n it, w h i c h makes it unsui table for certain i n d u s t r i a l settings. In 

the future, it m i g h t be replaced w i t h or c o m p l e m e n t e d by a v is ion-based approach 

(e.g. one f r o m [137]). 3D interact ion is current ly l i m i t e d to the kinesthetic teaching 

of posi t ions , w i t h n o means for their later v i s u a l i z a t i o n . 
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8.5 E V A L U A T I O N 

In order to evaluate the p r o p o s e d a p p r o a c h a n d to discover the m a i n usabi l i ty 

issues of the early prototype , a user experience testing was carr ied o u t 4 . P r i o r to 

the exper iment itself, a p i lo t exper iment w i t h three subjects (faculty staff) took 

place, w h i c h h e l p e d us to ver i fy the funct ional i ty of the prototype a n d to create 

the f ina l exper iment des ign. 

A s measures, w e choose a c o m b i n a t i o n of quali tat ive a n d quantitat ive data. Self-

reported data were obta ined u s i n g a quest ionnaire consis t ing of the System U s a b i l ­

i ty Scale (SUS) [19], N A S A Task L o a d Index (TLX) [50] i n its r a w f o r m (s impl i f ied , 

w i t h a scale i n the range [1 ..7]) a n d a c u s t o m quest ionnaire focus ing o n the specifics 

of the system. We recorded the task c o m p l e t i o n t imes a n d the c o r r e s p o n d i n g n u m ­

ber of moderator interventions as quantitat ive data. 

8.5.1 Experiment protocol 

The exper iment protoco l consisted of four phases. N o n e of the phases of the exper­

iment was t i m e - l i m i t e d . There were one moderator a n d one operator i n a separate 

r o o m i n charge of system m o n i t o r i n g , data recording , a n d W o Z (used solely to 

simulate user act ivi ty recognit ion) . 

8.5.1.1 Introduction 

A t the b e g i n n i n g of the experiment , the part ic ipants s igned a n i n f o r m e d consent 

f o r m . They were t o l d a story about a f ic t ional S M E p r o d u c i n g w o o d e n furni ture : 

"The company cannot afford a dedicated robot programmer, so it bought a collaborative robot 

programmable by any ordinary skilled worker. The robot will serve as an assistant preparing 

the parts for the workers who will do the assembly." They were g i v e n i n f o r m a t i o n about 

safety, the parts of the workspace (interactive table, robot, feeders w i t h furn i ture 

parts), a n d basic usage of the interface. 

8.5.1.2 Training 

The t r a i n i n g phase consisted of three s i m p l e p r o g r a m s demonstra t ing the s u p ­

por ted instruct ions. N o specific p r o d u c t was assembled i n this phase. The p a r a m ­

eters of each p r o g r a m were first set by the part ic ipant a n d then the p r o g r a m was 

executed. D u r i n g the execution, errors (e.g. a m i s s i n g object) were in tent ional ly 

i n v o k e d i n order to g a i n f a m i l i a r i t y w i t h the error reso lut ion d i a l o g . In this phase, 

the moderator proact ively h e l p e d the part ic ipants to complete the tasks a n d an-

4 Overview of the experiment: https:/ /youtu.be/cQqNLy6mE8w. 

http://youtu.be/
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swered a l l the questions. A short practice of the t h i n k - a l o u d protoco l f o l l o w e d . 

A f t e r that, the part ic ipants were t o l d to set the parameters of those three programs 

i n d e p e n d e n t l y w h i l e t h i n k i n g a l o u d . 

8.5.1.3 Main task 

The assembly process of a target p r o d u c t (a s m a l l stool) was exp la ined a n d the par­

t icipants assembled it manual ly . N e x t , the structure of the c o r r e s p o n d i n g p r o g r a m 

a n d the expected w o r k f l o w were expla ined . 

A f t e r the questions were answered , the part ic ipants started w o r k i n g . W h e n f i n ­

i shed , they started the p r o g r a m a n d col laborated w i t h the robot o n the task of 

p r o d u c i n g a stool . Two stools were p r o d u c e d a n d the part ic ipants were t o l d that 

there was a d e m a n d to adapt a p r o d u c t - to p r o d u c e a h igher stool . A f t e r the 

parameters of the p r o g r a m h a d been adapted , they p r o d u c e d one more . 

8.5.1.4 Feedback 

A f t e r f i n i s h i n g the tasks, a n o p e n d iscuss ion took place. The part ic ipants were 

asked for their impress ions , a d d i t i o n a l questions, etc. T h e n , they were asked to f i l l 

i n the quest ionnaire . 

8.5.2 Stool assembly 

The i n t e n d e d w o r k f l o w of the m a i n task is that the user does the assembly w h i l e 

the robot prepares the parts needed i n the next steps " o n b a c k g r o u n d " . The p r o ­

g r a m is d i v i d e d into three b locks (see f ig . 8.5). B locks 1 a n d 2 have the same 

structure a n d serve to prepare the parts for the sides of the stool (two legs, two 

connect ing parts , a p p l i c a t i o n of glue). The p u r p o s e of two b locks is that the user 

m i g h t set parts w i t h i n one b l o c k to be s u p p l i e d f r o m e.g. the left feeder a n d i n the 

other b l o c k f r o m the r ight feeder. B lock 3 serves to prepare the connect ing parts 

for the f ina l assembly of the sides of the stool. 

8.5.3 Participants 

In cooperat ion w i t h a n i n d u s t r i a l partner ( A B B Brno) , s ix regular shop-f loor w o r k ­

ers of var ious ages, genders a n d technical b a c k g r o u n d s were selected (out of 27 

volunteers) to take part i n our study. These part ic ipants w i l l be labeled as Par t i c i ­

pants A , B, C , D , E a n d F. F ive of t h e m w o r k i n qual i ty control ; one (E) w o r k s as a 

mechanic . The d e m o g r a p h i c data of the part ic ipants can be seen i n table 8.1. 
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Figure 8.5: Stool production program. The green edges represent on_success transition, 

while the red ones represent on_failure. The grey edges show dependencies. 

In the case of apply glue, there is a loop. The robot applies glue to one object 

i n a specified area. If an object is found, the program flow continues to the 

on_success instruction - it tries to apply glue to another object. If there is no 

object without glue applied, the flow continues to onjailure (next instruction). 

8.6 R E S U L T S 

The section p r o v i d e s results of the experiment . 

8.6.1 Qualitative and quantitative data 

table 8.2 s h o w s the results per part ic ipant . The m e a n t ime to complete the m a i n 

task was 2711 s (SD 620 s) w i t h 11.7 (SD 6.7) moderator interventions. The m a i n 

task consisted of setting the f o l l o w i n g instruct ions: 5X pick from feeder (2 p a r a m ­

eters), 12X place to pose (1 parameter) , 2x apply glue (4 parameters) , resul t ing i n 

settings of 30 parameters i n total. The m e a n t ime for p r o g r a m adaptat ion task was 
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part. gender age education experience with robots 
attitude towards 

new technology 

A F 57 vocational (technical) none skeptical 

B M 46 secondary (technical) seen robot at least once neutral 

C F 27 secondary (economics) none neutral 

D M 33 secondary (technical) seen robot at least once early adopter 

E M 24 secondary (technical) 

works on workplace 

with robots 

but not next to them 

neutral 

F M 34 undergraduate (technical) none skeptical 

Table 8.1: Demographic data of the participants. 

1053 s (SD 215 s). It consisted of setting: 2x pick from feeder, 2x apply glue, a n d op­

tionally, adjustment of place poses (based o n p r e v i o u s l y set poses), resul t ing i n at 

least 12 parameters i n total. These t imes i n c l u d e the delays caused b y system errors 

(unreliable object detection, unstable m a n i p u l a t i o n p i p e l i n e , etc.). The m e a n S U S 

rat ing was 75.8 (SD 8.9), w h i l e for c o m p a r i s o n , the system f r o m [59] was scored 

66.75 (SD 16.95). The m e a n T L X w a s 33.3 (SD 8.8). 

F r o m the c u s t o m questions (see table 8.3) it seems that the part ic ipants i n general 

l i k e d interact ing w i t h the system a n d felt safe; however, they were confused f r o m 

time to t ime. However , d u r i n g the experiment , i n most cases it was e n o u g h to tell 

them to check the not i f i cat ion area a n d they were able to continue afterwards. 

8.6.2 Programming 

Observa t ion of the users has s h o w n that the current v i s u a l i z a t i o n of the robot p r o ­

g r a m is p r o b a b l y not sufficient, as it often took considerable t ime to realize w h a t 

was current ly b e i n g p r o g r a m m e d , especial ly for the case of repeat ing sequences of 

p r o g r a m items (e.g. pick from feeder, place to pose, pick from feeder, place to pose). N o t 

f u l l y consistent t e r m i n o l o g y (e.g. p r o g r a m ins t ruct ion w a s sometimes referred to 

as i tem a n d sometimes as step) m a y have contr ibuted to this. P r o b a b l y because of 

the s i m i l a r appearance, for some part ic ipants it was di f f i cul t at the b e g i n n i n g to 

d i s t i n g u i s h between a p r o g r a m b lock a n d a p r o g r a m instruct ion. 

P r o b a b l y the most c o m m o n issue d u r i n g p r o g r a m m i n g w a s the part ic ipant for­

getting to press the Edit b u t t o n i n order to s w i t c h f r o m the v i e w - o n l y m o d e to the 

parameter settings m o d e for the selected instruct ion. The part ic ipants often t r ied 

to adjust for example place pose a n d were confused as to w h y it was imposs ib le . 

A l s o , it was often unclear that it is o n l y possible to execute i n d i v i d u a l instruct ions. 
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Init ial ly, two part ic ipants thought that the instruct ions (displayed i n the p r o g r a m 

visual izat ion) were for them, so they s h o u l d p e r f o r m e.g. pick from feeder. O n e par­

ticipant asked i f there are also assembly instruct ions for the workers . 

There have been cases w h e r e the user accidental ly changed the selected object 

type. Despi te the fact that this was covered d u r i n g t ra in ing , some of the par t i c i ­

pants thought that the object type is selected w h e n they p u t a n object of that type 

o n the table. It seems that a l t h o u g h the objects of a selected type were h i g h l i g h t e d 

differently ( w i t h a green outl ine) , most of the part ic ipants o n l y guessed w h a t type 

was selected, or rather, checked it i n the p r o g r a m v i s u a l i z a t i o n w h e r e the i n f o r m a ­

t ion was i n textual f o r m . 

8.6.3 Individual instructions 

8.6.3.1 Pick from feeder 

Part ic ipants were often confused, as it was requi red to select the object type o n 

the table a n d then to use a robot a r m to set the pose enabl ing the detect ion of 

parts i n the feeder. We not iced cases w h e r e the part ic ipant t r ied to select a n object 

by k n o c k i n g o n it (instead of c l i c k i n g o n its outl ine) , b o t h o n the object o n the 

table a n d i n the feeder. The part ic ipants c o m m o n l y s k i p p e d the object selection, 

grabbed the robot a r m a n d t r ied to set the pose, even above the object o n the table, 

despite the fack that they were l e a r n i n g p i c k i n g f r o m feeder. A f t e r press ing Edit, 

d i a l o g buttons for sav ing the a r m pose (grayed-out at the time) were sometimes 

used "to select a r m " before any other interaction. M o s t users took a n e w part f r o m 

the feeder a n d p u t it o n the table w h e n they needed to select the object type even 

t h o u g h there were a lready objects of that type that c o u l d have been u s e d for this 

purpose . W h e n a d a p t i n g the p r o g r a m , it h a p p e n e d twice , that the part ic ipant b y 

mistake set the p o s i t i o n for the other feeder (e.g. the ins t ruct ion o r i g i n a l l y used 

the left feeder, a n d they s w i t c h e d to the r ight one). This w o u l d m e a n that the robot 

w o u l d not be able later to place the object, as the f o l l o w i n g place pose (on the 

opposite side of the table) w o u l d be out of its reach. 

8.6.3.2 Place to pose 

C o m m o n sources of p r o b l e m s were unreachable place poses, or place poses too 

close to each other, w h i c h prevented the robot f r o m p l a c i n g parts successfully. The 

o n l y poss ib i l i ty was to f i n d out b y tr ia l a n d error. For a l l the part ic ipants , it was 

dif f icul t i n i t i a l l y to handle separated translat ion (by dragging) a n d rotat ion (using 

a p i v o t point ) . Some of t h e m intu i t ive ly at tempted to use m u l t i - t o u c h gestures 

(not s u p p o r t e d by the interface thus far), i n c l u d i n g one part ic ipant w h o does not 

o w n any touch devices. A l t h o u g h the in i t i a l p o s i t i o n of the place pose was i n the 
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m i d d l e of the table, some part ic ipants h a d trouble f i n d i n g it, especial ly if there 

were m a n y objects a r o u n d . Some of t h e m tr ied to d r a g the out l ine of a detected 

object or even p laced a n object into the out l ine of the place pose. V i s u a l i z a t i o n 

of the place poses f r o m other instruct ions (differentiated by a dot ted l ine a n d a 

co r r espond ing ins t ruct ion number) were confused a few times w i t h the current 

place pose a n d the users t r ied to move them. 

For successful co l laborat ion w i t h the robot, it was necessary to organize the 

workspace so that the robot c o u l d prepare the parts for the next steps, w h i l e the 

user d i d the assembly. O n l y Part ic ipant B expl i c i t ly thought about organiza t ion of 

the workspace . The others h a d m i n o r p r o b l e m s w i t h it or requi red he lp . Part ic ipant 

C p laced the parts i n a very chaotic way. The part ic ipants were expl i c i t ly t o l d 

d u r i n g t r a i n i n g that they m a y move w i d g e t s (e.g. p r o g r a m visual iza t ion) across 

the table; however, most of t h e m d i d not use it a n d rather adjusted the place poses 

so that they d i d not co l l ide w i t h the w i d g e t . 

8.6.3.3 GZwe application 

The most c o m m o n issues were object type selection (attempts to select u s i n g the 

robot 's arm) a n d dif f icult ies w i t h the n u m b e r of actual ly stored poses ( s h o w n tex-

tual ly) . The fact that it is necessary to store requi red poses o n l y w i t h regard to the 

one object a n d the fact that the robot w i l l d o it i n the same w a y for other objects 

i n a g i v e n area was also general ly unclear. 

8.6.4 Program execution 

D u r i n g the p r o g r a m execution, errors occurred relat ively often, especial ly w h e n 

the robot t r ied to place a n object; erroneous detect ion prevented it f r o m d o i n g so. 

In the event of an error, a d i a l o g appeared a n d s o u n d was p l a y e d . M o s t issues were 

so lved just b y press ing the Try again but ton . The part ic ipants were expl ic i t ly t o l d to 

pay attention to errors. Some of the part ic ipants reacted immediate ly , others after 

some t ime a n d one seemed to ignore the errors a n d h a d to be t o l d to solve them. 

Once i n a w h i l e it was necessary to w a r n a part ic ipant that he or she was b l o c k i n g 

the robot by o c c u p y i n g part of the table w h e r e the robot was meant to place parts. 

8.6.5 General findings 

N o one c o m p l a i n e d about imperfect ions of the project ion (shadows, inaccurate 

registration), l o w readabi l i ty of the text, interface response t imes, etc. E a c h part ic­

ipant h a d an issue at least once w i t h a non-touchable m a r g i n of the interactive 

table, w h i c h was not indica ted by the projected interface. There were also issues 
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Measure A B C D E F 

System U s a b i l i t y Scale 87.5 67.5 77-5 75.0 85.0 62.5 

S i m p l i f i e d T L X 25.0 33-3 30.6 22.2 41.7 47.2 

t ime to set p r o g r a m (s) 3849 3025 2618 2217 2661 1897 

interventions 21 7 20 12 6 4 

t ime to adapt p r o g r a m (s) 1088 1447 1118 958 738 968 

interventions 11 4 12 2 2 2 

Table 8.2: Qualitative measures, task completion times (stool program) and number of 

moderator interventions (including answering questions). 

Statement A B C D E F 

C o l l a b o r a t i o n was effective. 5 4 5 5 4 4 

I felt safe. 4 5 5 5 5 5 

Robot mot ions were uncomfortable . 2 1 1 1 1 1 

It was easy to see w h a t the robot was about to do . 4 5 5 4 4 2 

The robot h i n d e r e d me at w o r k . 1 2 1 1 1 1 

I w a t c h e d every movement of the robot. 3 1 2 3 4 2 

L e a r n i n g the robot u s i n g its a r m was intui t ive . 4 4 5 5 5 4 

L e a r n i n g the robot u s i n g the interactive table w a s intui t ive . 4 4 5 5 5 3 

Interactive table s h o w s a l l necessary i n f o r m a t i o n . 5 2 5 5 5 4 

Sometimes I d i d not k n o w w h a t to d o . 5 5 4 2 4 4 

Table 8.3: custom questionnaire, 1 - totally disagree, 5 - totally agree 

w i t h press ing the buttons twice , w h e r e user t r ied , for example , to select a n instruc­

t ion w h i c h w a s i m m e d i a t e l y unselected. W h i l e inactive buttons were grayed out, 

most users t r ied to press t h e m a n y w a y w h e n they thought they s h o u l d w o r k . 

W i t h m a n y objects o n the table or d u r i n g the stool assembly, there was cons id­

erable v i s u a l clutter. Interestingly, no one m e n t i o n e d it. Di f f icul t ies w i t h m o v i n g 

interface elements (e.g. place pose) across longer distances were observed, espe­

cia l ly if there were m a n y objects o n the table. A g a i n , n o one c o m p l a i n e d or asked 

if there was a n alternative m e t h o d to d r a g g i n g . 

A s a c o m p l e m e n t a r y modal i ty , there were sounds (conf irmat ion, w a r n i n g , error). 

O n l y Part ic ipant B expl i c i t ly appreciated it. 

R e g a r d i n g safety, o n l y Part ic ipant A once noted that a par t i cular movement was 

p r o b a b l y not safe. N o one u s e d the emergency stop but ton . 
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8.7 C O N C L U S I O N S 

In this w o r k , w e targeted p r o b l e m s of the exist ing solut ions i n the area of interac­

t ion between the h u m a n w o r k e r s a n d the i n d u s t r i a l col laborative robots, p a r t i c u ­

lar ly i n the context of p r o g r a m m i n g robots i n S M E s . The p r o p o s e d a n d tested inter­

act ion system is a n attempt to reduce the menta l d e m a n d s a n d attention s w i t c h i n g 

b y centering a l l interact ion elements i n the shared workspace . This is achieved 

by the interactive S A R (combinat ion of project ion a n d a touch-enabled table) a n d 

kinesthetic teaching. N o n - e x p e r t users p r o g r a m a robot o n a h i g h level of abstrac­

t ion , a n d w o r k w i t h i n the task context, free of any a d d i t i o n a l external devices a n d 

w i t h immedia te v i s u a l feedback. 

The c onduc te d user experience tests p r o v e d the potent ia l of our concept w h e n 

a l l six regular shop-f loor workers were able to p r o g r a m the robot to prepare parts 

for a stool assembly, to collaborate w i t h the robot, a n d to adapt the p r o g r a m for 

an alternative p r o d u c t w i t h i n a reasonable t ime. 

D u r i n g the experiment , no f u n d a m e n t a l issues forc ing us to reconsider the ap­

proach were f o u n d . However , the task state awareness i n par t i cular has to be i m ­

p r o v e d as w e l l as s u p p o r t for the workspace layout. The part ic ipants rated the 

system pos i t ive ly despite a n u m b e r of m i n o r usabi l i ty issues a n d system errors 

caused b y its exper imenta l nature. 

In a d d i t i o n to the r e v i s i o n of the interface to solve the usabi l i ty issues, w e p l a n 

to investigate m u l t i - t o u c h suppor t , g r o u p operations, intel l igent placement of user 

interface elements, a n d v i s u a l i z a t i o n of robot reachability. 
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9.1 A C H I E V E M E N T O F R E S E A R C H O B J E C T I V E S 

The research objectives were f o r m u l a t e d i n order to g a i n s u p p o r t for the c l a i m e d 

research statement. The f o l l o w i n g sections p r o v i d e o v e r v i e w o n h o w each research 

objective was f u l f i l l e d . 

1. Define an integrative method for close human-robot interaction. 

Based o n the current state of the art, a n o v e l m e t h o d has been p r o p o s e d . The 

m e t h o d combines var ious already exist ing approaches i n an o r i g i n a l a n d p r e v i ­

ous ly u n p u b l i s h e d w a y a n d p r o v i d e s a s o l i d basis for d e s i g n of advanced user 

interfaces. The m e t h o d is specif ical ly in tended to a l l o w non-expert users to accom­

p l i s h n o n - t r i v i a l tasks w i t h i n the use cases of remote operat ion of assistive robots 

a n d col laborat ion w i t h i n d u s t r i a l robots. It is suff ic iently general , w h i c h a l lows 

appl i ca t ion to other use cases; however, this remains as a challenge for the future 

w o r k . 

2. Apply the method within the contexts of interest. 

The m e t h o d was a p p l i e d to the d e s i g n of two user interfaces: the interface for 

remote operat ion of assistive service robots a n d the interface for col laborative i n ­

dus t r ia l robots. For each appl i ca t ion , it w a s necessary to take into account specifics 

of the use case, e.g. remote operat ion i n one case a n d col located interact ion i n the 

other. Despi te this , a l l the key characteristics of the m e t h o d were used. 

3. Investigate if and how underlying autonomy could support human-robot interaction 

Both deve loped interfaces h e a v i l y rely o n a n u n d e r l y i n g autonomy, or other robot-

integrated capabil i t ies . For instance, the interface descr ibed i n C h a p t e r 5 uses con­

t i n u o u s l y u p d a t e d 3D m o d e l of the env i ronment h e l p i n g to overcome n a r r o w f ie ld 

of v i e w of the robot's m a i n 3D sensor. Interface w i t h v i s u a l i z a t i o n of g loba l 3D 

m a p p i n g s h o w e d a clear t empora l advantage for certain search a n d n a v i g a t i o n 

tasks. W i t h i n the interface, b o t h teleoperation as w e l l as t e lemanipula t ion relies 
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o n integrated m o t i o n p l a n n i n g a n d c o l l i s i o n avoidance i n order to lower user 's 

cognit ive l o a d . 

The interface for robot p r o g r a m m i n g (see Chapter 8) uses robot cognit ive capa­

bi l i t ies (abil ity to detect objects i n its workspace) a n d o n the f ly m o t i o n p l a n n i n g to 

s i m p l i f y process of p r o g r a m m i n g as w e l l as p r o v i d e a i d d u r i n g task col laborat ion. 

A l t h o u g h the inf luence of u n d e r l y i n g a u t o n o m y usage was not invest igated ex­

p l i c i t l y b o t h interfaces were successful (in the sense that users were able to solve 

tasks relat ively easily a n d rated the interfaces posi t ively) a n d therefore it c o u l d be 

c o n c l u d e d that u t i l i z a t i o n of u n d e r l y i n g a u t o n o m y leads to i m p r o v e d HRI. 

4. Investigate what modalities are appropriate for convenient interaction 

The user preference of different modal i t ies cons ider ing a variable a m o u n t of (syn­

thetically induced) interact ion errors for setting the most c o m m o n parameters i n 

i n d u s t r i a l robot p r o g r a m m i n g use case was the m a i n focus of the research paper 

w h i c h is i n c l u d e d as Chapter 6. F r o m five i n p u t modal i t ies , gestures a n d the touch 

sensitive table were the two most preferred ones. The gesture-based contro l was 

used for some p r e l i m i n a r y experiments (see Chapter 7). 

The touch sensitive table was later integrated into a f u l l y funct iona l prototype 

of interactive shared workspace . D u r i n g the prototype evaluat ion , some specific 

usabi l i ty issues related to the touch-sensit ive table m o d a l i t y were ident i f i ed (see 

Chapter 8) a n d s h o u l d be taken into account for future designs. The prototype 

used SAR for v i s u a l i z a t i o n (output modal i ty ) a n d together w i t h the touch-sensit ive 

table f o r m e d the ISAR interface, w h i c h was rated as h i g h l y intui t ive . 

Interaction modal i t ies were also cons idered w h e n d e s i g n i n g the teleoperation 

interface for semi -autonomous assistive robot (see Chapter 5), w h e r e the 3D mouse 

was selected as a suitable device for g i v e n tasks: teleoperation a n d setting the 

desired e n d effector pose. A non- l inear t ransformat ion was a p p l i e d to data f r o m 

the 3D mouse to a l l o w precise as w e l l as fast movements . Further, contro l was 

adjusted according to the current 3D scene v i e w p o i n t (user's perspective) to make 

interact ion more intui t ive . 

5. Investigate how the joint task should be presented to make it comprehensive and how to 

support situation awareness 

W i t h i n the assistive robot use case, there is actual ly no exact procedure to be f o l ­

l o w e d as the w a y of s o l v i n g the p r o b l e m depends o n the operator 's dec is ion , w h o 

can use var ious tools according to persona l preference a n d the p r o b l e m at the h a n d . 

The interface is b u i l t u p o n ecological a p p r o a c h enabl ing the operator to direct ly 
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infer possible actions f r o m v i s u a l i z a t i o n of the environment . W h e n the sub-task re­

quires specific steps to be carr ied out, the interface p r o v i d e s textual guidance a n d 

automatical ly switches to proper v i s u a l i z a t i o n according to the task state. For ana­

logica l use cases, p r o v i d i n g a n operator w i t h f r e e d o m to choose suitable a p p r o a c h 

a n d tools seems appropr ia te i n order to m a x i m i z e benefit f r o m usage of operator 's 

cognit ive abil i t ies. 

O n the other h a n d , interact ion w i t h i n the i n d u s t r i a l use case c o u l d be str ict ly 

l i m i t e d to the exact order of steps, e.g. g i v e n by technological process or l i m i t a ­

tions. F o r this case, task representation in terna l ly based o n R O S messages a n d 

v i s u a l i z a t i o n based o n ISAR has been deve loped. Moreover , the same interface a l ­

l o w s b o t h v i s u a l i z a t i o n of the task progress d u r i n g its execut ion as w e l l as setting 

of parameters for i n d i v i d u a l instruct ions. The p r o g r a m v i s u a l i z a t i o n is des igned i n 

a w a y that it p r o v i d e s context to the current ins t ruct ion i n a f o r m of s h o w i n g also 

prev ious a n d f o l l o w i n g instruct ion. In order to i m p r o v e the s i tuat ion awareness, 

there are short textual noti f icat ions a n d v i s u a l i z a t i o n of robot intentions where e.g. 

an object to be m a n i p u l a t e d is h i g h l i g h t e d . 

6. Evaluate the method-based interfaces with non-expert users. 

The interface for remote operat ion of assistive robots was t h o r o u g h l y evaluated 

w i t h i n the SRS project. The interface was tested out b y a 81 non-expert users i n 

total, b o t h u n d e r s i m u l a t i o n a n d w i t h i n the real condi t ions . Some first evaluations 

served to f igure out usabi l i ty p r o b l e m s a n d to refine the interface. Later, two larger 

studies w i t h more specific research questions were carr ied out: one was focused o n 

c o m p a r i n g two modes of 3D e n v i r o n m e n t v i s u a l i z a t i o n for s o l v i n g remote n a v i g a ­

t ion p r o b l e m s a n d the other one o n potent ia l u t i l i ty of stereoscopic v i s u a l i z a t i o n 

for s o l v i n g remote m a n i p u l a t i o n problems . In b o t h studies, the tasks were realistic 

a n d far f r o m t r i v i a l . Despi te that, a l l users were able to f i n i s h a l l tasks a n d also the 

quali tat ive measures obta ined were encouraging. 

The interface for i n d u s t r i a l robots a l l o w s non-expert users to p r o g r a m the robot 

a n d to collaborate w i t h it o n n o n - t r i v i a l tasks - it was evaluated o n task consist­

i n g of 32 instruct ions w i t h 30 parameters to be set i n total. H o w e v e r , there are 

st i l l some u n s o l v e d usabi l i ty issues left for the future w o r k . A l t h o u g h a l l users 

were able to solve the tasks, at least 4 moderator ' s interventions were requi red 

d u r i n g setting p r o g r a m parameters a n d 2 d u r i n g p r o g r a m adaptat ion task, w h i c h 

indicates potent ia l for improvement . 
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9-2 C O N C L U S I O N S 

There exist var ious solut ions for HRI; however, m a n y of t h e m are not suitable for 

non-expert users, are constrained to basic tasks o n l y or does not dea l w i t h close 

interaction. A t the same t ime, robots are b e c o m i n g more a n d more c o m p l e x as their 

funct ional i ty a n d abil it ies to sense are e x p a n d i n g . There is a great challenge o n h o w 

to ut i l ize those features to m a x i m i z e benefit for the h u m a n - r o b o t team, whether 

it is a w o r k e r a n d its robotic col laborator i n a factory or a n assistive service robot 

h e l p i n g an e lder ly p e r s o n at h o m e a n d its remote operator. W i t h i n this thesis, the 

central idea o n h o w to face this challenge is f o r m u l a t e d as the thesis statement. The 

specific a p p r o a c h s u p p o r t i n g the statement was f o u n d b y f u l f i l l i n g the research 

objectives. 

The selected d i rec t ion of the research w i t h i n this thesis was to realize a task-

centered interaction. In other w o r d s , to e m b e d the interface into the task-space, 

w h i c h is possible e.g. b y u s i n g a mixed-rea l i ty approach . The m e t h o d def ined b y 

several key characteristics was f o r m u l a t e d . Two different user interface designs for 

two different use cases were i m p l e m e n t e d a n d evaluated w i t h non-expert users, 

w h o were (without excessive training) able to achieve n o n - t r i v i a l tasks. Successful 

evaluat ion of the two i m p l e m e n t e d interfaces w i t h i n different use cases a n d u n d e r 

different condi t ions (robot, envi ronment , spat ia l ly co-located / remote interaction) 

indicates potent ia l of the m e t h o d as w e l l as s o l i d s u p p o r t for the thesis statement. 

The def ined key characteristics m a y be seen as guide l ines for d e s i g n of f o r t h c o m i n g 

user interfaces. 

9.3 F U T U R E W O R K 

In the f o l l o w u p research, I w i l l m a i n l y focus o n interact ion w i t h col laborative 

i n d u s t r i a l robots, as currently, this context seems to have a h igher potent ia l for 

r e a l - w o r l d appl icat ions c o m p a r e d to the context of assistive service robots. In par­

ticular, I w i l l focus o n i m p r o v e d task u n d e r s t a n d i n g a n d awareness, w h i c h is of 

great importance for c o m p l e x collaborative tasks. It w o u l d be interesting to inves­

tigate if a n d h o w the ISAR a p p r o a c h c o u l d be c o m b i n e d w i t h another mixed-rea l i ty 

approaches as h e a d - m o u n t e d d isp lays a n d h o w it c o u l d be extended to non-f lat 

surfaces. 

A n o t h e r d i rec t ion of research w i l l be to investigate if a n d h o w the p r o p o s e d 

m e t h o d c o u l d be extended i n order to make HRI adaptable according to the cur­

rent in ternal state of a user. For instance, measurement of a user 's p h y s i o l o g i c a l 

state as heart rate c o u l d i m p r o v e HRI b y a l l o w i n g the system to react o n est imated 

cognit ive w o r k l o a d of a user. A l s o , as a l l evaluations so far h a p p e n e d u n d e r h i g h l y 
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control led laboratory condi t ions ( w h i c h m i g h t be seen as l i m i t a t i o n of the con­

ducted research), it w o u l d be desirable to carry out a n out of the lab experiment , 

preferably a l o n g - t e r m one, to g a i n more ins ight into potent ia l technical a n d us­

abi l i ty issues, u n d e r the real condi t ions . 

N a t u r a l l y , the l o n g - t e r m goal is to b r i n g the results of the research into a real-

w o r l d appl icat ions , thereby h e l p to accelerate a d o p t i o n of col laborative robots, i m ­

prove w o r k i n g condi t ions of w o r k e r s a n d f inal ly, to contribute to the peaceful f u ­

ture re lat ionships between h u m a n s a n d robots i n general . 
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