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Abstract 
Deepfakes, media generated by deep learning that are indistinguishable to humans from real 
ones, have experienced a huge boom in recent years. Several dozen papers have already 
been wri t ten about their abi l i ty to fool people. Equal ly , i f not more, serious, may be the 
problem of the extent to which facial and voice recognition systems are vulnerable to them. 
The misuse of deepfakes against automated facial recognition systems can threaten many 
areas of our lives, such as finances and access to buildings. This topic is essentially an 
unexplored problem. Th i s thesis aims to investigate the technical feasibility of an attack 
on facial recognition. The experiments described in the thesis show that this attack is not 
only feasible but moreover, the attacker does not need many resources for the attack. The 
scope of this problem is also described i n the work. The conclusion also describes some 
proposed solutions to this problem, which may not be difficult to implement at a l l . 

Abstrakt 
Deepfakes, m é d i á generované h l b o k ý m s t r o j o v ý m učen ím, k t o r é sú pre človeka nerozoz­
na teľné od sku točných , zažívajú v pos ledných rokoch obrovský rozmach. O ich schopnosti 
ok lamať ľudí už bolo n a p í s a n ý c h niekoľko desiatok č lánkov. Rovnako závažný, ak nie zá­
važnejší , m ô ž e byť p r o b l é m , do akej miery sú voči n i m zrani teľné s y s t é m y rozpoznávan i a 
t v á r e a hlasu. Zneuži t ie deepfakes prot i a u t o m a t i z o v a n ý m s y s t é m o m r o z p o z n á v a n i a tvá re 
môže ohroziť m n o h é oblasti n á š h o ž ivota , n a p r í k l a d financie a p r í s t u p do budov. T á t o t é m a 
je v podstate n e p r e s k ú m a n ý m p r o b l é m o m . Cieľom tejto p r á c e je p r e s k ú m a ť t echn ickú real­
izovatelnost ú t o k u na rozpoznávan ie t vá r e . Exper imenty op í sané v p rác i ukazu jú , že tento 
ú t o k je nielen uskutočni teľný , ale navyše ú t o č n í k n a ň nepotrebuje veľa prostriedkov. V 
prác i je op í saný aj rozsah tohto p r o b l é m u . V závere je op í saných aj niekoľko n a v r h o v a n ý c h 
r iešení tohto p r o b l é m u , k t o r é vôbec nemusia byť n á r o č n é na i m p l e m e n t á c i u . 

Keywords 
deepfakes, facial recognition, biometrics systems, machine learning, cyber security 

Klíčová slova 
deepfakes, rozpoznávan ie tvá re , b iomet r i cké sys témy, s t ro jové učenie , kybe rbezpečnosť 

Reference 
S A L K O , M i l a n . Security Implications of Deepfakes in Face Authentication. Brno , 2023. 
Master 's thesis. B rno Univers i ty of Technology, Facul ty of Information Technology. Super­
visor Ing. A n t o n Fi re 



Rozšířený abstrakt 
Deepfakes, syn te t i cké m é d i á v y t v o r e n é umelou inteligenciou, sa v pos ledných rokoch stali 
rozš í reným fenoménom. Rýchlosť, akou sa toto odvetvie v ý s k u m u umelej inteligencie 
rozvíja, v y r á ž a dych. N á s t r o j e na generovanie deepfake d o k á ž u vytvor iť alebo upraviť 
obsah za zlomok času alebo n á k l a d o v oproti t r ad i čne j ú p r a v e videa alebo obrazu. K a ž d ý 
teda m ô ž e vytvor iť deepfakes v online nás t ro j i bez h l b o k ý c h zna los t í neu rónových sietí . 
D ô k a z o m je aj to, ako sa deepfakes rozšírili na sociá lnych sieťach, kde sa zvyča jne použí ­
vajú na z á b a v u . Alebo to, že sa varovania pred ich m o ž n ý m z n e u ž i t í m ob javu jú aj v 
m a i n s t r e a m o v ý c h méd iách . 

Deepfakes napriek svojej pomerne zlej povesti m ô ž u mať aj m n o ž s t v o poz i t í vnych využi t í , 
či už ide o s p r á v y s umelou inteligenciou, kde syn te t i cký obraz m o d e r á t o r a 24 h o d í n denne 7 
dn í v t ý ž d n i p r i n á š a d ivákom najnovš ie udalosti , m ô ž u pomôcť aj p r i tvorbe filmov, škol­
ských m a t e r i á l o v alebo v zd ravo tn í c tve , kde v r á t i a hlas ľudom, k to r í ho s t rat i l i v dôs ledku 
choroby. Tieto spôsoby využ i t i a sú však eš te len v poč i a tkoch . 

Realist ickosť deepfakes, k t o r á m n o h o k r á t znemožňu je ľudom rozoznať deepfakes od sku­
t o č n ý c h medi í , p r i n á š a nové r iz iká. V kombinác i i s ich š i rokou d o s t u p n o s ť o u pre v še tkých 
a z lým ú m y s l o m m ô ž u mať veľké m n o ž s t v o n e g a t í v n y c h využ i t í . Deepfakes sa tak s tá ­
vajú hrozbou pre jednotlivcov, kde m ô ž u byť p o u ž i t é p r i nových ú t o k o c h . P r í k l a d o m sú 
nové formy phishingu, rôzne formy spoofingu alebo v y t v á r a n i e videí a fotografií s cieľom 
zdiskredi tovať d a n ú osobu. Deepfakes však p r e d s t a v u j ú hrozbu aj pre spoločnosť ako celok, 
n a p r í k l a d ich použ i t i e p r i v y t v á r a n í fakenews alebo pr i v š e o b e c n o m p o d k o p á v a n í dôvery­
hodnosti vere jných o rgánov v očiach občanov . 

Rovnako závažným, ak nie závažnejš ím p r o b l é m o m m ô ž e byť nielen to, či deepfakes m ô ž u 
ok lamať ľudí, ale aj to, do akej miery sú voči n i m zrani teľné s y s t é m y r o z p o z n á v a n i a t vá r e a 
hlasu. N a j m ä ak si u v e d o m í m e , že b iomet r i cké s y s t é m y r o z p o z n á v a n i a t vá r e sa stali b e ž n o u 
súčasťou n á š h o k a ž d o d e n n é h o ž ivo ta a č i a s točne vyt lači l i n a p r í k l a d prihlasovanie pomocou 
od t lačkov prstov v mob i lných te lefónoch. Prihlasovanie do apl ikáci í a online bankovn íc tva 
sú d o b r ý m i p r í k l a d m i , na k t o r é by sa mohol zamerať ú točn ík , k t o r ý sa rozhodne použiť 
deepfakes prot i t ý m t o s y s t é m o m . 

V poslednom čase bolo v y v i n u t ý c h niekoľko nás t ro jov , k t o r é sú d o s t u p n é na internete, 
n a p r í k l a d rôzne voľne d o s t u p n é v ý s k u m n é p r á c e alebo p l a t e n é nás t ro j e , k t o r é p o s k y t u j ú 
možnosť vytvor iť pomerne v i e r o h o d n ý deepfake. V súčasnos t i neexistuje veľa p r á c , k t o r é 
by sa zameriavali na overenie technickej realizovatelnosti ú t o k u na s y s t é m y rozpoznávan i a 
t vá r e . Cieľom tejto p ráce je odpovedať na o t á z k y súvis iace s p o u ž í v a n í m deepfakes a ich 
p o u ž i t í m prot i biometr i i t vá r e . N a zák l ade t ý c h t o s k u t o č n o s t í a poznatkov z í skaných v 
p o č i a t o č n ý c h fázach tejto p r á c e bolo n a v r h n u t ý c h niekoľko vektorov ú t o k u . T ie by mal i 
odpovedať na z á k l a d n ú o t á z k u vyp lýva júcu z tejto p ráce , a to: A k o sú b e ž n e d o s t u p n é 
komerčné b iomet r i cké s y s t é m y t v á r e zrani teľné voči ú t o k o m využ íva júc im deepfakes? 

P r v ý vektor ú t o k u m a overiť t echn ickú realizovatelnost ú t o k u na r o z p o z n á v a n i a t vá r e 
pomocou deepfakes. T á t o tvorba je n e n á r o č n á na zdroje a znalosti t a k ž e p l a t í že kva l i tný 
deepfake je m o ž n é vytvor iť za použ i t i a telefónu a človek n e m u s í mať ž i adne väčšie znalosti 
ako sa deepfakes generu jú . Ďalej sme sa oboznámi l i s k o m e r č n ý m i r iešen iami na k t o r ý c h 
sme plánoval i zisťovať ako veľmi sú b iomet r i cké s y s t é m y zran i teľné voči deepfakes. Tie to 
sys t émy m a j ú využ i t i e v rôznych oblastiach ako je online b a n k o v n í c t v o alebo overovaní 
identity v ap l ikác iách . 

Za p o u ž i t i a voľne d o s t u p n ý c h g e n e r á t o r o v deepfakes a d o d r ž a n i a p á r z á s a d sme vytvo­
r i l i deepfakes k t o r é bol i d o s t a t o č n e kva l i tné aby ich s y s t é m pre rozpoznávan ie považoval za 
p l a t n ý vstup. Je n u t n é dodať že n a i v n ý p r í s t u p prenesenia t vá re na akúkoľvek inú osobu sa 



ukáza l ako chybný. P r i generovaní je n u t n é dať si pozor aby aj herec k t o r ý n á m poslúži ako 
podklad m a l p o d o b n é rysy tvá re . Je to mierne skomplikovanie ú t o k u ale nie nerieši teľný 
p r o b l é m . V t a k ý c h t o p r í p a d o c h sa d á ľahko najať herec alebo využiť m n o ž s t v o videí dos­
t u p n ý c h na internete. P r i d o d r ž a n í t ý c h t o zásad s y s t é m identifikuje m é d i a p rezen tované 
ú t o č n í k o m ako v y b r a n ú obeť. T ie to zistenia m ô ž e m e využiť pr i n á v r h u dalš ích experimen­
tov, k t o r é b u d ú mať za ciel odhal iť aký rozsiahly je tento p r o b l é m . Ď a l š í m z a u j í m a v ý m 
z i s t en ím je že one-shot s y s t é m y si nevedia porad iť so syn t ézou v p r í p a d e že je p r i overení 
nutne otočiť hlavu o 90°, pripadne keď si osoba m u s í prejsť rukou pred t v á r o u . Toto zistenie 
môže slúžiť ako m o ž n á ochrana prot i tomuto typu ú t o k u . 

V na s l edu júcom ú t o k u sme overovali tieto zistenia. Nakoľko neexistuje dataset k t o r ý 
by slúžil pre kontrolu odolnosti b iome t r i ckých sys t émov voči deepfakes. Rozhod l i sme sa 
zobrať už exis tu júci deepfake dataset z k t o r é h o sme vyberal i fotky k t o r é sp ĺňa jú I C A O 
š t a n d a r d . P o t o m sme začali s m e r a n í m nad s a m o t n ý m i biometr iami. Zo z í skaných d á t a 
za p o u ž i t i a š t a t i s t i ckých testov sme zis t i l i že b iomet r i cké s y s t é m y pre rozoznávanie tvá re 
m ô ž u byť o k l a m a n é pomocou deepfakes. Nakoľko deepfakes skóre niesu š t a t i s t i cký p o d o b n é 
s impostor skóre. To z n a m e n á , že biometr ia nevie j e d n o z n a č n e o d m i e t n u ť deepfakes. Tento 
p r o b l é m sa zväčší p r i sku točnos t i , že použ i t ý dataset už je p á r rokov s t a r ý a deepfakes 
v ň o m sú daleko za kval i tou d n e š n ý c h deepfakes. Z n a m e r a n ý c h d á t je t iež z re jmé že v 
p r í p a d e kval i tnejš ích d á t sa p o d o b n o s ť posunie skôr k genuine skóre. 

R iešen ím tohto p r o b l é m u m ô ž e byť využ i t i e v iacerých fotografií z videa namiesto jednej 
pre overenie identity osoby. Tiež m ô ž e p o m ô c ť ak od užívateľa budeme vyžadovať vykoná ­
vanie úkonov s k t o r ý m i m a j ú d n e š n é g e n e r á t o r y deepfakes s tá le p r o b l é m ako je z amávan ie 
pred t v á r o u alebo o točen ie hlavy. 
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A Attached media to work 



Chapter 1 

Introduction 

Deepfakes, synthetic media created by artificial intelligence [37], are a relatively new phe­
nomenon. The quali ty of these media has passed the point where people cannot reliably 
distinguish them from the real th ing. They have the abi l i ty to alter our perception and 
handling of information considerably. One of the most popular applications of deepfake 
technology is facial deepfakes. This is evidenced by the number of tools used to create 
them. A l t h o u g h deepfakes can have many positive applications i n the entertainment indus­
t ry [25] or i n medicine [63], the risks should not be underestimated. 

There is often talk about the misuse of deepfakes to create fake news and propaganda. 
Or about their potential for various forms of fraud and blackmai l [5]. Undoubtedly, peo­
ple often cannot distinguish deepfakes images from real ones [40]. However, there is less 
discussion about the risks that they pose to facial recognition systems. These systems 
have become part of everyday life, from logging into mobile banking to security controls 
at airports and other public places. There is currently unclear how much of a problem the 
deepfakes may be for these systems. A n d in fact, the whole topic of deepfakes and their 
risks to automatic facial recognition systems is an unexplored area. 

This work aims to investigate how much of a problem the currently freely available tools 
for creating facial deepfakes are for face recognition systems deployed i n common areas of 
life. Areas, where it makes the most sense for an attacker to use deepfakes to overcome the 
system w i l l be selected. The first experiment is to determine what steps are required to 
create a deepfake capable of overcoming a facial recognition system. It also describes the 
l imitat ions of various deepfakes facial generation systems that can be used i n an attack. We 
w i l l also focus on the technical complexity and describe the knowledge an attacker must 
have to execute the attack successfully. 

The next experiment builds on the first experiment's results and verifies how big a prob­
lem deepfakes pose for face recognition systems. T h i s experiment's results also highlight 
that face recognition systems cannot reliably dist inguish deepfakes from val id inputs. In 
the last experiment, our goal was to verify whether the robustness of the system against 
deepfakes increases when the system requires a short video for verification as more frames 
are verified. Several questions were asked during the experiments, which were answered 
sequentially during the evaluation of the experiments. A t the end of the thesis, there is 
also a discussion highlighting some of the problems associated w i t h the current setup and 
the quali ty of the available datasets. The ma in contributions of the work are: 

• Th i s work shows that modern facial deepfakes can pose an important threat to face 
recognition systems. 

4 



We have also shown that at tacking facial biometrics using deepfakes is technically 
feasible, even wi th min ima l resource requirements. 

• Several ways to improve face recognition systems against deepfakes have been de­
scribed i n the thesis. 

• It has been shown that it is necessary for datasets to capture state-of-the-art ways of 
generating facial deepfakes. 

In Chapter 2, facial biometric systems and facial recognition applications were dis­
cussed. Deepfakes, including the risks and available tools, were described i n Chapter 3. In 
Chapter 4, ind iv idua l attacks were proposed, questions were also asked and answered in 
Chapter 5, and findings from experiments were presented. Chapter 6 discusses the results 
obtained, and the expected direction of future work is also presented. 

5 



Chapter 2 

Biometrie system 

Biometrics is the science of determining an individual ' s identity based on physiological (e.g., 
fingerprint, face), chemical (e.g., D N A ) or behavioural characteristics (e.g., speech, hand­
wri t ing) . This characteristic must be both specific to a part icular person and measurable. 
The importance of biometrics has arisen in need for large-scale identity management sys­
tems, where accurately determining an individual ' s identity is a necessity [48]. A biometric 
system can be defined as a pattern recognition system that extracts a set of features and 
compares it w i th the features i n the database based on the biometric data obtained from 
an indiv idual . Depending on the context of the application, a biometric system can operate 
either i n authentication mode or identification mode [29]. In this chapter, the concept of 
biometric systems and biometrics w i l l be introduced. It w i l l also describe the metrics used 
for the performance of biometric systems. The second part of the chapter w i l l introduce 
face recognition and methods for liveness checking. In the last part, facial recognition tools 
w i l l be introduced. 

2.1 Performence measurement of biometric systems 

This section discusses insights from [4]. Biometr ic systems usually do not compare two 
identical samples of a user's biometric traits since changes occur w i t h each scan, whether 
caused by the sensor, the environment, or the user. 

M a n y real and fake attempts are used to measure the biometric performance of a bio­
metric system, and a l l are stored wi th a s imilar i ty score. A genuine attempt is a single 
attempt by a user to match his /her own stored template. A n impostor attempt is an 
attempt to match someone else's template. 

The distributions of both fake and true attempts are probabil i ty density functions that 
te l l us how many attempts fall into a given interval of the matching score. P lo t t i ng these 
probabil i ty density functions gives us matching scores dis t r ibut ion graph. Pairs of False 
Reject Rate ( F R R ) and False Accept Rate ( F A R ) values can be calculated by applying a 
varying score. 

2.2 Facial recognition 

Facial recognition is a biometric technology that uses an individual ' s facial characteristics 
to identify them uniquely. Facia l recognition systems can identify people i n photographs, 
videos or in real-time. Facia l recognition systems are most often based on digi ta l images. 
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A face analyzer is a software that identifies or confirms a person's identity using their 
face. Au tomat ic face recognition can be viewed as a pattern recognition problem where 
recognition must take place in a high-dimensional space. [19] There are several approaches 
to shape recognition: 

2.2.1 L i n e a r / N o n l i n e a r pro jec t i on m e t h o d s 

The most known method is the Turk and Pent land method [60], which is based on the 
P r inc ipa l Component Analys is ( P C A ) method. A set of orthogonal eigenvectors resulting 
from P C A have been called eigenfaces because of their s imilar i ty to faces. 

The first step is to find the face i n the image. Then the software identifies nodal points 
on the face. The nodal points represent the peripheral points of the facial features, most 
often including the corners of the eyes or the mouth . The distance between these points 
is then measured: between the eyes, between the nose and the mouth, the distance and 
shape of the cheekbones, etc. These distances are then to projected onto the eigenfaces to 
produce a set of projection weights. These projection weights were used according to the 
nearest neighbour rule to select the image that is closest i n the space of weights. Thanks 
to this, the closest identity was found, and the person was identified. 

L D A (Linear Discr iminant Analysis) was introduced as a better alternative to P C A . 
The advantage is that it provides discr iminat ion between classes, whereas P C A deals w i th 
the input data as a whole without paying attention to the underlying structure. Indeed, 
the ma in goal of L D A is to find the basis vectors providing the best discr iminat ion between 
classes while t ry ing to maximize the differences between classes and minimize the differences 
wi th in a class. [36] 

2.2.2 T h e n e u r a l networks 

Another approach is the use of neural networks. Facenet can be an example of such an 
approach. A simple scheme can be seen i n Figure 2.1. Th is neural network takes an image 
as input and computes a vector of size 128, also called an embedding. A n embedding is 
actually a representation of the most important features of a face. A n embedding is a 
representation of a point i n Eucl idean space. So we can say that the neural network maps 
the image into Eucl idean space where the distance i n space corresponds to the s imilar i ty of 
the face. It is also true that the image of person A w i l l be placed closer to the images of 
person A than to the images of any other person in the database. [52] 

NEURAL NETWORK 

Figure 2.1: FaceNet takes an image of a face as input and outputs the embedding vector. 
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2.3 Division of face recognition systems 

The accuracy of these systems depends on the conditions i n which the face was taken. The 
main elements that affect the quali ty of the image are the i l luminat ion and possible shadows 
in the face area, the resolution, and the quali ty of the camera itself. 

The following facts come from the source [12]. These systems can be broadly divided 
into two categories: two-dimensional (2D) and three-dimensional (3D) face recognition. 2D 
systems collect and process a single two-dimensional image of a face. 3D facial recognition 
systems use a variety of techniques, such as mult i-camera capture, patterned i l luminat ion 

2D face recognition 

2D systems use photos obtained from a regular camera (mobile phone, tablet, access ter­
minal) . In this photo, the system recognizes the nodal points of the face such as the mouth 
eyes, and nose. Based on the distance of these points, the system then creates an internal 
representation which it compares w i t h the one i n the database. The advantage of this 
technology is a relatively simple setup and also a lower cost. 

W i t h these systems, however, we can also use video which contains much more informa­
t ion than in a 2D image. The simplest way to use the addi t ional information i n the image 
is to look at the video as a disordered sequence of 2D images. D u r i n g testing, each frame 
of the sequence under test votes independently for a part icular identity. A suitable fusion 
of these votes can be used to obtain a final identity. For example, at the score level where 
the resulting scores are averaged to get the final decision. However, these approaches do 
not exploit the temporal information that is also present i n the video sequences. [14] 

3D face recognition 

Systems for 3D face recognition usually use a stereo camera or a scanner to create a three-
dimensional representation of the face. The advantage is much more reliable face recognition 
since 3D systems are able to capture depth in the image. However, there are other ways of 
capturing faces i n 3D, an opt ion is to use mult iple 2D cameras and then use deep learning 
to create a 3D representation. It is also possible to project a pattern onto the face and 
compute a 3D representation based on the occlusion. The disadvantage of these systems is 
their high cost. O n the other hand, they improve accuracy and reduce false positives. [14] 

2.3.1 F a c i a l images reso lut ion 

The following findings in this section are based on [13]. International C i v i l Av ia t ion Orga­
nization's standard ( I C A O ) facial images are currently most commonly used for passport 
verification and c r imina l identification. It specifies a m i n i m u m resolution which is measured 
by the number of pixels between the eyes. The standard states that the distance between 
the eyes must be at least 60 pixels. Th is distance cannot be achieved by upsampling the 
photograph or other modifications. The I C A O standard sets out the conditions that must 
be met: 

• The photograph must be free of noise 

• The color tone must reflect the real color of the skin. 

• The person must be looking directly into the camera wi th a neutral facial expression. 
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• A l l facial features must be visible and not covered by anything 

• The background must be uniform, ideally white or light shades of grey wi th no pat­
terns present 

• The light must cover the face evenly and must not create shadows on the face 

• The eyes must be visible i n case the person wears glasses, and there must be no 
reflections in the glasses 

• In the case of wearing a head covering, the face must be visible from the chin to the 
forehead. 

However, the source images may not always be perfect, which is why there is a nominal 
resolution of the face. Th is is based on the assumption that humans are able to reliably rec­
ognize a face i f it has at least 12 pixels between its tails. For example, older T V broadcasts 
had a resolution of 480p in sd quality, but even at this low resolution, people are able to 
recognize ind iv idua l faces. Th is fact may be interesting for future face recognition systems. 

2.4 Liveness detection 

In face recognition, liveness detection is important to prevent spoofing attacks. L ive detec­
t ion is a technique i n which an algori thm detects securely whether the source of a biometric 
sample is from a fake representation or is a real live person. In this section, the most 
commonly used liveness detection techniques w i l l be discussed. This section discusses the 
findings from [16]. 

B l i n k i n g based liveness detect ion 

Blink-based vividness detection is one of the most commonly used approaches. The main 
advantage is the ease of implementat ion into existing solutions. It also eliminates the need 
to add addi t ional hardware. Another advantage is naturalness since the average person 
blinks every 2-4 seconds. 

M o v e m e n t of the eyes based detect ion 

Eye movement analysis was introduced by H y u n g - K e u n Jee for an embedded facial recog­
ni t ion system. The method detects the eyes i n the input images, and then the deviations 
of each eye region are calculated to determine whether the input face is real or not. The 
basic assumption is that due to b l ink ing and uncontrolled pup i l movements of human eyes, 
there should be recognizable face changes. 

Liveness de tec t ion by opt i ca l flow 

The method analyses the differences and properties of the opt ical flow generated from 3D 
objects and 2D planes. The mot ion of the opt ical flow field is a combinat ion of four basic 
motion operations: translation, displacement, rotation, and swing. The authors found that 
the fourth operation produces differences i n the opt ical flow field. The opt ical flow field 
for 2D objects can be represented as a projective transformation. The opt ical flow allows 
the derivation of a reference field and thus allows the determination of whether the area 
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under test is planar or not. For this purpose, the difference between the opt ical flow fields 
is calculated. To decide whether a face is a real face or not, this difference is determined 
by a threshold value 

V a r i a b l e F o c u s i n g based analysis 

The key approach of the variable focus face liveness detection technique is to exploit the 
variat ion of pixel values by focusing pixels taken wi th a different focus. In the case of real 
faces, the in-focus regions are bright and the others are blurred due to depth information. 
In contrast, there is l i t t le difference between images taken at different focuses from a printed 
copy of the face because they are not integral. 

2.5 Use cases for facial recognition systems 

Facial recognition is one of the most widespread and widely used biometric technologies 
today. Nowadays, many people regularly come into contact w i th these systems in various 
parts of their lives, from security to entertainment, and it is becoming an integral part of 
our dai ly lives. Th is section looks at exactly where facial recognition is currently being 
used. 

2.5.1 Secur i ty a n d survivalence 

Facial recognition is widely used i n security and surveillance systems to identify poten­
t i a l threats. One of the main advantages of facial recognition technology in security and 
surveillance is its abi l i ty to identify people, even i n crowded and busy environments quickly. 

Searching for evidence on videotape, on the other hand, is very t ime-consuming. For 
example, the process of determining whether a suspected terrorist has visi ted a location 
can take thousands of hours of video footage from hundreds of cameras without facial 
recognition. However, i f these recordings are run through a facial recognition system, the 
search can be reduced to a fraction of the time. 

However, the search for people does not have to be l imi ted to criminals or terror suspects. 
M a n y people are lost dai ly for various reasons such as age and mental illness [44]. 

2.5.2 B a n k i n g a n d finance 

W i t h the rapid development of technology, the distance between customers and businesses 
using online services has shrunk significantly. Therefore, one of the most common use cases 
for facial recognition is the implementat ion of K n o w Your Customer ( K Y C ) checks. K Y C is 
a regulatory requirement for banks, financial services, and insurance companies. It requires 
financial insti tutions to verify the identity, eligibility, and risk factors associated wi th their 
customers. [42] 

This requirement specifically applies to d igi ta l banks i n terms of preventing false learning 
and identity fraud. It is also important i n recognizing money laundering schemes. In order 
to verify the identity of a user when creating a new bank account, it is necessary to compare 
the face from a government-issued document, such as a dr iv ing license or passport, w i th 
the user's real face that the user takes a picture of using their device [42]. 

Another use of facial recognition i n the financial world can be A T M s that, i n addi t ion 
to the p in code, also capture a photo of the face of the person using the A T M [43]. 
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2.5.3 Access to devices 

Facial recognition on mobile phones and laptops is gaining more and more attention due 
to the large number of applications it can offer. A n d not just for unlocking but also for 
accessing applications such as Internet banking apps. O r as a mere replacement for other 
forms of verification such as fingerprint, p in or pattern entry. The most famous example 
came in September 2017, when A p p l e introduced the iPhone X and the Face ID feature [24]. 

Therefore, another use case is Lenovo's collaboration wi th NeuroTechnology to create 
a login system for Lenovo laptops. The goal was to create a system for logging into the 
operating system where, instead of entering a password or P I N , a photo of the user from 
the camera would suffice [3]. 

2.5.4 A g e veri f icat ion 

Biometr ic age verification is another technique that uses unique human characteristics to 
verify a person's age more accurately. The necessity for this verification lies i n the fact 
that we want to prevent, for example, children from accessing sites w i th adult content, be 
it pornography or gambling. It is also necessary to verify the age of the customer when 
selling certain products. 

The use case of such verification is as follows: The user first enters a photo of the 
document (passport, i d card) into the system. The system should verify that the document 
is val id . T h e n it prompts the user to take a photo of himself or herself and this photo 
is compared w i t h the features from the photo on the document. A n d also the age of the 
customer is estimated. Age estimation relies on deep neural networks. 

A n example of the use of age verification is the case of the social network Yubo , which 
needed to verify the age of its users [7]. Y u b o is a youth app and i f you are over 50 or under 
13, the network should prevent you from creating an account. The procedure was simple, 
the user entered their age and took a selfie, the neural network estimated the age and if it 
matched the entered age, the user was verified. However, if it failed to estimate the age the 
user was asked for a photo of ID or passport. 

2.5.5 E lec t ions 

The following findings i n this section are based on [49]. In recent years, the idea of electronic 
elections has become more and more common. A l though the use of biometrics for voter 
authentication i n elections is not entirely new and a number of states are using them. 
Examples include Ghana , Afghanistan, India, and Tanzania. 

Increasingly, the idea of br inging these elections to smartphones is also emerging. A n 
example is West V i r g i n i a which has launched a pilot project for online voting v ia smart-
phone i n a separate app that serves for identity verification. The voter first uploads a photo 
of their identification documents and then creates a live photo against which the documents 
are compared. After facial recognition, a fingerprint is also requested i f the device allows it. 
Another example is Canada which, dur ing the Covid-19 pandemic, introduced parliamen­
tary voting using a parliament-managed smartphone which worked similar ly to the previous 
example. 
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2.6 Attacks on biometric systems 

This section takes insights from [47]. The biometric system is exposed to numerous ma­
licious attacks that can cause various forms of security threats. Mal ic ious attacks on the 
biometric system pose a security problem and reduce the performance of the system. 

A n attack can be defined as an attempt by an unauthorized entity to deceive the verifier 
into believing that the unauthorized entity is a part icipant. If the attacker is an indiv idual 
or organization acting wi th malicious intent to compromise the system. [22] 

A generic biometric system can be decomposed into several parts. The phases of such a 
general system of systems are shown i n Figure 2.2. There are a to ta l of eight basic sources 
of attack on such systems. Some of these attacks can be prevented, for example, by placing 
the database and some elements i n a secure location. O f course, encrypted communicat ion 
between a l l parts of the system should also be a matter of course. 

Overide Extractor 

Stored Templates 

Sensor T 
2 

T 
7 

Matcher 

__ _i 

Yes/No 
Aplication Device 

Qveride Matcher 

Figure 2.2: Possible attack points i n the biometrics-based system. 

1. Fake biometrics on the sensor - In this type of attack, fake biometric data is 
used, the features of which are uploaded in the system. Examples are fake fingers, 
copies of signatures, and face masks. 

2. Resending the old digitally stored biometric signal - the o ld recorded signal 
is inserted into the system, bypassing the sensor. A n example is submit t ing an old 
copy of a fingerprint image or a speaker's audio signal (replay attack). 

3. Feature extraction override - a feature extractor could be attacked by an attacker 
using, for example, a Trojan horse to produce feature sets selected by the attacker 

4. Feature representation interference - after extracting features from the input 
signal, these features are replaced by another synthetic feature set (assuming the 
representation is known). Feature extraction and matcher are usually inseparable, 
and this method of attack is extremely challenging. However, i f the data is transferred 
to a remote matcher, this threat is real. 

5. Override matcher - to generate artif icially high or low match scores directly 
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6. Database-to-matcher data transfer attack - templates from the stored database 
are sent to the matcher, an attacker can t ry to modify these templates before they 
reach the matcher. 

7. Manipulat ion of stored templates - an attacker attempts one or more or more 
stored templates i n the database could be altered, which could lead to the authoriza­
t ion of a fraudulent person. 

8. Changing the final decision - the attacker can t ry to change the result and replace 
it w i th his own. Even i f a real pattern recognition system has excellent performance 
characteristics, it becomes unusable by s imply overwrit ing the result. 
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Chapter 3 

About deepfakes 

Deepfakes are becoming a part of life and are getting more and more convincing. The 
technology has found applications mainly in the entertainment industry, but it can also find 
applications in medicine and other fields. A l though it is s t i l l a relatively new technology its 
prevalence and the danger of its misuse have already forced some countries and companies 
to start restricting the technology. Deepfakes are generated using deep learning methods, 
and their impact may grow i n the future. 

This section describes deepfakes, how they are generated, their positive uses as well 
as the threats they pose to society. The first part of the chapter defines the concept of 
deepfakes and their uses (both positive and negative). Next , the detection and creation of 
deepfakes is described, and finally, tools for creating deepfakes and datasets are introduced. 

3.1 What is a deepfake? 

Deepfake is content created by artif icial intelligence that is authentic i n the eyes of hu­
mans. The word deepfake is a combinat ion of the words „deep learning" and „fake" and 
refers pr imar i ly to content generated by an art if icial neural network, which is a branch of 
machine learning. M i r s k y and Lee [37] define deepfake as „believable media generated by 
a deep neural network". They also broadly divide deepfake into three categories: recon­
struction, replacement, and synthesis. Deepfake technology uses deep learning algorithms 
to manipulate or alter existing images, videos or audio recordings. 

There are a large number of areas i n which deepfakes can create content. There are 
deepfakes generators for animals, housing, photos of cities, and many other things. The 
most common form of deepfakes involves the creation and manipulat ion associated wi th 
people, such as face synthesis or face swap. A par t icular ly interesting realm is the generation 
of deepfake videos which is described i n the next chapter. [37] 

3.2 Facial manipulation techniques 

W h i l e "photoshopping" images has long been a mainstay of editing face. The resolution 
and quali ty of images produced by neural networks methods have seen great improvement 
in last years. Before the generative techniques, the number of facial manipulat ion has 
been l imi ted due to a lack of advanced edit ing tools, the need for specialized knowledge, 
and the laborious and drawn-out process. Nowadays, it 's getting much simpler to digi ta l ly 
create imaginary faces or alter a real person's face in a video. [59] This section discussed 
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the approaches to fake image detection as stated by Ruben Tolosana et a l . [59]. Facia l 
manipulat ion techniques can be categorized to 4 main groups by the level of manipulat ion. 
These techniques are: 

• Ent ire face synthesis - In this category, the objective is to create non-existent 
realistic faces using G A N s or hybr id G A N s , which are usually combined wi th other 
generative models to improve the t ra ining stability. These techniques have received 
great attention and made great progress since their emergence i n 2014. The results of 
these techniques are on a high level of believability. A n example of such a technique 
can be seen i n Figure 3.1. 

Figure 3.1: Example of entire face synthesis. Source: thispersondoesnotexist.com 

• Identity swap this manipula t ion consists of replacing the face of one person i n a 
video wi th the face of another person. It is also the most popular face manipula t ion 
category nowadays. There are two main approaches: i) using classical computer 
graphics techniques (FaceSwap) ii) using neural networks. A demonstration of this 
approach is i l lustrated in Figure 3.2. 

Figure 3.2: Example of face swap. Source: youtu .be/2sv0tXaD3ggyoutu .be/b5AWhh6MYCg 
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• At tr ibute manipulation - the main goal of these techniques is modifying some 
attributes of the face like hairstyle, age, eye color, etc. The majority of those ap­
proaches adopt G A N s for image-to-image translation. We also know these types of 
manipulat ion as face edit ing or face retouching. Figure 3.3 illustrates a demonstration 
of this approach. 

Figure 3.3: Example of at tr ibute manipulat ion. Source: a i l a b . w o n d e r s h a r e . c o m / t o o l s / 
a g i n g - f i l t e r . h t m l 

• Expression swap known as face reenactment, consists of modifying the facial ex­
pression of the person. A s in the previous categories, this type of manipulat ion also 
use neural networks. This approach is exemplified in Figure 3.4. 

Figure 3.4: Example of expression swap. Source: Xpression: Nex t -Gen Face Swap 
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3.3 How deepfake are used 

Deepfake technology is evolving to such a level that it is difficult for people to dist inguish 
fake videos/images from real ones. Th is fact is confirmed by Nightingale and Fa r id i n 
their paper [40]. O n the one hand, these technological advances i n deepfakes open up new 
possibilities, especially in the creative sphere. O n the other hand, it brings a number of 
potential threats in the potential case of misuse. In this subsection, examples of positive 
uses of deepfakes w i l l first be described. In the second part, the threats i n case of misuse 
of the technology w i l l be described. 

3.3.1 Pos i t ive use of deepfakes 

Al though there are often negative associations wi th deepfakes, par t icular ly i n terms of 
their potential to mislead or deceive, these technologies can also have positive uses and 
can be beneficial to society. Examples can be seen, for example, i n medicine, education, 
but especially i n the entertainment industry. The following section describes some positive 
examples of applications. 

Educat ion 

Deepfakes can also improve some teaching practices i n schools. Especial ly for teachers, 
it w i l l give them new ways to present information to students i n an interesting way. A n 
example would be the creation of very realistic and engaging historical reconstructions. It 
also allows creating new content i n a relatively cheap and easy way, such as educational 
videos or educational language recordings [17]. 

T h e creative sphere and advertising 

Deepfakes can be used to create more compell ing and personalized ads. For example, a 
celebrity who promotes a product or service can be featured i n an ad, even i f they can't 
physically appear. A good example is the creation of advertisements, for example, the 
advertising spot from Slovenska sporitelna. Us ing deepfake technology from Respeecher, 
the voice of the famous comedian Julius Satinsky, who died 20 years ago, was brought to 
life. [55] Another positive use can be the addi t ion of deepfakes to films to cast characters 
played by deceased actors. Star Wars, for example, is well to use the same technology from 
Respeecher to create the voice of D a r t h Vader [25]. 

Medicine 

Deepfakes can also be used to create art if icial medical images for testing purposes, for 
example, to generate M R I images of brain tumors [8]. Synthetic data generation can also 
solve the privacy problem. The use of deepfakes could also be used in plastic surgeries to 
visualize the expected result. 

They can be used to create synthetic videos or images to help patients better understand 
their condit ion and treatment options, for example, by using 3D models of their disease. 

Another use may also be i n voice synthesis for patients w i th amyotrophic lateral sclerosis 
who lose their voice due to loss of muscle control [63]. 
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G a m i n g industry 

The video gaming industry can also benefit from Al-generated graphics and imagery [9]. 
Video reenactment can significantly reduce the cost of making a game. Deepfakes could be 
used to sample facial expressions which would save a lot of resources. Deepfakes could also 
be used to generate facial movements in real-time based on chat generated text. 

3.3.2 R i s k s associated w i t h deepfakes 

The availabil i ty and ease of use of deepfake technology also create many risks. Deepfakes 
can significantly threaten our society, pol i t ica l system, or personal security because they 
threaten nat ional security by spreading propaganda and interfering i n elections. They also 
hamper citizens' trust in information from the authorities and increase the risks associated 
w i t h the cybersecurity of people and organizations. 

Deepfakes pose a greater threat than „ t r ad i t iona l " fake news because they are harder 
to detect and people are more likely to believe such reports. This technology allows the 
product ion of seemingly legitimate news videos that can attack various areas [61]. 

Politics and propaganda 

P u t t i n g words i n someone's mouth i n a video that goes v i r a l is a powerful weapon i n today's 
disinformation wars because videos edited in this way can easily change public opinion [61]. 
Even more so if it is an election campaign or a war where hybr id methods are also used. 

A notable instance is the applicat ion of deepfakes during electoral campaigns. In 2018, 
a Belgian pol i t ica l party produced a fake video of Dona ld Trump's speech i n which the 
U S president calls on the country to follow America ' s example and wi thdraw from the 
Paris climate agreement. Th is video aimed to start a debate on climate change i n Belgian 
society [15]. 

Another such example is the videos filmed during the conflict i n Ukraine. A video of 
Ukra in i an President Zelensky cal l ing on soldiers to lay down their arms has gone v i ra l on 
Facebook. Viewers quickly pointed out that Zelensky's fake accent was off. A l t h o u g h the 
deepfake was not of par t icular ly high quality, it is s t i l l dangerous because it pollutes the 
information ecosystem [10]. 

The latest examples are the highly realistic looking photos of Pope Francis wearing [28] 
a puffer coat or the photos of Dona ld T rump being arrested by the police. O f course, this 
is a deepfake, but these photos went v i ra l i n early 2023 wi th in a few hours. Deepfakes were 
created by the Midjourney model, which was developed by the company of the same name. 

False accusation and deepfake porn 

In 2019, a deepfake video that depicted popular Malays ian actor Zulk i f l i „Zul" Ar i f f in i n a 
pornographic scene went v i ra l . It was not just the dissemination of fake intimate videos, but 
in M u s l i m Malays ia , making, possessing and distr ibuting, or even displaying pornography 
is a c r imina l offense under Ar t i c l e 292 of the Pena l Code [31]. B y creating evidence through 
deepfakes, it would be possible to accuse the v i c t i m of various crimes that the v i c t i m d id 
not even commit . 

In addi t ion to sexual blackmail , deepfake porn can also be a problem. This has been 
confirmed by the deepfake detection platform Sensity, which in 2019 came up wi th a report 
that 96% of deepfakes on the internet are pornographic and 90% of them are women [45]. 
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The use of deepfake pornographic photos in b lackmai l or as part of revenge could be a big 
problem i n the future. 

Further problems w i t h creating false evidence can be the erosion of trust in the courts 
and justice. It can also set a precedent that the defense can present any electronic evidence 
(video, image, recording) as false and should be ignored. [46] 

Another threat associated wi th deepfakes is creating deepfake intimate material , also 
called deepfake porn. Al ready i n 2017, a profile on Reddi t posted deepfake pornography 
of celebrities. To create this, an attacker w i l l overlay a v ic t im's face onto the body of a 
pornography actor, making it appear that the v i c t i m is engaging in the act. 

The use of deepfake pornographic photos i n b lackmai l or as part of revenge may be a 
big problem i n the future. A n d it w i l l be necessary to develop reliable tools to detect such 
materials [61]. 

Identity frauds 

A s E u r o p o l has pointed out, another area in which deepfakes can be abused is identity theft 
fraud. For example, creating fake documents or verifying identities at banks or offices. It 
is true that passports or ID cards, for example, contain many other security features, but 
deepfakes can push the boundary to the point where visual checks w i l l not be enough. [5] 

Another threat, par t icular ly to the banking sector, can be ghost fraud, where a fraudster 
steals the identity of a recently deceased person. For example, an attacker may gain access 
to their current or savings account or apply for a loan. W i t h deepfake technology and the 
fact that banking has moved online, attackers can create a very convincing i l lusion that a 
real, live person is accessing the account, making the fraud much more believable [58]. 

Deepfakes can be used for malicious purposes specifically in combinat ion wi th social 
engineering, for example, to gain unauthorized access to personal data, such as to banks or 
to communicate w i th authorities. 

W h i l e the idea of such fraud may seem like science fiction to some, there was a case 
in Saudi A r a b i a in 2020 where deepfake voice generation technology was used to tr ick a 
manager of a bank branch who subsequently authorized the transfer of 35 mi l l ion U S D into 
fraudulent accounts. So far this is a relatively isolated case but it is clear that such frauds 
w i l l increase [11]. 

3.4 Restricting deepfakes 

The dangers of deepfakes were discussed i n Section 3.3.2. There is no general agreement 
on how to regulate deepfakes. However, we can already see the first signs. In June 2022, 
Google banned the t ra ining of models to generate deepfakes. For example, when at tempting 
to run a DeepFaceLab notebook, the user is warned that access to the platform may be 
blocked i f they continue. O n the other hand, some models such as the F i r s t Order M o d e l 
are s t i l l usable [62]. 

C h i n a has also moved to restrict deepfakes. Th is is not a complete ban on deepfakes, 
but such content w i l l have to be clearly marked as deepfake and the user must be properly 
authenticated. Users must give consent if their image is to be used i n any deep synthesis 
technology. Also , the possibil i ty of using deepfakes to create disinformation should be 
restricted. [30] 

Restr ic t ing deepfakes for the creation of non-consensual deepfake porn is being sought 
by the U K in the new Online Safety A c t 2022. The A c t would punish the sharing of deepfake 
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porn of a person who has not consented to it [27]. The E U w i l l also add to the restrictions 
by requiring providers to step up the fight against deepfakes and disinformation [18]. 

3.5 Deepfake detection 

Even before the deepfake, recognizing manipulated media was a very necessary task, but 
w i th the advent of the deepfake, the requirements for recognizing manipulated content have 
increased even more, and it is more than certain that this w i l l continue to be the case i n the 
years to come. It is true that nowadays some techniques for detecting manipulated content 
are s t i l l functional, but it is only a matter of t ime before the artifacts that make neural 
networks cannot be detected by conventional methods [21]. Th is section w i l l discuss the 
theory of detecting deepfakes in images and videos. Some of the techniques are similar to 
those already introduced in the context of liveness detection. 

3.5.1 Fake image detect ion 

This section describes facts taken from the work of O m k a r Salpekar [51]. One approach is 
image preprocessing, e.g., Gaussian blurr ing, to remove low-level high-frequency traces of 
images generated using Generative Adversar ia l Networks ( G A N ) . This increases the pixel-
level statist ical s imilar i ty between real images and fake images and allows the classifier to 
learn more important and meaningful features that have better generalization ability. 

Also , G A N - b a s e d deepfake detection can be viewed as a hypothesis testing problem. A 
min imum distance between the distributions of legitimate images and the images generated 
by a part icular G A N is defined. The results show that this distance increases when the 
G A N is less accurate, and thus it is easier to detect deepfakes. For cases where the G A N 
generates high-resolution images, this method is no longer functional. 

The latest approach i n deepfakes recognition is the so-called 2-phase learning. The first 
phase uses the C o m m o n Fake Feature Net ( C F F N ) , which is trained as a Siamese network 
constructed from the R e s N e t l 8 C N N and trained wi th the triple loss for the first few epochs 
to learn the feature-level differences between fake and real images. 

In the second phase, a simple classifier C N N is added to the C F F N at the output layer 
which takes the output from the C F F N and through several convolutional and linear layers 
produces an output which is a binary classifier. A s a whole, this pair of networks is then 
trained using a cross-entropy loss function. 

3.5.2 Fake v ideo detect ion 

For deepfake video detection, it is not possible to use the procedures described in the 
previous subsection because important artifacts are lost dur ing video compression [64]. 

However, we can use other detection methods. The most pr imit ive way is to exploit the 
fact that ind iv idua l frames have a high degree of correlation between them. In deepfake 
videos, we can observe a certain degree of inconsistency between the frames [64]. 

Other methods take advantage of artifacts i n the video that are created, for example, 
when adding a face to an existing background, which creates inconsistent transitions that 
can be detected. Another possibil i ty is to look for inconsistencies i n the movements of, for 
example, the generated face relative to the head [64]. 

The most recent approach is the use of Biological-signals-based methods. A l though 
G A N s achieve a high degree of realism they s t i l l fail to correctly replicate some common 
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human facial features. It can be said that these methods t ry to detect what video makes 
real rather than focusing on the artifacts generated by G A N s . These biological features can 
be, for example, eye blinks which can be detected using the techniques already mentioned 
in Section 2.4. Another equally interesting approach is to observe the periodic change of 
the sk in due to the pumping of b lood through the blood vessels i n the skin [6]. 

3.6 How deepfakes are made 

A l l the information i n this section has been taken from the document A Survey on Deepfake 
Video Detection [64]. Image creation and edit ing have been around long before deepfakes 
themselves. The first photo manipulations can be traced back to the 19th century. A 
well-known photo is that of General Grant at C i t y Point , this photo is made up of three 
different photos Another example of a photo might be various shots from W o r l d War II. 
For example the famous photo of the l iberat ion of Be r l i n where the photo of the soldiers 
has been edited to add smoke over the city. W h a t makes deepfakes revolutionary is the 
speed and ease wi th which the fake can be created. 

The basis for creating deepfakes is deep learning. To create a deepfake video of a person, 
the attacker first needs to t ra in a neural network on the real data of the person. The network 
w i l l create a realistic image of what the target looks like from many angles and i n different 
l ighting. M a k i n g the deepfake as believable as possible is also an important composit ion and 
the overall realism of the setup. Accord ing to the objectives, we can divide the generation 
of deepfakes faces into the following categories: face swapping, face reenactment, text to 
video synthesis. 

3.6.1 Face swapp ing 

The main goal of face swapping is to transfer the face of person A to the face of person B 
while the facial expressions and emotions of person B are preserved. The first approaches 
appeared back i n 2017 and it was the work of Korshunov et a l . [32], who were able to 
use C N N to capture the appearance of a person and then create high-quality face swapped 
photos. The approach wasn't suitable for creating higher quali ty videos because it didn' t 
work wi th temporal continuity. 

In same year, new method was shown. Olszewski et a l . [41] was proposed a new approach 
for generating videos wi th a single image and a source video sequence. The neural network 
generated a per frame deformation of the R G B image using the source video. The first face 
swapped video was created. 

After that, many face-swapping frameworks were proposed. The most famous is Deep-
FaceLab. In recent years, FaceShifter has been proposed. This model performs complex 
integration of face attributes. A s a result, it generates high fidelity swapped faces. 

General process of face swap video generation 

The deepfake algorithms used in face swapping usually use an autoencoder. A n autoencoder 
consists of two components: an encoder and a decoder. Elements are first extracted from 
the image by the encoder and then inserted into the decoder to reconstruct the original 
image. This was described i n more detail i n Section 3.7.1. 

Dur ing the t ra ining process, two encoders w i th equal weights are trained to extract 
common features i n the source and target faces. Then , the extracted features are fed into 
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the two decoders to reconstruct the faces. W h e n the t ra ining process is completed, the 
latent face generated from face A w i l l be passed to decoder B . Decoder B w i l l attempt to 
reconstruct face B from the feature given face A . In other words, the face generated by 
decoder B w i l l have the same expression as face A . 

3.6.2 Face reenactment 

The following section is based on a survey by Nguyen et a l . [39]. In contrast to face re­
placement technologies, facial reconstruction algorithms attempt to change the expressions 
of people i n videos. Attackers can create videos in which they manipulate someone into 
doing something they didn ' t actually do. 

Al ready in 2006, we were able to encounter the first facial reconstruction techniques. 
The basis was a facial template which was then parametrical ly modified according to fa­
cial expressions. Th is provided a high degree of realism. However, they lacked temporal 
coherence. 

After the development of deep machine learning and the increase i n execution came 
other techniques. A m o n g the most famous ones is Face2Face which reconstructed the facial 
features of target and source actors using a non-rigid model . This method also brought a 
new way of generating mouth movements. Where the best frame from the whole sequence 
was always searched. Face2Face achieved great results compared to previous solutions but 
was s t i l l not realistic enough. 

New generative neural models using space-time architectures have been introduced to 
improve these problems. The main contr ibution of this new approach was the design of a 
novel space-time coding as a condit ional input for video synthesis, resulting in synthesized 
videos w i t h a high degree of space-time continuity. Compared to Face2Face, this approach 
was also able to transmit head posit ion, gaze direction, or b l inking thus solving the ma in 
problems of the Face2Face algori thm. 

General process of face reenactment video generation 

A s the former, a low-dimensional representation of the source and target video parameters 
is obtained using the face reenactment method. W i t h this representation, it is possible to 
transfer the head posit ion and expression into the parameter space. 

The scene l ight ing and identity parameters are then preserved during reconstruction 
while the head posit ion and facial expression and gaze parameters are changed. Synthetic 
images of the target actor are then regenerated based on the modified parameters. These 
images are then fed as input to a video-to-rendering conversion network, which is then 
trained to convert the synthesized input to realistic output. 

3.6.3 T e x t to v ideo synthesis 

In this category, we can include several models such as audio2video, where from the in­
put audio and a short piece of video a phoneme-pose dict ionary is first created from this 
dict ionary and the input audio, ind iv idua l facial expressions are computed from which an 
output video is then created, which is then combined wi th the audio. Another slightly 
more advanced model is text2audio which first creates an audio recording from the text 
and input data and then uses this to create a video. The models can also synthesize other 
motions such as different facial expressions i n addi t ion to mouth movements. A n example 
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is the work of Zhang et a l . which needs about a minute of t ra ining data to create a fairly 
realistic facial animation, which is already comparable to oneshot face swap models. [65] 

Another approach can be to use diffusion models to generate videos. Th is approach 
does not yet provide simultaneous sound generation, but the results are s t i l l interesting. 
These models preserve the continuity between frames. It consists of 3 parts: the variat ional 
autoencoder ( V A E ) , U-Net , and an opt ional text encoder. Diffusion is performed i n several 
steps, w i th each step working wi th the input latent array to produce another latent array 
that more closely resembles the input text and a l l visual information. [26] 

3.7 More about neural network and generative adverisal net­
works 

The findings described i n the following sections are based on the work of M i r s k y and 
Lee [37]. Neura l networks are nonlinear models to generate or output or predict based on 
the input . They consist of layers of neurons, w i t h each layer connected sequentially by 
weighted connections also called synapses. These weights describe the concepts learned by 
the model . To perform a network on input x that has n dimensions, the process of forward-
propagation is used, wherein x passes through every layer, and a summary of the neuron's 
output is obtained using an activation function like Sigmoid or R e L U . 

To summarise this process, we consider M a black box and denote its execution as 
M ( x ) = y . A dataset of paired samples of the form (xi,yi) is obtained to t ra in M , and an 
objective loss function L is defined. The loss function is used to generate a signal at the 
output of M , which is back-propagated through M to detect the errors of the indiv idual 
weights. A n opt imizat ion algori thm, such as gradient descent ( G D ) , is then used to update 
the weights for several epochs. The function L measures the error between the input x and 
the predicted output yo. A s a result, the network learns the function M ( x j ) = yi and can 
be used to make predictions on unseen data. 

One approach employed i n certain deepfake models is referred to as one-shot or few-
shot learning. This technique permits the adaptat ion of a pre-existing network's output to 
a novel dataset XT that is ak in to the original dataset X used for t raining. Two common 
approaches to this are passing information about XQ £ XQ to the inner layers of M during 
the feed-forward process and performing several addi t ional iterations of t ra ining on several 
samples from XQ. 

Generative adversarial networks and autoencoders are the most commonly used ap­
proaches to creating deepfakes. B o t h of these approaches involve t ra ining a neural network 
to learn the underlying patterns and properties of a dataset and then using this knowledge 
to generate new data. Th is section describes these networks and also how they are trained. 

3.7.1 A u t o e n c o d e r s 

The facts were taken from M i r s k y and Lee [37]. A decoder encoder consists of at least 
two networks, an encoder and a decoder. A simple diagram of this type of network can be 
seen i n Figure 3.5. The encoder-decoder has narrower layers towards the center, forcing the 
network to summarize the observed concepts. The summary of the encoder for input is often 
described as encoding or embedding. The encoder is a feedforward, fully connected neural 
network that compresses a variable-length sequence into a latent space representation and 
encodes the input image as a compressed representation in a reduced dimension. 
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Figure 3.5: The autoencoder architecture. 

The decoder is also a forward network like the encoder and has a s imilar structure to 
the encoder. It is configured to generate the output sequence from the internal vector 
representation back to a variable-length sequence. The goal of an autoencoder is to learn a 
lower-dimensional representation (encoding) for higher-dimensional data, usually to reduce 
dimensionality, by t ra ining the network to capture the most important parts of the input. 

3.7.2 G e n e r a t i v e adver i sa l networks 

The facts i n this section are based on [39]. The objective of the generative adversarial 
network ( G A N ) is to create something new based on previous data. Th is is why G A N s are 
ideal for generating deepfakes. A common G A N model consists of two neural networks: a 
generator G and a discriminator D. A s we can see i n Figure 3.6. G i v e n a dataset of real 
images X. The goal of the generator G is to produce images G(z) s imilar to the real images 
X, where z is the signal noise. The key point is that the generator only communicates w i th 
the discriminator and cannot access the real data. The goal of the discriminator G is to 
correctly classify the generated images G and the real images X. 

The discriminator D is t rained to improve its classification capacity, to maximize D(X), 
which represents the probabil i ty that X is a real image and not a fake image generated by 
G. O n the other hand, G is trained to minimize the probabi l i ty that its outputs are classified 
by D as synthetic images, min imiz ing 1 - D ( G ( z ) ) . Th is is a min imax game between two 
players D and G . If at any t ime the discriminator cannot notify the dis t inct ion between the 
two generate images and actual images representation is considered as converged. 

The t ra ining ends when the results are good enough so that generator G is able to pro­
duce images that are very similar to real images, while discriminator D is able to dist inguish 
fake images from real images wi th high accuracy. 

3.7.3 R e c u r r e n t N e u r a l N e t w o r k s 

A n R N N is a form of neural network that is designed to process data that is bo th sequential 
and of varying lengths. After computing the input x (i-1), the network can preserve its 
internal state and leverage it to process the next input x (i) and subsequent ones. In 
the product ion of deepfakes, Recurrent Neura l Networks ( R N N s ) are frequently ut i l ized to 
process audio and, on occasion, video. RephraseLong Short-Term Memory ( L S T M ) and 
Gate Recurrent Uni t s ( G R U ) are more developed versions of R N N s . 
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Figure 3.6: The G A N architecture. 

3.7.4 G e n e r a l i z a t i o n 

The discoveries outl ined i n the subsequent sections stem from the research conducted by 
M i r s k y and Lee as referenced i n [37]. The deepfake model can be trained to work only 
wi th a specific set of source or target identities. It can be difficult to create and t ra in an 
identity-independent model because of the correlations that the model learned between s 
and t dur ing t raining. We know three pr imary types in terms of generalization: 

• one-to-one - The model uses specific identity A as input to create deepfakes of 
specific identity B . 

• many-to-one - The model can use any identity to create a deepfake identity B . 

• many-to-many - C a n use any identity to create a deepfake of any identity. 

3.8 Avalible tools 

This section w i l l describe the tools for creating facial deepfakes. The ones that are available 
for regular users have been selected. Emphasis w i l l be placed on output quality, orderliness 
on hardware and t ime. The quali ty w i l l be evaluated subjectively, focusing on the number of 
artifacts and the output image's resolution. The quali ty of the results and possible problems, 
such as artifacts or distortions, w i l l also be described. Most of the tools mentioned are freely 
available on the Internet. 

3.8.1 deeps wap.a i 

deepswap.ai [1] is an online web applicat ion for generating deepfakes. After purchasing a 
subscription, the user has credits for which he can generate deepfake videos. The authors do 
not give more information about the technology used, except that they use „AI algorithms". 
It certainly involves the use of some generative neural network. 
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C I r a i . - . r I j i r 

Figure 3.7: User interface of deepswap.ai. Source: 
markets.businessinsider.com/news/stocks/deepswap-ai-launches-next-
generation-online-deepfake-soft ware-1032145082 

https:// 

The user can create a deepfake quite easily in a friendly user interface that guides the 
user on what to do, and the user interface can be seen i n Figure 3.7. A s a first step, the user 
must upload a video in which the selected person w i l l be face swapped. The applicat ion w i l l 
analyze this video, which takes a few seconds. In the next step, the user uploads a photo 
of the person he wants to face swap into the video. Then he has to wait a few minutes for 
the video to be generated, which w i l l appear on the „My Creat ion" page. 

Figure 3.8: Example of output from deepswap.ai O n left E l o n M u s k as Joe Biden , right 
W i l l Smi th as Barack Obama. 

One of the advantages of using the applicat ion is certainly the s implic i ty and intu-
itiveness of the user interface. Even less technically skil led users w i l l be able to use the 
applicat ion. Deepfake can be created in just a few minutes. The user needs only basic 
knowledge of working wi th the computer (uploading a video, cl icking a few buttons). 
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A s a web applicat ion, the user does not need powerful hardware and can generate videos 
on any device wi th internet access. 

The result is quite impressive quality, as shown i n Figure 3.8, especially considering 
the t ime and ease of use. The generator managed to transfer most of the attributes from 
the original video, for example, the wink ing or the head t i l t . However, there is occasional 
flickering i n the areas where the face swapped face blends wi th the background. 

3.8.2 X p r e s s i o n 

Xpression [2] is a v i r tua l camera for mobile phones. W h i c h allows users to instantly trans­
form into anyone or anything wi th a face, using a single photo and i n realtime. The app is 
freely available in the app store and play store. The user interface is intuit ive and simple, 
allowing instant use without any setup. 

Figure 3.9: Examples of outputs from Xpression A p p . 

The advantage is the real-time processing and intuitiveness of use. It also provides video 
reenactment, but the results looked rather unsatisfactory due to the number of artifacts 
the system generates. The output of this appl icat ion can be seen in Figure 3.9. 

3.8.3 F i r s t order m o t i o n 

The first-order mot ion model is a framework created by Al iaksandr Siarohin [54]. The 
model does not need any annotation of the animations i n the control video or any prior 
information about the part icular animated object. It was trained on videos of the same 
categories (faces, body movements). Its advantage is that it can animate any object ac­
cording to the control video using a representation consisting of a set of learned key points 
together w i th their local affine transformations. The generator network models combine 
the appearance obtained from the source image and mot ion derived from the control video. 
The implementat ion contains several models specially trained for different categories. The 
whole code is published on G i t H u b and anyone can t ry it on Google Colab . 

The startup itself is not difficult, al though it is not completely intuit ive. After loading 
the project, the user is presented wi th a dialog box for uploading the source data, which is 
the control video and a photo of the person to be reenacted. 
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Figure 3.10: Examples of outputs from Fi rs t Order M o t i o n . [54] 

The results are quite good, but there are some problems, for example w i t h head move­
ments w i th quite significant deformations of the face. The disadvantage may be the hard­
ware complexity, which can be quite easily bypassed wi th Google C o l a b 1 , al though for 
longer videos the memory may not be enough even here. Another problem may be the 
resolution which is only 256x256 pixels. 

3.8.4 G H O S T 

Alexander Groshev et a l . [23] proposed a new solution for image-to-image and image-to-
video face swapping. They called it G H O S T (Generative High-fideli ty One Shot Transfer). 

This solution took as baseline FaceShifter (image-to-image) architecture to which they 
added a couple of enhancements which include a new eye-based loss function, face mask 
smooth algori thm, a new face swap pipeline for image-to-video face transfer, a new sta­
bi l izat ion technique to reduce face j i t ter ing on adjacent frames. They have also added a 
super-resolution stage which allows the solution to generate high-quality images and videos. 
They also added an at tr ibute encode that extracts more face attributes (such as pose, ex­
pression, and image color) from the face, which adds more detailed information to the 
generator for the output image/video. The whole code is published on G i t H u b and anyone 
can t ry it on Google C o l a b 2 . 

Launching and creating is not extremely difficult as in the previous tool , but the user 
has to solve a few minor problems wi th libraries and file paths. Otherwise, the creation of 
the deepfake itself is again a matter of a few dozen seconds. 

The results of this tool can be seen i n Figure 3.11. Another positive from an attacker's 
perspective is that the network can generate data i n F u l l H D . The improvement i n the 
quali ty of eye movement is also noticeable. Occasionally there is a slight flickering i n the 
result. S t i l l , it is not as pronounced as in other presented devices, which is probably due 
to the stabil izat ion and blending presented i n the paper. 

x h t t p s : //colab.research.google.com/github/AliaksandrSiarohin/first-order-model/blob/ 
master/demo, ipynb 

2https://colab.research.google.com/drive/lB-2JoRxZZwrY2eK_E7TB5VYcae3EjQlf 
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Figure 3.11: Examples of outputs from G H O S T . [23] 

3.9 Datasets 

This subsection w i l l describe reference datasets for working wi th deepfakes. These datasets 
are mainly intended for t ra ining deepfakes recognition systems. N o dataset has been stan­
dardized to evaluate the robustness of ind iv idua l face recognition systems against deepfakes. 
However, they usually do not contain enough data to compute impostor and genuine scores. 

The datasets described i n this section can be divided into two subcategories according to 
the way the media is generated, face replacement datasets and face reconstruction datasets. 

3.9.1 Face s w a p p e d dataset 

The first category of datasets are datasets created by the face swapped method. This 
method consists of taking person A ' s face and pasting it on the face of person B i n the 
target video. Section 3.6.1 discussed this method in more detail . 

• C e l e b - D F - Th is dataset was selected for experiments and is described i n greater 
detail i n Section 3.9.3. 

• DeepFakesDataset - The videos i n this dataset are diverse real-world samples in 
terms of resolution, compression, l ighting, aspect ratio, frame rate, motion, pose, 
cosmetics, occlusion, content, and context, up to 142 videos, 32 minutes, and 17 G B 
in to ta l . Synthetic videos are compared to their original counterparts where possible. 
The dataset is publ ic ly available for academic purposes. [20] 

3.9.2 F a c i a l R e e n a c t m e n t 

The second part of the dataset media was created using face reenactment. In this method, 
the attributes of the facial expression of person A are computed, and these are transferred 
to the facial expression of person B . T h i s method has been described in more detai l in 
Section 3.6.2. 

• FaceForensics - The dataset contains 977 downloaded YouTube videos, 1000 original 
extracted sequences that contain an unmasked face that can be easily tracked, as well 
as their manipulated versions using four methods: Deepfakes, Face2Face, FaceSwap, 
and NeuralTextures.[50] 
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• K o D F is a large dataset of synthesized and real-world videos targeting Korean sub­
jects, which is used for the deepfake detection problem. The dataset includes 62,166 
real videos and 175,776 fake videos from 403 subjects. The fake videos are created 
using 6 different techniques: FaceSwap, DeepFaceLab, F S G A N , F O M M , A T F H P , and 
W a v 2 L i p . [33] 

3.9.3 C e l e b - D F 

This subsection is based on a paper that was published wi th the dataset [35]. The Celebri ty 
Deepfake (Celeb-DF) dataset is a large-scale challenging dataset for deepfake forensics. It 
consists of 590 real videos and 5639 deepfake videos (containing around 2 mi l l ion frames). 
The real videos are collected from Youtube. The average video length is 13 seconds wi th 
a framerate of 30 frames per second. The dataset consists of 59 identities of real persons, 
of which 56.8% are male and 43.2% are female. In addit ion, the real videos exhibit a large 
range of changes i n aspects such as the subjects' face sizes (in pixels), orientations, l ighting 
conditions, and backgrounds 

Figure 3.12: Examples of deepfakes from C e l e b - D F dataset. Source:[35] 

Deepfake videos were generated by swapping faces between the 59 identities. These 
faces are at a resolution of 256x256 pixels. The creators of the dataset focused specifically 
on removing free artifacts such as flickering at the edges of the face swapped face or skin 
color inconsistencies arising at the t ransi t ion of the face swapped face and the background. 
Examples of these deepfakes from the dataset can be seen in Figure 3.12. 

We decided to use this dataset i n our work as it achieves quite good quali ty deepfakes 
and simultaneously contains several original videos of persons, so it is possible to count a l l 
the necessary scores from the dataset. 
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Chapter 4 

Experiment design 

In Chapter 2, face recognition technology was introduced. Then, in Chapter 3, deepfake 
technology and the threats it poses were introduced. This chapter w i l l evaluate the different 
use cases where facial recognition is used. These use cases w i l l be categorized according to 
how easy it would be to launch an attack and whether it is worthwhile. Also , the model 
of the attacker w i l l be presented, and his abilities w i l l be evaluated. Next , the unification 
of the problem of mult iple use cases into a single appl icat ion w i l l be presented. In the last 
section, ind iv idua l attacks w i l l be described. 

4.1 Exist ing works 

In this work, we focus on the areas of deepfake creation as well as their detection using 
common face recognition tools. Previous works, such as the work of Shahroz Ta r iq et a l . [57] 
have attacked commercial recognition A P I s from Microsoft and A m a z o n . These A P I s have 
been shown to be deceived by deepfakes in up to 78% of cases. The experiments showed 
that some deepfake generation methods pose a greater threat to recognition systems than 
others and that each system responds differently to attacks. 

Further work by P . Korshunov et a l . [32] described that the V G G and Facenet models 
are not able to dist inguish GAN-genera ted effectively and face swapped faces from real 
ones. 

Other work by Changjiang L i [34], which looked at deepfakes attacks, pointed out that 
facial authentication systems are biased against white males. Subsequently, it was found 
that female and non-white identities are more effective at bypassing authentication systems. 

This master thesis differs from the other's work because it attacks real deployed systems 
for identity verification. It also aims to find out whether and how difficult it is to perform 
such an attack on common biometric facial recognition systems. 

4.2 Suitable use cases 

In Section 2.5, we have given many examples where we can use face recognition. We have 
also divided these systems into three categories, as seen in Figure 4.1. The first category 
is the use cases that do not allow the exploitat ion of deepfakes in at tacking the given 
systems. In this category, we can include systems whose design does not allow the use 
of 2D deepfakes, an example being 3D facial recognition systems. Another aspect that 
makes their use impossible or significantly more difficult is the presence of security forces or 
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security services that would quickly detect such actions. A l t h o u g h airport security checks 
are often mentioned in facial recognition, the use of deepfakes is very difficult and unlikely. 
Th is is certainly true i n general for a l l cases where there is some sort of control present that 
might notice suspicious act ivi ty during facial recognition. 

Online casino 
verification 

Older facial 
recognition systems 

Safety & 
survivalence 

Attendance 
to work 

Access Control 

Figure 4.1: Examples of the use of facial recognition are divided into 3 categories: 1. It is 
difficult to attack them w i t h deepfakes. 2. It is not worth it to use deepfakes to attack. 3. 
Appropr ia te use of deepfakes when attacking. 

In addi t ion, there are cases where it does not make sense to attack a given system using 
deepfakes. These are use cases where only a single face photo is required or outdated facial 
recognition that can be fooled by a presentation attack. A s an example, consider a bett ing 
company where a user has to upload a photo of his I D and a photo of his face to verify his 
account when registering. For such a system, there is no need to create a deepfake and a 
suitable photo of the v i c t i m is sufficient. 

Examples of use cases that are suitable to attack wi th deepfakes are those where there 
is no one to control the recognition process. A t the same time, the verification input 
must be more complex than a single frame. Such inputs are various K Y C systems, such 
as online banking, where an attacker could get access to the funds i n the account after a 
successful attack. It can also be media creation for false accusations. In these examples, the 
attacker has the advantage of being able to prepare the means of attack without at tracting 
attention. He can also have mult iple attempts at a successful attack. These use cases have 
an addi t ional advantage in the way the attacker inserts data into the system: 

• The attacker w i l l play a deepfake to the sensor (camera). Th is is a technically less 
complex attack that w i l l be exploited by a naive attacker. 

• The attacker w i l l bypass the sensor and insert the data direct ly into the feature 
extractor. Th is attack is already technically more difficult because it assumes that 
the attacker has the knowledge to hijack the camera and insert his own video into the 
system 
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4.3 Attacker model 

We assume that an attacker is a person or organization whose goal is to get into a system 
secured by a facial recognition system. We also assume that the attacker has not had the 
opportunity to influence the development of such a system (e.g., by modifying the t raining 
dataset or otherwise changing the algori thm). However, the attacker can influence the 
inputs to the system that w i l l be evaluated (e.g., a presentation attack). It is also l ikely 
that the attacker is able to obtain materials to create deepfakes from freely available sources 
such as social network profiles, etc. O r he may have accessed these materials by some other 
unspecified means. We also assume that the attacker has access to tools for creating deep 
fakes, whether freely available or paid. We further assume that the attacker w i l l use a l l of 
his knowledge and effort to get into the system i n question. 

However, we must further divide the attacker into two examples based on his knowledge: 

4.3.1 N a i v e at tacker 

The first type of attacker is the so-called naive attacker. Th is attacker has no deeper 
knowledge of the system or the creation of deepfakes. Suppose such an attacker tries to 
insert a deepfake into the system that he creates i n online, without caring about the overall 
quali ty (poor image quality, many artifacts, poorly chosen background for the face swap, 
etc.). Such an attacker also has almost no knowledge of the system he is at tacking. A n d 
tries to insert inputs into the system to break in . Thus, we can say that he treats the 
recognition system black box. 

4.3.2 A n attacker w i t h knowledge 

The second type of attacker is someone who has much more knowledge than the example of 
the other attacker. This person understands how facial recognition works. A l so , assume that 
this person has done research on how the system responds to various inputs, for example, 
by running and testing a demo applicat ion (or the whole system). She has also probably 
researched the available tools and w i l l use the ones that give the best results. W h e n creating 
a deepfake, this type of attacker w i l l be careful about various artifacts generated from the 
neural network as well as the correct choice of inputs (e.g., for a face swap, it w i l l choose as 
an actor a person who has the same hair color or body bu i ld as the v i c t i m it is targeting). 

4.4 Unification of the problem 

A s mentioned in Section 2.2, i n face recognition, key points are found on the face and then a 
vector is computed from the distance between these points. This distance vector computed 
from the input photograph of the face is then compared to the pattern vector stored in the 
system. Furthermore, use cases described i n Section 4.2 can be simplified into a problem 
in which the vector computed from the input photograph is compared to the vector stored 
in the system. For this reason, only this comparison is tested as it is the essence of a l l the 
identified usecases allowing deepfake spoofing attacks. 

The knowledge from Section 2.3 w i l l be used for an experiment that w i l l simulate video 
as input . The video can be viewed as a set of frames, where each ind iv idua l frame votes for 
or against the identity. The continuity of the image inputs is not considered because the 
biometric systems themselves do not allow it . 
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4.5 Selecting photos for a dataset 

Since creating a new deepfake dataset would be too t ime and resource-consuming, I decided 
to use the existing C e l e b - D F deepfake dataset. The advantage of the C e l e b - D F dataset is 
that it provides mult iple videos of a real person. 

Since the dataset contains common video recordings of interviews downloaded from the 
Internet, the person i n the video is not always looking directly into the camera. It is also 
quite often the case that the person is not properly i l luminated or has their eyes closed or 
does not have a neutral facial expression. Examples of these inappropriate shots can be 
seen in Figure 4.2. 

Figure 4.2: Examples of lower quali ty images where people are not looking direct ly into the 
camera or have facial expressions that do not match I C A O requirements. 

W h e n creating the dataset it w i l l be necessary to select images that are at least close to 
I C A O standards, we have described this standard in Section 2.3.1. It w i l l also be necessary 
to select images that are spaced some t ime apart to avoid identical or very similar images 
i n the sequence. 

4.6 Design of experiments 

In the previous chapters, the topic of facial recognition and its wide use i n today's world, 
whether it is for banks, insurance, or logging into other applications and services, has 
been discussed. However, w i th the advent of deepfakes and the significant shift i n their 
creation come to the risks associated wi th their misuse in automatic facial recognition. The 
question, therefore, arises as to how robust these biometric facial recognition systems are 
against these types of attacks. 

Therefore, i n the first experiment, we w i l l focus on the technical feasibility of such an 
attack using the available resources, be it the commercial ly available ones or open-source 
solutions that an attacker has the possibil i ty to access. It w i l l also describe the necessary 
conditions that an attacker must satisfy i n order to tr ick a face recognition system. 

The second experiment w i l l investigate the feasibility of an attack against specific fa­
cial recognition solutions. The experiment w i l l incorporate the findings from the previous 
sections. The last experiment we have designed w i l l look at s imulat ing an attack where 
biometrics requires mult iple images as input for identity verification. 

4.6.1 T e c h n i c a l feasibil ity of deepfake at tack 

This experiment aims to investigate the technical difficulty of creating a deepfake. To create 
a deepfake we w i l l use the tools described i n Section 3.8, these are deepswap.ai, First order 
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motion, GHOST. A l l these tools are available online and do not require any addi t ional 
hardware. A l l of these systems are one-shot, which speeds up the creation of deepfakes 
considerably. A n d the last two mentioned are freely available as demos for scientific papers. 

The next part of the experiment w i l l be to get acquainted wi th commercial solutions 
of biometric systems for face recognition: IFace from Innovatrics, and Megametcher from 
Neurotechnology. These biometrics were chosen because they are relatively widespread 
solutions for facial recognition. The th i rd biometric is a solution from Regula i n the form 
of a demo applicat ion on their website. Also , the goal w i l l be to find a suitable solution for 
dataset evaluation. 

The goal of this section w i l l be to see how easy it is to use these tools. Th is experiment 
should answer the following research questions: 

1. How difficult is it to create a video deepfake? 

2. How difficult is it to create a video deepfake that can fool a facial recognition system? 

After familiarizing ourselves wi th the tools, we w i l l t ry to create a few deepfakes as an 
experiment. We w i l l then embed these deepfakes into selected biometric face recognition 
systems, and obtain scores from them. 

In case the deepfake does not achieve the required score we w i l l t ry to develop a proce­
dure to improve these deepfakes. The goal of this experiment w i l l be to create a deepfake 
that breaks such a system. A simple sketch of the experiment can be seen i n Figure 4.3. A n ­
other benefit of this experiment w i l l be the findings that can be used i n future experiments 
or papers. 

VERIFICATION 
VIDEO 

0 NEU RAI-
NETWORK 

VICTIM PHOTO 

D E E P F A K E 
VERIFICATION 

VIDEO OF 
VICTIM 

FACIAL 
RECOGNITION 

S Y S T E M 

Figure 4.3: Char t of the attack, first a photo of the v i c t i m w i l l be obtained and a dr iv ing 
video created. Then a deepfake w i l l be created using the selected models. Th is deepfake 
w i l l finally be inserted into the facial recognition system. 

4.6.2 C o m p a r i n g two face images 

F r o m the previous experiment, we know that using deepfakes it is possible to make a facial 
recognition system recognize an attacker as a v i c t im . We have also found that such an 
attack is technically feasible and the attacker does not even need many resources for it. 
Therefore, the goal of the second experiment is to determine how susceptible biometric 
systems are to being fooled by deepfakes. A s i n the previous experiment, the selected 
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biometrics w i l l again be Megamatcher or Neurotechnology and Innovatrics' IFace. F i rs t , 
we w i l l need to sample the videos from the C e l e b - D F dataset, this procedure was described 
in Section 4.5. Images from this dataset w i l l be fed into the biometrics. For each person of 
the 58 people i n the dataset, 3000 comparisons w i l l be made to calculate ind iv idua l scores. 
The score of each person w i l l be calculated and then for the whole dataset. The dataset 
can be divided into three parts to calculate the ind iv idua l scores: 

• Genuine score - Two real photos of the person w i l l be inserted into the system from 
which the output w i l l be calculated. 

• Impostor score -To get a score, two photos w i l l be entered into the system wi th 
different people in them. 

• Deepfake score - A real photo of the person and a deepfake of the person w i l l be 
entered into the system to get the score. 

Final ly , the resulting scores w i l l be evaluated and the resulting statist ical s imilar i ty 
w i l l be calculated between each part. The experiment should further answer the following 
questions: 

• How easy is it to fool selected facial recognition systems using deepfake deception? 

• Is the difference in obtained matching scores statist ically significant? 

4.6.3 C o m p a r i n g a sequence o f frames w i t h a n image 

The final design of the experiment w i l l investigate whether the face recognition system 
becomes more robust against deepfakes if a sequence of frames is selected from a video 
instead of a single photo. This assumption is based on the fact that i n deepfake videos 
there are various artifacts that may or may not appear i n a l l frames. 

The goal is to verify if this makes the face recognition system more robust to deepfakes 
when processing a sequence of frames. The assumption i n this experiment is that i f the 
biometric system has to process more frames from the video, the probabil i ty of processing 
frames that are of lower quali ty increases, and thus the overall score decreases. The selected 
biometric systems are Megamatcher or Neurotechnology and IFace from Innovatrics as 
in previous experiments. However, since these systems do not allow video processing, a 
sequence of photos w i l l be fed into the system dur ing the experiment. One photo of a 
person w i l l be inserted each t ime as input and this w i l l be compared wi th the sequence. 
The video sequence w i l l have 5 frames that are at least one second of recording apart so 
that smal l facial shifts may occur the deepfake generator may not capture that and thus 
may generate artifacts. For a l l 58 identities, 100 sequence comparisons w i l l be performed. 
The resulting score w i l l be computed as the average of the ind iv idua l scores from a given 
sequence, where each photo w i l l affect the result w i th its score. The method of averaging the 
resulting frames to evaluate the video has been described i n Section 2.3. The experiment 
should give us an answer to the following questions. 

• W i l l the system improve its robustness to deepfakes if it processes a sequence of photos 
instead of a single photo? 
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4.7 Evaluation of experiments 

To find out more about the measured results we w i l l use several metrics. The first is 
the true-match-cheater-match graph is a graphical representation of the dis t r ibut ion of the 
different early classes and shows us how well the system can distinguish between these 
classes, an example can be seen i n Figure 4.4 on the left. O n the right side, we can see two 
ind iv idua l measures: 

• The False N o n - M a t c h Rate ( F N M R ) measures the system's susceptibility to misiden-
tification or misauthorizations of the actual user. The F N M R is expressed as the 
percentage of times an input or authentication attempt is made where the user's 
face is incorrectly rejected (false negative) because the s imilar i ty score is below a 
prescribed threshold [53]. 

• The False M a t c h Rate ( F M R ) is a measure of the susceptibility of a system to misiden-
tification or authorizat ion of an unauthorized user. It is measured by the number of 
false positive identifications or authorizations divided by the to ta l number of identi­
fication attempts [53]. 

Similarity Matching score 

Figure 4.4: F M R , F N M R and E E R on the left and Match ing scores dis t r ibut ion graph on 
the right. 

In Figure 4.4 we can also see the E E R value, where the point on the F M R curve equals 
the F N M R . This point indicates the threshold value at which the false acceptance and 
rejection rates are equal. A device wi th lower E E R is regarded to be more accurate [53]. 

To evaluate the statist ical difference between deepfake, impostor, and genuine scores. 
We chose to use the student's t-test for statist ical hypotheses. Th is test is used to determine 
whether two subsets of data are significantly different from each other. Before evaluation, 
it is necessary to satisfy the condit ion that the data have a normal dis tr ibut ion. Two types 
of t-tests are known: the independent samples t-test and the paired samples t-test. 

The first mentioned t-test is used when the groups being compared are independent of 
each other. Th is means that the data i n one group of samples have no effect on the data 
in the other group. A n example might be two classes of pupils where the observed fact w i l l 
be a 100-meter race, the results of each class being independent of the other. The paired 
t-test is appropriate to use when we have an educational program and we do a test on the 
same sample of students first before and then after taking this course. 
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The paired t-test is used when the two groups being compared are not mutual ly inde­
pendent, which means that there is some relationship between the data in one group and 
the data i n the other group. 

The result of this test is a t-value which tells us the degree of difference between the 
two means as well as a p-value which tells us the probabil i ty of observation between the 
two means. If the p-value is less than a pre-established significance level then it is judged 
that there is a significant difference between the two groups. 
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Chapter 5 

Realisation of experiments 

This chapter describes the execution of the ind iv idua l experiments together w i t h their 
evaluation as described i n Chapter 4. The results of each experiment w i l l also be described 
here. The ind iv idua l experiments are described i n the order they were described i n the 
previous chapter because of their logical continuity. 

5.1 Tested biometric facial recognition systems 

This section describes how to work wi th ind iv idua l biometric face recognition systems. 
These biometrics w i l l then be used i n the following experiments. 

5.1.1 M e g a m a t c h e r 

MegaMatcher [38] is designed for developers of large-scale A F I S and mult i-biometric sys­
tems, available as a software development kit that enables the development of large-scale 
products for the identification of one or more biometric fingerprint, iris, face, voice, or 
palmprint for Microsoft Windows, L i n u x , macOS, i O S , and A n d r o i d platforms. This tech­
nology ensures high rel iabi l i ty and speed of biometric identification even when using large 
databases. 

For input photos, it is required that the face i n the photo has a distance at least 64 pixels 
between the eyes. Also , the recognition engine requires the face rotat ion to be a max imum 
of 180 degrees, and the head t i l t to be up to 15 degrees (a m a x i m u m of 25 degrees if mult iple 
views of the same face covering different nod angles were used during registration). Head 
rotation i n the horizontal axis should not exceed 90 degrees. 

The Megamatcher tool is available on the Internet as a demo application, where the user, 
after registering, receives login data to the system, which can be used for further work. In 
addi t ion to face matching tools, fingerprint or iris matching tools are also available. 

The menu itself is quite intui t ive as we can see the appl icat ion i n Figure 5.1. F i rs t of 
a l l , it is necessary to upload the profile of the person to be compared. T h i s is done v ia the 
„Enrol l" tab where we can insert the already mentioned addi t ional biometric data. After 
assigning the identifier, the system w i l l te l l us that a new profile has been registered. Next , 
for verification, we can proceed to the „Identify" tab, where the user uploads the photo he 
wants to compare wi th those stored i n the system. After the evaluation, the user receives 
a notification that w i l l take h i m to the evaluation itself. 

A s a next step, we've embedded several pairs of real photos of people into Megamatcher. 
Fi rs t to check how the system works and also to get an estimate of the first results, as seen 
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Figure 5.1: Megamatcher user interface 

Attempt Score achieved 
1. attempt 101 
2. attempt 116 
3. attempt 91 
4. attempt 114 
5. attempt 110 

Table 5.1: The score achieved when comparing the same person in Megamatcher. F r o m the 
information provided by the manufacturer, it is not possible to interpret exactly what the 
score means. 

i n Table 5.1. A t this stage, we have not yet inserted deepfake data and just wanted to 
verify the functionality of the system. 

5.1.2 IFace 

IFace S D K 3.0 [56] is a facial biometric technology. Features include real-time identification 
and authentication (1:1 matching), multi-face tracking, and person analytics, including 
age and gender profiling. The technology is based on deep neural networks and provides 
verification capabilities, bo th from a s t i l l image and from video footage i n a l l standard 
formats. 

For input photos, it is required that the face i n the photo has a distance at least 120 
pixels between the eyes and a m i n i m u m resolution 600x600 px. The image should not be 
compressed or resized. Also , it should not have too strong a backlight or sidelight. Also it 
should not be overexposed or underexposed. The system also provides two types of active 
liveness: 

• Smile liveness - challenges the user to smile 

• Eye-gaze liveness - challenges the user to follow a dot on the screen wi th their eyes 
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We used the IFace 3.6 as a terminal appl icat ion that was part of the code included 
wi th the product. This appl icat ion took two parameters which were input images, to be 
compared. The applicat ion can run i n two modes: accurate mode and fast mode. The 
system returns two types of scores according to the manufacturer's documentat ion they 
are: 

• fast - some par t ia l ly covered faces or faces wi th sunglasses may be overlooked. Also , 
faces printed on ID cards may not be recognized. However, the speed performance of 
face detection is much better than using other modes. 

• accurate - par t ia l ly obscured, blurred profile faces or faces wi th sunglasses are de­
tected. The C P U speed of this face detection is slower compared to the other modes. 

A s w i th the previous biometric system, we decided to obtain the early images from 
several pairs of images. The results can be seen i n Table 5.2. 

Attempt Fast mode score [%] Accurate mode score [%] 
1. attempt 89.677 75.317 
2. attempt 88.508 81.547 
3. attempt 85.731 79.887 
4. attempt 87.816 79.179 
5. attempt 83.211 68.436 

Table 5.2: The score achieved when comparing the same person i n IFace. The resulting 
score is in percentage. 

5.1.3 R e g u l a 

The Regula Face S D K is a mult i -platform biometric authentication solution that confirms 
a person's identity using a comprehensive set of technologies. T h e system is also available 
as a web demo where 2 photos can be uploaded, and it w i l l be verified whether it is the 
same person or not. 

Apa r t from general conditions such as good l ighting and focus, we were unable to 
ascertain the exact requirements of the system. Regula provides an online demo of the 
Regula Face S D K Web A P I directly on their website, which returns a matching score after 
uploading 2 photos. It is not wri t ten whether the demo itself differs i n performance from 
the delivered product. 

The Regula is available online as a demo directly on the manufacturer's website. A m o n g 
other demonstrations of the use of their products, we can find here also a comparison of 
the face. Two photos are inserted into the applicat ion v i a the browser, and the applicat ion 
starts the comparison itself. O n the right, an evaluation is then displayed wi th the scores 
achieved wi th a color indicat ion of whether the person has been accepted or not. A s this is 
a demo on top of being available as a web and it is relatively easy to fool, this biometrics 
is only included i n the first test. 

A s w i th the other biometrics, we decided to insert several pairs of images of the same 
persons into the system. 
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Regula 

Figure 5.2: Preview of the Regula demo applicat ion. 

Attempt Score achieved [%] 
1. attempt 99 
2. attempt 99 
3. attempt 98 
4. attempt 99 
5. attempt 99 

Table 5.3: The score achieved when comparing the same person i n Regula . The resulting 
score is in percentage. 

5.2 Experiment IrExploring basic concepts 

The design of the experiment was described i n Section 4.6.1, The a i m of the experiment 
is to verify the technical feasibility of the attack on facial recognition systems. The tools 
to be tested w i l l be Megamatcher, IFace, and Regula, which were described in Section 5.1. 
Final ly , the findings of the experiment w i l l be described, as well as the answers to the 
questions that were posed during its design. 

5.2.1 G H O S T 

The too l as such has been described i n Section 3.8.4. This tool is available as a demo to the 
paper on Google Colab and is freely accessible to everyone. Since it is a one-shot system, 
after running a l l the blocks, the user has to upload a background video and a single photo 
to be face swapped into the system. 

The advantage is that since it is a face swaped system you can upload any video of a 
person where the face is visible. W h i c h expands the potential uses. The tool also allows to 
generate face swaped photos. 

It took us about 10 minutes to get acquainted w i t h the system as such. After running 
al l the code blocks, we uploaded the required video and v i c t i m image to the Google Colab 
notebook and started the generation. W i t h a video length of 9 seconds wi th a framerate 
of 30 frames per second, the generation itself took about 40 seconds. After the inference is 
finished, the user has to run the video preview block where the result is shown to h im. 

The resulting video quali ty is quite good, considering the min ima l amount of artifacts 
in the image and the faithful blendig of colors w i th the background. Especia l ly considering 
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the fact that it is a one-shot system and thus no long t ra ining was needed. Also , the 
connection of the face to the background is quite smooth and there are usually no artifacts 
in the image. The system can also handle more dynamic scenes. O r slight t i l ts of the face. 

Figure 5.3: F r o m right to left: good result, hand movement in front of the face, winking. 

O n the other hand, the system has a problem wi th synthesis when an object such as a 
hand passes in front of the face swapped face, as we can see i n Figure 5.3. A t that moment, 
the whole texture of the face wi th face swapping is deformed. This system also can't cope 
wi th a head rotat ion of more than about 60 degrees. Once this angle is exceeded, the system 
loses a l l nodal points on the shape and the texture of the face swapped face remains just 
somewhere i n the image. 

E v a l u a t i o n of m o d e l ou tput s in i n d i v i d u a l b iometr ics 

In the next step, we tr ied to embed the generated images into the biometrics to verify their 
quality. We always compared a pair of photos of a real person vs a deepfake person. We 
can see the comparison results for different face recognition systems i n Table 5.4. 

A l though G H O S T suffers from some problems, it is the highest quali ty tool described in 
this work as shown by the relatively high biometric scores described i n the table. Regula's 
face matching system scored the deepfake as a given person i n a l l tests although the quali ty 
of this system is quite questionable as we w i l l see w i t h other deepfake generating tools. In 
the case of Megamatcher, surprisingly the system managed to outperform three out of five 
attempts, and the higher two also scored quite high. In the case of IFace, the face was not 
detected once at a l l , and the values are just below those we measured i n the first part of 
the experiment. 

Sample Megamatcher IFace fast/acc [%] Regula [%] 
At tempt 1 87 57.912 / 68.168 99 
At tempt 2 103 71.647 / 79.050 99 
At tempt 3 104 No faces detected 99 
At tempt 4 110 83.921 / 68.992 98 
At tempt 5 85 70.205 / 68.654 99 

Table 5.4: Scores achieved by deepfakes generated by G H O S T over ind iv idua l biometrics. 
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5.2.2 F i r s t order m o t i o n 

Firs t Order M o t i o n was introduced i n Section 3.8.3. L ike G H O S T , the creators of Fi rs t 
Order M o t i o n have also made their work fully available as a demo on Google Colab . The 
system requires a photo and a guiding video as input . In this case, the model does not 
transfer the face from the photo to the video as it d id i n G H O S T , but based on the 
common key points from the video and the photo, it moves the photo. This approach 
allows generating not only deepfakes of faces but also of people's movements from one 
photo. 

E v a l u a t i o n 

Creat ing deepfakes is again quite simple and it takes no more than 10 minutes to start 
creating. The problem may be the outdated versions, but this problem can be solved wi th 
basic P y t h o n experience. In the footer of this page, I at tach a corrected version of this 
demo 1 . It took us about 10 minutes to load the model and run it . Creat ing a new video 
wi th generation took us about a minute. The video is again 9 seconds w i t h a framerate of 
30 frames per second. 

Figure 5.4: Example of quite good output from the model. 

Figure 5.5: Art ifacts caused by movement of the hand in front of the face. 

A s we can see in Figure 5.4, the model performs reasonably well i f the video from 
which the motion is generated does not have significant transformations of the key points 
compared to the key points i n the image. O n the other hand, the system cannot cope 
absolutely i n cases when for example a hand passes i n front of the face, then the synthesis 
fails completely. A similar problem is when the head is turned and some key points start 
to disappear (Figure 5.5), this is manifested by a strange stretching of the texture of the 

x h t t p s : //colab.research.google.com/drive/18DMmsQeBzlasjM_GC-BmWBmArYsgtQHU 
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Figure 5.6: Example when the system couldn' t cope wi th head rotat ion i n the dr iv ing video. 

Figure 5.7: The first photo entry that was able to fool the Megamatcher, was created using 
Firs t Order M o t i o n . The second picture input was inserted into the model as a base from 
which the deepfake video was created. 

main image, which can be seen i n Figure 5.6 . The disadvantage of this tool is also the 
relatively low resolution of the output images/video, which may impair the evaluation of 
the deepfake as a true one. 

In Table 5.5 the results of this tool are visible where the low quali ty of the output 
video/images is also visible. IFace evaluated a l l deepfakes as fake and even i n 2 cases it was 
not even able to identify the face in the image. Th is is also true for Megamatcher which did 
not match the face i n two inputs. Interestingly though, Megamatcher was once fooled by 
one input the one we can see i n Figure 5.7. Th is is probably due to an image transformation 
during generation which was not so pronounced as to distort the image significantly. 

Sample Megamatcher IFace fast/acc [%] Regula [%] 
At tempt 1 102 N M 99 
At tempt 2 86 N M 98 
At tempt 3 N M 39.323 / 62.692 92 
At tempt 4 91 70.710 / 74.395 98 
At t empt 5 N M 43.294 / 61.381 78 

Table 5.5: Output of ind iv idua l biometrics for F i rs t Order M o t i o n . A s we can see i n the 
first two attempts IFace and Megamatcher were not even able to identify the face ( N M 
label), which suggests low quali ty deepfakes. 
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5.2.3 deeps wap.a i 

We tested deepswap.ai as a pa id service on their site. The disadvantage is that there are 
only a l imi ted number of tokens available for which it is possible to generate deepfakes. Th is 
is also the main disadvantage of this tool , the tool itself is more suitable as an entertainment 
app and not a tool that would be used by a potential attacker. 

The generation itself is quite simple, first, you need to upload a photo of the face to 
be face swapped and then the video itself. After the generation is complete, the user is 
notified that the result is ready. A n d this result is displayed on the next page. The overall 
quali ty of the deepfakes is good, al though there are occasional artifacts i n the video. Bu t 
what we can notice i n Table 5.6 these deepfakes don't actually get through any biometrics. 
Even i n the case of Megamatcher, it was not even possible to match the face from which 
the deepfake was created. The exception is the tool from Regula, which can't handle even 
poorer quali ty deepfakes. 

Table 5.6: Scores achieved by deepfakes generated by Deepswap.ai over ind iv idua l biomet­
rics. 

Sample Megamatcher IFace fast/acc [%] Regula [%] 
Attempt 1 
At tempt 2 

92 62.936 / 71.240 
Not matched 30.527 / 34.562 

99 
91 

5.2.4 C o n c l u s i o n of the exper iment 

The experiment discussed the possibil i ty of fooling facial recognition systems using deep­
fakes. A s shown in the experiment, this attack is technically feasible and by using tools 
for generating deepfakes it is possible to overcome facial recognition systems. B u t more 
importantly, such an attack is not at a l l resource intensive i n terms of t ime or knowledge of 
the attacker. A n d it is executable using freely available tools on the Internet such as demos 
for scientific papers, which are also online, so it is possible to create a good deepfake using 
a smartphone without instal l ing addi t ional software. Another interesting th ing we noticed 
in the experiment is the fact that current models for generating deepfakes cannot cope wi th 
cases where another object moves i n front of the face. A l so , these systems have a problem 
if the user is required to tu rn his head more than about 60 degrees. In this case, artifacts 
are produced that would be easily detectable. Requi r ing these simple stops from the user 
can strengthen the robustness of these systems and at the same time is not prohibit ive to 
the performance required for verification. 

Furthermore, we were also able to answer the following questions that were asked during 
the design of the experiment: 

H o w difficult is it to create a deepfake? 

A s we have shown in the experiment, generating a deepfake is currently easy and requires 
almost no knowledge to generate a deepfake. A n attacker only needs a mobile phone and 
access to the Internet to create a good deepfake. We have also shown that it is possible 
to generate a good deepfake i f a few rules are followed, such as appropriate background 
selection and no object moving i n front of the face swapped face. It is also advisable that 
the actor whose face w i l l be face swapped to the vic t im's face looks at least a l i t t le similar. 
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H o w difficult is it to create a video deepfake that can fool a facial recognition 
system? 

W h e n generating deepfakes, it is necessary for the attacker to be careful to choose a suitable 
background on which the face w i l l be face swapped. It is also preferable to choose a model 
that faces swaps the face because it can better preserve the quali ty of the performance. 
Under these conditions, creating deepfakes that deceive biometrics is not difficult at a l l . 

Furthermore, questions have arisen from this experiment. If it is possible to overcome 
facial recognition systems, how big is this problem? We w i l l t ry to answer this question in 
the next experiment. 

5.3 Experiment 2: Robustness of face recognition systems 

In a previous experiment, we showed that it is possible to edge face recognition systems 
using deepfakes. This experiment, the design of which is described in Section 4.6.2, aims to 
find out how big a problem it is to fool face recognition systems using deepfakes. Th is section 
w i l l describe how the experiment w i l l be performed. Next , the results w i l l be evaluated, 
and the statist ical s imilar i ty between the different data sets w i l l be determined. F ina l ly , 
the questions that were asked during the design of the experiment w i l l be answered. 

5.3.1 T e s t e d b i o m e t r i c facial recogni t ion systems 

Compared to the previous experiment, we decided to exclude the th i rd tested system, Reg-
ula, which is absolutely unable to dist inguish between deepfakes and real photos. Therefore, 
the tested biometric facial recognition systems w i l l be Megamatcher from Neurotechnology 
and IFace from Innovatrics. The systems were introduced at the beginning of this chapter. 
These systems have the abi l i ty to be run v i a the command line which allows them to be 
automated for a greater number of comparisons. To automate these biometrics, a script 
has been created that runs single-unit evaluations and adds the results to a spreadsheet. 
For each identity, 3000 comparisons were made for a l l three types of scores: Genuine score, 
Deepfake score, and Impostor score. 

Megamatcher 

F r o m the developer's website, we downloaded a t r i a l package w i t h S D K which contains 
examples of programs one of them is a program that receives two photos as input and runs 
a comparison of the two files. After the evaluation, we get the scores back. 

IFace 

For IFace, we used the S D K directly from the company, this package also contains example 
programs, one of them is a program for comparing two photos. The system returns the pair 
of scores that were described i n the previous experiment. 

5.3.2 O b t a i n e d results 

After performing a l l the comparisons for both face recognition systems, we were able to 
compute a l l three required scores: genuine score, deepfake score and impostor score. F r o m 
these scores, dis t r ibut ion function plots were then computed. In the following figures, we 
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can see the dis t r ibut ion for IFace accurate mode in Figure 5.8, IFace fast mode i n Figure 5.9, 
and Megamatcher i n Figure 5.10. 

Figure 5.8: Match ing scores dis t r ibut ion graph on left and on right F M R / F N M R graphs 
for the IFace accuracy mode. 
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Figure 5.9: Match ing scores dis t r ibut ion graph on left and on right F M R / F N M R graphs 
for the IFace fast mode. 

In the charts, we can see some overlap between deepfakes and genuine scores. This 
confirms that some deepfakes can achieve a sufficient score to be accepted by the system as 
genuine. However, it should be added that the dataset used is quite outdated (published 
in 2020), but new types of models to generate deepfakes could achieve even better results. 

We can also observe that a few deepfakes were evaluated as impostors. A n d also their 
overlap w i t h the impostor set is not so significant. The statistical s imilar i ty of the different 
types of scores w i l l need to be confirmed or refuted by a statist ical test, which w i l l be 
described i n the next section of the experiment. 

The interesting th ing then is the difference between fast and accuracy mods i n IFace 
where the ratio of detected deepfakes improved. This confirms the claims made i n the 
technical documentation that the accuracy m o d gives more accurate results even at the 
cost of higher C P U overhead. 

In the case of the Megamatcher charts, we can observe that there is also an overlap 
between the deepfakes score and the genuine score. Another interesting th ing is that the 
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Figure 5.10: Match ing scores dis t r ibut ion graph on left and on right F M R / F N M R graphs 
for the Megamatcher. 

impostor score is set to zero for Megamatcher, which we can observe also for deepfakes that 
have been scored lower than 25 points. 

5.3.3 Stat i s t ica l s imi lar i ty of results 

The last step i n the experiment is to verify the statist ical s imilar i ty between the deepfake 
score and the genuine score. A n d i n turn, whether there is a statist ical difference between 
deepfake score and genuine score. We verify this using the student's t-test that we intro­
duced i n Section 4.7. For a l l biometrics, we obtained similar results so we w i l l only give 
one procedure as an example. The results of a l l tests w i l l be described i n Table 5.7. 

Firs t , we w i l l verify the statist ical s imilar i ty of impostor scores and deepfakes scores so 
we can form the following hypothesis: 

HQ : mo = inj 

This means the mean m p of the populat ion from which the deepfake measurements come 
is equal to the mean mi of the populat ion from which the impostor measurements come. 
We also have the alternative hypothesis: 

HA • mD / mi 

This means the mean mu of the populat ion from which the deepfake measurements come is 
not equal to the mean mi of the populat ion from which the impostor measurements come. 
This means that the two sets are statist ically different. 

After computing the t-test, we get p — value = 0.0 , w i th significance level a = 0.05. 
Since p — value <= a we reject the original hypothesis HQ and accept the hypothesis HA-
So it holds that the set of impostor scores is statistically distinct from the set of impostor 
scores. 

The next step is to verify the statist ical s imilar i ty of the deepfake score and the genuine 
score, we get the following hypothesis: 

H0 : mD = mG 
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This means the mean of the populat ion from which the deepfake measurements 
come is equal to the mean m g of the populat ion from which the impostor measurements 
come. We also have the opposite hypothesis: 

HA:mD / mG 

This means the mean of the populat ion from which the deepfake measurements 
come is not equal to the mean m g of the populat ion from which the impostor measurements 
come. This means that the two sets are statist ically different. 

After comput ing the t-test, we get p — value = 0.0 , w i th significance level a = 0.05. 
Since p — value <= a we reject the original hypothesis HQ and accept the hypothesis HA-
So it holds that the set of impostor scores is statist ically different from the set of genuine 
scores. The results for a l l sets can be seen in Table 5.7 

Sco e co a 'so Megamatcher IFace fast IFace accurate 
core comparison s ^ a ^ j s ^ j c p-value statistic p-value statistic p-value 

D F vs. I M 770,87 0,0 869,65 0.0 501,39 0.0 
D F vs. G 600,63 0,0 710,58 0.0 748,93 0.0 
I M vs. G 1077,99 0,0 1752,34 0.0 955,07 0.0 

Table 5.7: A l l sets of scores are statist ically independent since the p-value is smaller than 
the significance level at a = 0.05. D F denotes Deepfake, I M denotes Impostor and G 
denotes Genuine. 

5.3.4 C o n c l u s i o n of the exper iment 

A s we can see i n Table 5.7, for a l l groups of scores we have shown that they are statist ically 
independent of each other. Interestingly, the deepfake score is different from the impostor 
score. This shows that the tested face recognition systems are not able to determine deep­
fake as an impostor input . However, we also show that deepfakes are statist ically different 
from genuine scores as well . However, this does not match our hypothesis from the first 
experiment. Th is may be due to the abi l i ty of systems to realistically counter deepfakes 
but is more likely due to the older dataset. The dis t r ibut ion plots show that w i th a poorly 
set acceptance threshold, it would be possible to fool the system even wi th a part of the 
deepfakes from the dataset. We also got answers to the following questions: 

H o w easy is it to fool selected facial recognition systems using deepfake decep­
tion? 

The measurement results show that facial recognition systems cannot completely reject 
deepfake as impostor input . However, the experiment also showed that some comparisons 
achieved scores that would be sufficient to accept deepfakes as val id input, which is part icu­
larly the case for Megamatcher. Th is is evidenced by the E E R , which is higher for deepfake 
scores than for impostor scores. 

Is the difference in obtained matching scores statistically significant ? 

Using Student's t-test, we have shown i n Table 5.7 that the difference between the impostor 
score and deepfake score is statist ically significant. We have also shown that the difference 
between the deepfake dataset and the genuine score is statist ically significant as well . The 
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reason why there is not more s imilar i ty between deepfakes score and genuine score may be 
due to the use of older dataset. 

5.4 Experiment 3: Image comparison against image sequences 

The last experiment is to check whether the abi l i ty of the systems to resist deepfakes is 
improved if several photos from a video are compared instead of one. The design of the 
experiment was described i n Section 4.6.3. A s i n the previous experiment, the biometrics 
tested w i l l be Megamatcher and IFace. 

Compared to the previous experiment, instead of a single photo, a sequence of five 
photos from a video is compared w i t h a single image of a real person. A n evaluation w i l l 
then be run over each of these photos, and the final score w i l l be as the average of a l l the 
scores from a l l the photos tested. 80 measurements w i l l be taken over each identity. Each 
of these measurements w i l l consist of a comparison of 5 photos from the video that both 
meet the I C A O standard and are at least a second of recording apart. 

The purpose of selecting frames from the record w i t h a difference of a second is to 
prevent several very similar frames from appearing in the sequence and being rated wi th 
the same early value. F r o m these averaged scores a l l necessary scores are then calculated: 
genuine score, deepfake score, and impostor score, which are further used to calculate the 
dis t r ibut ion graph and also the F M R and F N M R curves. 

5.4.1 O b t a i n e d results 

After performing a l l the comparisons and averaging the image sequences, we obtained the 
scores which, as i n the previous experiment, we use to compute the graph of the dis t r ibut ion 
function and also to plot the F M R and F N M R graphs for each face recognition system. 

Score distr ibut ions exper imen t : i face_accu FMR and FNMR Curves 

Matching scores Matching scores 

Figure 5.11: Match ing scores dis t r ibut ion graph on left and on right F M R / F N M R graphs 
for the IFace accurate. 

F rom Figures 5.11 and 5.12 we see that the E E R between the impostor score and the 
genuine score has moved closer to zero. Interestingly, there was no significant change in 
E E R between deepfakes and genuine scores. Th is means that even mult iple frames d id 
not help the system detect the deepfake. Thus, the classifier d id not become more robust 
to deepfakes as we expected. The same is true for the graph i n Figure 5.13 from the 
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Megamatcher measurements, where the E E R d id not change compared to the results in 
Figure 5.7 from the second experiment. 

Figure 5.12: Match ing scores dis t r ibut ion graph on left and on right F M R / F N M R graphs 
for the IFace fast. 
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Figure 5.13: Match ing scores dis t r ibut ion graph on left and on right F M R / F N M R graphs 
for the Megamatcher. 

5.4.2 Stat i s t ica l tests 

A s i n the previous experiment, we w i l l use statist ical tests to determine the statistical 
s imilar i ty between the deepfake score and the genuine score and the statist ical s imilar i ty 
between the impostor score and the genuine score. We also use the Student's t-test in ­
troduced i n Section 4.7, and we test the hypotheses wi th significance level a = 0.05. The 
results of these tests can be seen in Table 5.8. 

These tests show that, as i n the previous experiment, there is no statist ical s imilar i ty 
between deepfakes and impostor scores. Th is again shows that the system cannot unam­
biguously identify a deepfake as an input that it should reject. O n the other hand, it is also 
shown that there is no statist ical s imilar i ty between genuine scores and deepfake scores. 
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Sco e co a 'so Megamatcher IFace fast IFace accurate 
core comparison statistic p-value statistic p-value statistic p-value 

D F vs. I M 159.9808 Ofi 138.9438 dd 161.01784 bTo 
D F vs. G -216.9981 0,0 -101.2333 0.0 -136.2099 0.0 
I M vs. G 242.8665 0,0 199.1738 0.0 369.163 0.0 

Table 5.8: Results of statist ical tests between ind iv idua l scores. D F denotes Deepfake, I M 
denotes Impostor and G denotes Genuine. D F denotes Deepfake, I M denotes Impostor and 
G denotes Genuine. 

5.4.3 C o n c l u s i o n of the exper iment 

The experiment showed that the robustness of deepfakes does not improve even when the 
system has to compare mult iple deepfake images against a single real image. T h i s can be 
seen i n the F M R / F N M R plots where the E E R value shifted between impostor and genuine 
but remained the same between deepfake and genuine. A l so i n this experiment, it was 
confirmed that the tested systems cannot reliably identify deepfake as an impostor input. 

W i l l the system improve its robustness to deepfakes if it processes a sequence 
of photos instead of a single photo? 

The robustness of the system is not increased. Th i s is evidenced by the fact that the 
deepfake E E R has not moved closer to zero i n contrast to the impostor E E R . In statist ical 
tests, it was shown that the statist ical s imilar i ty of impostor early and deepfake early did 
not change. 

53 



Chapter 6 

Discusion 

W i t h better models and tools for creating deepfakes, there are increasing requirements for 
updat ing deepfakes datasets that no longer capture the current state. It w i l l therefore be 
necessary i n the near future to create better datasets based on state-of-the-art techniques 
for generating facial deepfakes. The next step should also be to bu i ld a dataset suitable 
for testing facial biometrics, and that meets or at least comes close to the requirements 
for photographs used in face recognition, such as appropriate l ighting, looking the subject 
directly into the camera, and so on, as these facts are not taken into account i n the current 
datasets. 

F rom the dataset quali ty point of view, it is necessary to mention that deepfakes in 
them should also consider the s imilar i ty between persons when face swapping. A n attacker 
who wants to tr ick the system w i l l l ikely look for a person that resembles the v i c t i m as 
closely as possible as a basis for the face swapped face. This was exactly confirmed i n our 
work, where the best results were achieved by deepfakes where the person whose face was 
replaced was similar to the v ic t im. 

We assume that the reason why it could not be clearly demonstrated that face recogni­
t ion systems are vulnerable to a greater extent is precisely the quali ty of the dataset used. 
This dataset no longer captures the current capabilities of deepfakes tools since Ce l eb -DF 
is older. It should also be added that it was not created as a dataset for testing the robust­
ness of biometric facial recognition systems against deepfakes. This fact is most evident in 
the quali ty of the videos, which are obtained from freely available sources on the Internet. 
These videos absolutely do not meet the requirements for identity verification based on 
I C A O standards. The difference in quali ty can be seen i n Figure 6.1. 

Despite this fact, the results clearly show the inabi l i ty of the systems to reject deepfakes 
unambiguously. In the first experiment, we clearly showed that such an attack can be 
performed and it is highly l ikely that w i th a better dataset, the number of deepfakes that 
would pass through these systems would increase. 

Future work should therefore focus on determining the robustness of biometric facial 
recognition systems to modern deepfake techniques. There is also scope to test these systems 
on other datasets to which the author of this thesis d id not have access. 

In this work, we also described the problems that current tools for creating deepfakes 
have. The first is the need to ensure that no object, such as a hand, passes i n front of the 
face on which the vic t im's face w i l l be face swapped. In case such an object appears there, 
the resulting image w i l l be significantly degraded and various artifacts w i l l start to appear i n 
the image, such as facial features i n the media. Th is was also shown i n Section 5.2.2, where 
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Figure 6.1: Compar ison of the quali ty of deepfakes in the C e l e b - D F dataset w i th the quali ty 
of current tools ( G H O S T ) . 

we can see that suddenly in the image the person's eye distance changes or for example, 
the hand disappears under the mask. 

A similar problem occurs when the person in the video turns their head so dramatical ly 
that some of the nodal points of the face are lost. In this case, the face swap w i l l incorrectly 
overlay the floating face or even make the mask disappear and show the underlying face. 
In systems that create an image using face reantacment, a number of artifacts are created, 
such as different stretching of a part of the face, or a change in facial features. 

Another interesting fact is that the robustness of the systems does not improve even i f 
mult iple images are compared. This can be seen by comparing the graphs from IFace in 
an accurate mode in Figure 6.2, but also applies to IFace fast mode and Megamatcher. In 
the first experiment, where a single photo was compared to a single photo, the E E R for 
deepfakes is at 55%, and the E E R for impostors is at 20%. In case the resulting score is 
calculated from mult iple photos the E E R is reduced to 6%, but for deepfakes, there is no 
change, which clearly shows that the robustness against deepfakes is not changed. 

Figure 6.2: F M R / F N M R graphs for the IFace accurate mode. O n the left to compare a 
single photo and on the right compare a sequence of photos. The E E R for the impostor 
score decreased for the image sequence, but the deepfakes score remained the same. 
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These findings can improve facial recognition systems and help detect deep fakes that 
could attack the biometric systems in question. S imply turning the head at an angle that 
no longer shows a l l the key points of the face. Th is would, for example, make it completely 
impossible to use one-off deepfake models because the model cannot generate the side of the 
face from a single 2D image taken from the front. Another safeguard could be, for example, 
waving the hands in front of the face dur ing verification. These suggestions can significantly 
improve the robustness of the systems and are also not implementat ion specific. 
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Chapter 7 

Conclusion 

In this work, we have clearly shown that deepfakes of faces are a threat to automatic face 
recognition systems because deepfakes can fool these systems. We first verified this k ind of 
attack's technical feasibility and resource requirements. 

Our experiments showed that an attacker only needs a single photo to create a con­
ceivable deepfake, which makes the attack much easier. We have also shown that l i t t le 
computat ional power is needed to perform this attack since a potential attacker can use 
freely available code samples from scientific papers on the Internet and run them i n the 
phone's browser. These tools make it possible to create a deepfake of sufficient quali ty to 
fool facial recognition systems. This clearly demonstrates the technical feasibility of such 
an attack using current freely available tools. 

However, current systems for creating deepfakes of faces also suffer from certain l i m ­
itations. A significant loss of quali ty occurs when the face is rotated to an angle where 
some key points of the face are not visible, then either the face swapped face completely 
disappears or the face is stretched. 

Another problem for deepfake generators is frames where part of the face is covered, for 
example by a hand. It depends on how large the overlap is, but the resulting errors range 
from the disappearance of the hand behind the face swapped face to the appearance of 
various artifacts such as various flickers or poor alignment of the face wi th the background. 

If a biometric system required these authentication activities, the robustness of biometric 
systems to deepfakes would be significantly increased, at least un t i l the tools for generating 
deepfakes are improved again. 

Through further experiments, we were able to show that the tested face recognition 
systems are not fully capable of dist inguishing deepfakes from real photos. The selected 
systems tested were Megamatcher from Neurotechnology and IFace from Innovatrics. The 
results showed that the tested systems could not clearly reject deepfakes, which already 
indicates a potential problem. We demonstrated this w i th statist ical tests that showed that 
the set of deepfakes results was statist ically independent of the results of the imposters. 
We also found that the deepfakes score is not statist ically similar to the actual score, which 
could be due to the use of the older C e l e b - D F dataset that no longer actively captures the 
capabilities of the deepfakes generation tools. The videos i n this dataset are often not of 
sufficient quali ty and also often do not meet I C A O standards. 

We also tested whether the robustness of face recognition systems is improved when 
video is required for verification instead of a single image. The experiment showed that 
while the E E R for imposters decreased, making the system more resilient to imposters, the 
E E R for deepfakes remained the same as i n the second experiment. Tha t is, the system 
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did not become more resilient to deepfake attacks even after processing mult iple frames of 
video. This contradicts the claims of some works that recommend viewing the video as a 
set of frames as a way to evaluate the video and calculate a score from each of these frames, 
which is then averaged over the entire video. 

Further work should therefore focus on the creation of a new dataset that w i l l reflect the 
capabilities of modern tools for creating facial deepfakes and at the same t ime the videos 
that w i l l be i n this dataset w i l l meet certain quali ty requirements such as resolution, proper 
l ighting or direct looking into the camera. 

W i t h the results of a l l three experiments, we can conclude that facial recognition systems 
are vulnerable to deepfakes since we have successfully attacked these systems. We have also 
shown that these systems cannot reliably reject deepfakes and w i t h a better dataset, there 
is a chance that they would even be able to accept deepfakes as val id input , which would 
be statist ically measurable. To increase resilience, I propose the following measures: 

• Require the user to cover part of their face wi th their hand during authentication. 

• Requir ing the user to rotate the head by such an angle that some of the face's nodal 
points disappear so that i f it is a deepfake, it is not possible to b ind a face swap to 
the underlying face. 
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Appendix A 

Attached media to work 

The attached storage media contains files related to the thesis: 

• outputs / - contains scores obtained from experiments 2 and 3. 

• src / - contains the P y t h o n scripts used to obtain the results from the IFace and 
Megamatcher biometric systems 

. R E A D M E . m d - readme file 
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