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MOTIVATION

Graphene is a novel two-dimensional material consisting of carbon atoms ar-
ranged in a honeycomb lattice. Its discovery provoked the imagination of scientific 
community and aroused great interest in usage and design of new materials based on 
graphene structure.  The main topics of research are graphene electronics, photonics, 
energy generation and storage, composite materials, bio-application and mass pro-
duction of graphene.

Liquid phase exfoliation is one of the most promising methods for preparation 
of large amounts of graphene in solution. Unfortunately, graphene flakes tend to 
stick together and quickly form graphite aggregates. Finding a suitable solvent that 
would be able to keep the graphene sheets apart remains a challenge. An interesting 
problem related to this arose when two solvents with similar solubility parameters 
showed opposite effect on the exfoliation process. The aim of the first part of my PhD 
thesis is to describe the mechanism of exfoliation process in various solvents with the 
tools of molecular modelling, investigate the role of (often neglected) electrostatic 
interactions and propose the way these interactions should be treated in molecular 
dynamics simulations involving graphene.

Graphene has a surface density of 2.62 A2/atom which leads to theoretical surface 
area of 2600 m2/g. Due to this huge surface area, graphene-based structures may find 
applications as a sorption material, e. g., in hydrogen storage. However, some kind of 
chemical modification is required, because hydrogen adsorbs to pristine graphene 
only weakly.  Second part of this thesis will focuse on obtaining accurate intermolecu-
lar interaction energies of graphene and its derivatives with molecular hydrogen and 
assessment of accuracy of current DFT functionals including empirical and nonem-
pirical dispersion corrections. 

Understanding adsorption properties of graphene may be important in various 
nanotechnological and sensing applications. In the third part of my thesis I will focus 
on describing intermolecular interactions of graphene with small organic molecules 
and possibility of accurate predictions of adsorption enthalpies by means of theoret-
ical calculations.

Motivation





Graphene





On 22nd of October 2004 two relatively young scientists, Alexander Geim and Konstan-
tin Novoselov published an article in Science, and shared with scientific community 
their discovery of graphene.1 The two-dimensional sheet of six membered carbon 
rings was prepared simply by scotch tape peeling of highly oriented pyrolitic graphite 
(HOPG). Their discovery immediately aroused great scientific interest, which can be 
demonstrated by more than 100,000 scientific articles published in peer-reviewed 
journals in past ten years.2 This explosion of interest had two reasons. First, until 
their discovery it was believed, that none of the two-dimensional crystals could be 
thermodynamically stable in its free form. Second, graphene has several properties 
that are dramatically different from those of bulk graphite.3 The main research areas 
will be discussed below. 
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Besides experimental approaches, properties of graphene can be studied also 
theoretically, with the use of computational chemistry tools. Detailed theoretical in-
sight can provide better understanding of many important phenomena, including in-
termolecular interactions. In the following I will briefly review basic properties of 
graphene, experimental methods of graphene preparation and theoretical approach-
es for description of intermolecular interactions with graphene. Emphasis will be 
placed on treatment of intermolecular interactions by empirical force fields and their 
description by computationally efficient quantum mechanical (QM) methods.

Graphene

GRAPHENE

Figure 1. Rise of the graphene publications in recent years.
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Electronic properties. Graphene is a semi-metal with very high electrical conduc-
tivity. Carbon atoms have four electrons in their valence shells, three of which are 
used for bonding to the neighbouring atoms in lattice and one remaining, the π elec-
tron, is involved in the π system delocalized above and below the graphene plane. 
This electron is free to move and can travel through the graphene sheet as if it carried 
no mass. Its actual velocity is equivalent to about 1/300 of velocity of light. This re-
sults in unique electronic and transport properties, such as absence of backscatter-
ing, which causes that graphene behaves as a perfect conductor.4

Mechanical properties. Elastic properties of graphene have been measured with 
atomic force microscope by pressing the microscope tip against the graphene surface 
placed on silicon support with holes. The group of J. Hone measured the maximum 
load and corresponding Young modulus of graphene, which is about 1TPa (compare 
to 200GPa for steel)5 Graphene is also very flexible and the deflection before braking 
is more than 20% of its initial length. Combination of favourable mechanical and elec-
tronic properties makes graphene a perspective material for flexible electronics such 
as transparent conductive coatings or rollable e-paper. 

Thermal properties. Thermal conductivity of a single graphene layer was experi-
mentally determined by confocal micro-Raman spectroscopy.6 The room temperature 
value was as high as 5300 W/m/K, which is higher than the values measured in other 
carbon structures, such as graphite nanotubes and diamond. Compared with semi-
conductors, where thermal conductivity is 150 W/m/K for bulk Si and 10 W/m/K for 
Si nanowires at room temperature,7 the outstanding thermal and electrical conduc-
tivity of graphene might push this material towards being used as nano-interconnects 
as well as for thermal dissipation in integrated circuits.8

 
Optical properties. One atom thick  graphene sheet is found to absorb only a small 
fraction of light; graphene opacity is about 2.3%. Optical spectroscopy shows that 
absorbance of visible light is independent of wavelength and is proportional to the 
number of layers. Reflectance is almost negligible (<0.1%).9 Additionally, single and 
double layer graphene become completely transparent if the optical energy is small-
er than double the Fermi level.10 Such properties could be used in many photonic 
devices, e.g., photodetectors, optical modulators, optical polarization controllers or 
mode-locked lasers.8

Sorption properties. As a material with large surface area, graphene can - simi-

GRAPHENE

1.1. Properties of Graphene



larly to graphite - adsorb various gases, for example H2, NO2, CO2.11 Large molecular 
structures, such as DNA or proteins can also be adsorbed on to the graphene surface; 
while the carrier concentration changes, graphene remains highly conductive, and 
therefore it can be used as a chemical detector or even as a DNA sequencing tool.12 It is 
also possible to dope graphene with various elements like F, O, B, Li or Mg to increase 
adsorption energy of hydrogen (with applications in hydrogen storage), or to change 
electric properties of graphene.13 Unless exposed to reasonably harsh reaction con-
ditions, graphene is a fairly inert material, and does not react readily despite every 
atom being exposed to it’s surroundings.8 

7

Figure 2. Interference used to distinguish single, double and 
multi layers of graphene surface.15 

GRAPHENE

Bulk graphite is composed of graphene sheets tight together by weak non-covalent 
interactions.  In the past there were attempts to lower the number of graphene lay-
ers - for example Ruoff’s group peeled away the layers with an atomic force micro-
scope (AFM) tip.14 However, they were not able to prepare less than 100-layers thick 
graphite. The “big” discovery came with a much simpler method.  The Manchaster 
group led by Geim used only simple scotch tape to peel a single graphene layer off 
the graphite.1 Interesting and important part was to locate the single layer in a micro-
scope. Graphene itself has optical absorbance of 2.3% and visual observation is not 
possible. Cleaving the prepared sample on a SiO2/Si wafer and taking advantage of 
interference the single layers could be distinguished across the sample. See Figure 2.

Nowadays, there are several methods used for single-layer graphene preparation. 

1.2. Synthesis of Graphene
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These can be divided into two groups. First is exfoliation of graphite, either mechan-
ical or liquid phase exfoliation, and second is bottom up chemical synthesis. 

Chemical vapour deposition (CVD) is a widely used process for growing crystals 
on a substrate under well-controlled temperature and pressure. Nowadays it is pos-
sible to grow graphene sheets with very large areas (square metres),16 despite the 
fact that graphene typically requires transport from the substrate onto a dielectric 
support. The main advantage of the CVD method is controlled production of large 
high-quality graphene sheets. However, this method will likely remain very costly.

Liquid phase exfoliation is based on sonication of graphite in a suitable solvent. 
During sonication weak intermolecular interactions between graphene layers are 
broken and single graphene layers are dispersed into solvent. Only relatively small 
graphene flakes may be prepared, with area of about 1 μm, and the product may con-
tain flakes with multiple graphene layers. However, liquid phase exfoliation allows 
for production of large amounts of graphene flakes, which makes it highly promis-
ing for large-scale industrial applications. The main challenge is to find a suitable 
solvent that would keep the layers dispersed as long as possible. We have to keep 
in mind that graphene aggregation is a thermodynamically favoured process and 
therefore it is eventually inevitable. N-methyl-pyrrolidone, dimethylformamide and 
C6F6, are examples of typical solvents used in this process.17,18 The thermodynamics 
and kinetics of exfoliation process in various solvents will be discussed in Results.

GRAPHENE



Theory and Methods





Besides experimental studies there is a significant increase in number of theoretical 
works studying graphene. In my thesis I focused on weak intermolecular interactions 
with graphene. In this section, I will provide a short overview of intermolecular inter-
actions and then briefly describe the main theoretical approaches used, with focus on 
their accuracy and computational demands.

11

THEORY AND METHODS

Theory and Methods

2.1. Intermolecular Interactions
According to Symmetry Adapted Perturbation Theory (cite, see below), intermolec-
ular interaction energy can be decomposed into four basic components: electrostat-
ic, induction, dispersion and repulsion. The electrostatic energy arises between two 
molecules as a sum of their permanent multipole interactions. At short intermolecu-
lar distances, overlap electrostatics adds to the multipolar interactions. The induction 
energy assumes the presence of polar molecule that induces an induced multipole 
moment in interacting molecule, resulting in attractive interaction. The dispersion 
interaction arises from the fluctuating electron density of one molecule that results 
in a temporary multipole, which induces an induced multipole in the interacting mol-
ecule.  Repulsion is a destabilizing interaction arising from Pauli exclusion principle, 
which prohibits two electrons being found in same quantum state simultaneously. See 
figure 3. 

Figure 3. Schematic representation of intermolecular 
interactions. 



(1)
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Except electrostatic interaction none of the interactions is pairwise additive. 
There is a nonzero term for each component of interaction energy, which describes 
many-body corrections.

Electrostatic energy. The Coulomb law describes the electrostatic potential 
between two charged particles of charge qA and qB, which are separated by distance 
r as:

THEORY AND METHODS

where k=1/4πε0. At the molecular level, the electrostatic field of a molecule can be 
described by multipolar expansion. The electrostatic field of the molecule is repre-
sented as monopole (ions), dipole, quadrupole, octupole, etc; the first non-vanishing 
term is the leading one. The electrostatic interaction of non-overlapping sufficiently 
distant electron distributions is given by interactions of these multipoles. The order 
of multipole controls the interaction energy decay as a function of the intermolecular 
distance and mutual orientation of the multipoles controls the magnitude and sign of 
the electrostatic intermolecular energy. The interaction energy decay as a function of 
distance can be expressed as:

(2)

where r is the distance between multipoles and the m and n represents order of in-
teracting multipoles.19

At shorter distances, which are comparable to the typical van der Waals equilib-
rium separations, overlap electrostatic term contributes. This term is due to overlap 
of the molecular electron distributions and needs to be added to the multipolar in-
teraction. It should be noted that when interacting molecules are of highly irregular 
shape allowing them to approach each other at the distances smaller than some of 
their dimensions (such as in graphene sheet interacting with a small molecule), elec-
trostatic interaction may not be well described by molecular multipoles and more 
refined approaches need to be used.

Induction energy. Induction (or polarization) energy originates from defor-
mation of electronic distribution of one molecule due to electrostatic field of other 
molecules. In the multipolar description, permanent electric multipole of one mole-
cule induces an induced multipole moment in the second molecule.  Induction energy 
is given by interaction between the permanent and induced multipoles. It is always 
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attractive and its magnitude depends on the order and magnitude of the permanent 
multipole moments of and on polarizabilities of the interacting molecules. As an ex-
ample, in the case of molecule A with a permanent dipole μA interacting with a nonpo-
lar molecule B characterized by polarizability volume αB, the potential can be written 
as:

(3)

where r is intermolecular separation.20 
Dispersion energy. There is an attractive interaction between nonpolar mole-

cules even if none of them exhibits permanent multipole moments. This interaction 
originates from continuous fluctuation of electron density. The fluctuating density 
gives rise to instantaneous multipoles, which induce induced multipoles in the neigh-
bouring molecule and interact with them. Dispersion interaction depends on dynamic 
polarizabilities of given molecules; in a simple approximation, the interaction poten-
tial can be written as:

(4)

Here, αA and αB are dipole polarizabilities of interacting molecules, IA and IB are their 
ionization potentials and C6 is so called dispersion coefficient. Dispersion energy is 
not pairwise additive and in the cases where nonadditivity is important it can be ap-
proximated by a simple Axilrod-Teller-Muto formula.21

Repulsion energy. Repulsive energy between closed shell molecules is a conse-
quence of Pauli exclusion principle. It is a short range interaction which depends on 
overlap of electron clouds of the interacting molecules and vanishes as this overlap 
goes to zero. Repulsion is often approximated by the following empirical exponential 
formula:

where

(5)

The repulsive exponent B depends on the square of the overlap and A is an empiri-
cal constant.22 Yet simpler approximations can be found in empirical force fields. See 
below.
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Intermolecular interactions on surfaces. Although interactions of small 
molecules with surfaces obey the same principles as interactions between molecules, 
their description differs in several ways. For instance, distance dependence of vari-
ous potentials changes as a result of integration over the surface area (or bulk vol-
ume), but also due to specific conditions, such as metallic character. Also anisotropy 
may play a very important role in 1D, 2D and 3D materials. While high-level quantum 
mechanical calculations take all these effects into account, empirical potentials and 
empirical corrections to mean field methods may provide less satisfactory results. 
Here I am concerned mainly with the electrostatic and dispersion interactions with 
graphene based materials, which I will discuss in more detail.

 The electrostatic interaction is in classical pairwise additive force fields usual-
ly represented by point charges located on atoms. However, this representation is 
not suitable for description of electrostatic (quadrupolar) field of infinite graphene 
sheets, because their total charge must be zero. Also molecular multipoles cannot be 
used for larger graphene sheets, because the distance between surface and a mole-
cule adsorbed on it does not fulfil the condition of multipolar expansion, where the 
intermolecular distance must be large compared to size of the objects. One way of 
representing the quadrupolar field of graphene is to use atom-centered local mul-
tipoles. This method has the advantage that it is capable of providing correct quad-
rupolar field for both finite and infinite graphene sheets, whether they are perfectly 
flat or corrugated. Unfortunately, this option is not available in most of the widely 
used codes for molecular dynamics simulations. The investigation of importance of 
graphene quadrupolar interactions described in this thesis was performed using my 
own parameterization of atom-centered multipoles for graphene implemented in 
Gromacs software.

The dispersion interaction potential of a molecule interacting with a surface of 
an infinite sheet decays with distance much slower (~r-4) than that between two mol-
ecules (~r-6). This is a simple consequence of the fact that interaction between the 
molecule and surface atoms must be integrated over the surface. For instance, when 
interaction of an adsorbed particle with an atom of the surface is approximated by the 
classical Lennard-Jones potential with well depth ε and separation σ 

THEORY AND METHODS

(6)

integration over one atom thick and perfectly flat infinite layer gives the following 
expression:
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(7)

in which z is the distance above surface, and C10 = 4/5πρσ12ε and C10 = 2πρσ6ε, where ρ 
is the number of surface atoms per unit area. This interaction energy distance depen-
dence is correctly recovered by classical empirical potentials. Nevertheless, it should 
be noted that parameters of current force fields are parameterized on small organic 
molecules and may not be directly transferable to nanomaterials like graphene. This 
may introduce inaccuracies in nanomaterial modelling.

However, the real asymptotics for graphene is in fact yet different, because of the 
graphene’s conductive character. Comparison of asymptotic scalings obtained for co-
parallel infinite layers by classical (LJ) and quantum-mechanical (random phase ap-
proximation)23,24 descriptions is shown in Table 1. Note, that asymptotics of molecule 
interacting with an infinite layer is the same as that of two layers.

System QM Classical
1D metals (log(KD))-3/2D-2 D-5

2D metals D-5/2 D-4

1D insulators D-5 D-5

2D insulators D-4 D-4

Pi-conjugated layers (graphene) D-3 D-4

Table 1. The asymptotic behaviour of two infinite layers.

From the above it can be seen that the classical force fields may not describe the 
asymptotics and binding strength of the intermolecular interactions with graphene 
accurately. The same applies also to empirical corrections to density functional theo-
ry, which are also based on pairwise corrections of the C6 / r6 type. Accuracy of these 
approximations is also a topic of this thesis.
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Computational chemistry is a powerful tool, which allow us to study chemical 
properties and structures on the molecular level. With rapid increase of computer 
power computational studies become still more common. The whole group of com-
putational methods can be divided into two main groups: The quantum mechanical 
approaches and approaches based on empirical force fields and classical mechanics. 
The quantum mechanical methods describe electronic structure of molecules; they 
are suitable for modelling of the electronic properties, intermolecular interactions, 
vibrational spectra and many other properties. The main limitation of quantum me-
chanical approaches is in the computational demands and, consequently, the size 
of system that can be treated. Current density functional methods can treat several 
hundreds of atoms, while very accurate coupled cluster calculations are reserved for 
systems containing maximum of 30 to 40 atoms. Using the classical empirical force 
field/molecular dynamics approach it is possible to simulate very large structures, 
such proteins, nucleic acids or large nanostructures even with explicit solvent. Mo-
lecular dynamics uses the time propagation of Newtonian equation and it is possible 
to evaluate thermodynamic properties using the tools of statistical thermodynamics.

THEORY AND METHODS

The quantum mechanics is an exact mathematical description of the behaviour 
of electrons nuclei in molecules. In theory, it is possible to predict any property of 
atom or molecule with the use of QM. In practise, analytic solution of QM equations is 
possible only for one-electron systems. For larger systems, approximations must be 
necessarily applied. The QM methods can be (arbitrarily) divided into three groups: 
ab-initio methods, semiempirical methods and Density functional theory (DFT). All of 
them are based on solving the Schrödinger equation

2.2. Computational chemistry

2.2.1. Quantum Mechanical approach

(8)

Ĥn is an operator of the total energy (Hamiltonian), ψ represents wave function, and E 
is energy. The Hamiltonian operator can be written as following

(9)

K̂n and K̂e are kinetic energy operators for nuclear and electron motion, V̂nn,V̂ee,V̂ne are 
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potential energy operators of nucleus-nucleus, electron-electron and nucleus-elec-
tron interactions. According to the Born-Oppenheimer approximation, Hamiltonian 
can be simplified if we separate the nuclear and electronic motions. Plenty of other 
approximations follow, that define the rich family of QM methods.

Hartre-Fock (HF) method is among the simplest ab-initio methods, characteristic 
by a relatively low computational cost. It is based on an assumption that the N-electron 
wave function can be approximated as an (antisymmetric) product of N one-electron 
functions, called orbitals (atomic or molecular). Importantly, each electron moves in 
an average field of the other electrons. One-electron wave functions are described as 
a linear combination of Slater-type orbitals (STO) or more often Gaussian-type or-
bitals (GTO). To obey Pauli principle the orbitals are written in the form of a Slater 
determinant. In a complete basis set the energy converges to so called Hartree-Fock 
limit. The HF method is variational, which means that the obtained energy is always 
greater than the exact energy. The most serious error of this approximation comes 
from the lack of electron correlation. The HF wave function is used as a starting point 
for other theories called post Hartree-Fock methods. The correlation energy may be 
obtained either variationally (e.g., through configuration interaction expansion) or 
perturbatively. See bellow.25

Moller-Plesset Pertubation Theory (MP) treats electron correlation as a small 
perturbation with respect to the HF result. The HF becomes the first order pertur-
bation, MP2 second, MP3 third, etc. More accurate results can be usually expected at 
higher order of the MP method. MP2 method is most commonly used, being one of the 
least computationally demanding options for reliable estimates of correlation energy. 
However, in the case of intermolecular interactions MP2 is known to overestimate the 
dispersion contribution.26 Therefore, this method cannot be used when very accurate 
description of intermolecular interactions is required. 

Coupled Cluster Theory (CC) constructs wave function as a linear combination of 
many excited determinants, which account for electron correlation. The determinants 
are chosen so that they gradually include single, double, triple excitations, etc. (CCS, 
CCSD,CCSDT). The method is variational, but it can be combined with perturbation 
theory. For example the CCSD(T) method, where T in parentheses stands for triple 
excitations calculated perturbatively is currently considered as a golden standard of 
computational chemistry. The CCSD(T) method provides benchmark quality results 
for intermolecular interactions, however, at a prize of high computational cost. Cur-
rently, complexes as large as 30-40 atoms can be treated by a combination of com-
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plete basis set extrapolation at the MP2 level and a CCSD(T) correction for higher 
order correlation calculated using a smaller basis set.27

Density Functional Theory (DFT). In contrast with the above mentioned meth-
ods based on wave function description, DFT works predominantly with electron 
density, which entails all information necessary to calculate any molecular proper-
ty.  In the Kohn-Sham formulation, DFT calculations are very similar to the HF cal-
culations and also the computer time demands are comparable. The main difference 
is that DFT calculations include large portion of the short-range correlation energy 
through the use of a correlation functional. Inclusion of correlation energy at a cost of 
a HF calculation made DFT the most popular computational method nowadays. Un-
fortunately, exact correlation (and exchange) functionals are not known and current-
ly used approximations, such as LDA, GGA, meta-GGA or hybrid functionals are not 
perfect.  One of their major shortcomings is that they do not describe long-range cor-
relations – the dispersion energy. Therefore, they cannot be used for accurate calcu-
lations of intermolecular interactions. There are numerous attempts to design a new 
“dispersion” functional (see, e.g., ref. 28–30) or to correct for the missing dispersion 
empirically (see, e.g., ref. 31,32). However, these efforts require extensive validation, 
because their accuracy is not known a priori. Validation of the latest dispersion-cor-
rected density functionals for weak intermolecular interactions with graphene is one 
of the goals of this thesis.

Symmetry Adapted Perturbation Theory (SAPT)33 was developed to calculate 
the intermolecular energy directly, without the need to evaluate total electronic en-
ergies of the interacting molecules and the resulting complex. The intermolecular in-
teraction is treated as a small perturbation with respect to the noninteracting mono-
mers. An important advantage of this method is that the intermolecular interaction 
energy can be decomposed into physically meaningful components. In its DFT based 
variant, DFT-SAPT,34 the monomer is described by density functional theory and the 
intermolecular interaction is treated perturbatively. The total interaction energy is 
sum of the following terms (Eq. 10)

THEORY AND METHODS

where Eelst
(1) is electrostatic, Eexch

(1) exchange repulsion, Eind
(2) induction or polarization 

and Edisp
(2) dispersion contribution and Eexch-ind

(2) and Eexch-disp
(2) are exchange-induction 

and exchange-dispersion mixing terms. The δ(HF) term approximates higher order 

(10)
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induction contributions. It is customary to contract the above contributions into four 
terms: Eelst = Eelst

(1),  Eexch = Eexch
(1),  Eind = Eind

(2) + Eexch-ind
(2) + δ(HF) and Edisp = Edisp

(2) + Eexch-

disp
(2). These terms may be used to investigate type of binding in various intermolecu-

lar complexes and accuracy of individual interaction components in empirical force 
fields. 

Accurate intermolecular interactions in QM methods. Besides SAPT, inter-
molecular interactions are usually calculated with the use of some of the above-men-
tioned QM methods. Intaraction energy is calculated as a difference between energy of 
the whole complex and energies of the isolated subsystems. There is a hidden source 
of error in this approach, called basis set superposition error (BSSE). BSSE is a math-
ematical artifact and can be eliminated by counter poise correction (CP) scheme.35 

Very large basis sets are necessary to obtain well converged values of interactions 
energies. In practice, complete basis set (CBS) extrapolation is used to estimate the 
basis set limit from two or more calculations in systematically increasing basis sets, 
such as, for instance, cc-pVTZ and cc-pVQZ (see, e.g., ref. 36,37). CCSD(T) method is a 
well established highly accurate approach providing benchmark quality results. Be-
cause CCSD(T) is excessively demanding for larger basis sets, some kind of correction 
for higher order correlation effects may be calculated using a smaller  basis set and 
added, for instance, to the MP2/CBS energy.27 This type of calculation may be used as 
a reliable reference for assessing quality of less rigorious approaches, such as those 
based on DFT theory. 

2.2.2. Classical Mechanical approach
Classical (Newtonian) mechanics is the basis of methods of computational chem-

istry often referred as molecular mechanics (MM) or molecular dynamics (MD). MM 
methods were developed and are used for studying large systems. The basic concept 
of MM is approximation of atoms and interatomic forces as a “balls and springs”. The 
electronic structure is not considered. The potential energy is expressed as a para-
metric function for a given nuclear configuration. All non-bonded interactions are 
usually pairwise additive (coulomb and vdW interactions). The bonded interactions 
are described as quadratic potentials (bond stretching and angle bending) or sums 
of cosine series (torsional angles). The set of parameters for all these terms is called 
Force Field (FF). The FF parameters can be obtained either from QM calculations or 
by fitting experimental results. The main application of such force fields is in molecu-
lar dynamics simulations, where masses are assigned to the particles (usually atoms) 
and their positions are propagated in time. In this way it is possible to simulate struc-
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tural changes, thermodynamic properties, solvation effects, diffusion coefficients, etc.

THEORY AND METHODS

Quality of the empirical force field is crucial for obtaining reliable predictions from 
the molecular dynamics simulations. The total potential V of a system is a sum of all 
the above-described components: the bonded terms:

(11)

Figure 4. The schematic picture of basics interactions in 
molecular mechanics.

and the non-bonded interactions, which consist of the coulomb and vdW terms, and, 
in some force fields, also the polarization term:

(12)

As mentioned in the Intermolecular interaction section above, polarization might 
be important when considering surfaces of nanomaterials. Therefore, I will briefly 
mention the basic concepts of polarizable force fields. Polarization may be included 
through: (i) polarizable dipoles, (ii) Drude model or (iii) electronegativity equaliza-
tion. 

Polarizable dipoles model is exactly what it says. Each atom is assigned polariz-
ability αi, which allows for emergence of induced dipole moment μi, whose orienta-
tion is given by the external field Ei

q: μi = αi Ei
q. Drude model is based on adding an 

auxiliary massless particle (Drude particle) to each polarizable atom. The particle 
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has its own charge, qD, and is bonded to the atom by a harmonic potential with force 
constant kD. When external field Ei

q is applied, movement of the Drude particle creates 
an average dipole moment μi  =  qD

2Ei
q  ⁄  kD and polarizability of such particle equals 

αi = D
2 ⁄ kD. Electronegativity equalization method allows the dynamic charge fluctua-

tion within the same molecule. There are no explicit dipoles.

Figure 5. Schematic model of polarizable FF.

Unfortunately, except for a few exceptions,38 most of the published MD simula-
tion studies of nanomaterials uses additive (non-polarizable) force fields and does 
not consider polarization.

Popular Force Fields used in MD simulations. Molecular dynamics simulations 
of nanomaterials is an unexplored field. The common force fields are usually parame-
terized on small organic molecules and it is not clear whether the parameters are suit-
able for graphene and nanomaterials in general. A major concern is that most current 
force fields seem to provide too strong vdW binding. Some groups use modified force 
field parameters with reduced vdW strength when simulating graphene surface.39 
Comparison of widely used force field vdW parameters for graphene carbon atoms is 
shown in Table 2. In all my simulations I have used the same parameters as Cheng and 
Steele for non-bonded vdw interactions.

Force Field Sigma [nm] Epsilon [kJ/mol]
Parm 9940 0.34 0.36
OPLS41 0.35 0.29
CHARMM42 0.36 0.29
Ulbricht43 0.38 0.25
Cheng & Steele39 0.34 0.23

Table 2. List of non-bonded vdW parameters in current FF.
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In addition to it, electrostatic interaction with grapehene is usually not consid-
ered in MD simulations, which might lead to unpredictable errors when simulating 
interactions with polar molecules.

THEORY AND METHODS

The ability to accurately predict outcomes of the processes taking place  at the surfac-
es is critically dependent on our knowledge of both entropies and enthalpies of the 
adsorbed species.44

Enthalpy of adsorption. When describing adsorption of molecules or gases, exper-
imentalists refer to heat of adsorption, or, in other words, the enthalpy of adsorption. 
Therefore, the enthalpy of adsorption has to be calculated when comparing experi-
mental data with theory. The enthalpy of adsorption is defined as:

(13)

Under constant pressure condition the last term can be written as:

where Vad is volume of the adsorbent with the adsorbed gas, Vs is volume of the free 
adsorbent and Vg is volume of the gas. The first two volume terms are much smaller 
than Vg and can be neglected. The only remaining term, Vg, is pressure-volume work of 
gas, which equals RT. The resulting expression for the adsorption enthalpy is:

2.3. Comparison with experiment

(14)

(15)

∆U is an internal energy, which consists of electronic energy, zero-point vibration en-
ergy (ZPVE) and thermal vibration energy. In the molecular dynamics simulations 
with empirical force fields the internal energy can be approximated as a mean value 
of internal energy throughout the MD trajectory, ∆U = ∆UMD. This approach does not 
include ZPVE, but it samples all possible conformations.
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Figure 6. Molecule at the surface is capable to translate only 
in x-y and rotate in helicopter rotation.

Entropy of adsorption. Estimating the magnitude of entropy change upon ad-
sorption on surface remained elusive for a long time. Recently Campbell and Sellers45 

showed that entropies of the adsorbed molecules are surprisingly high and linearly 
dependent on entropy of molecules in gaseous state. The explanation of this effect is 
not straightforward. In small molecules, the adsorption entropy arises mostly from 
the translation and rotation part of the partition function. When a molecule is ad-
sorbed on a surface it loses translational entropy corresponding to 1D translations 
(i.e., it is allowed to move almost freely on 2D surface after adsorption) and usually 
two thirds of its rotational entropy (while the helicopter rotations are allowed on 
the surface, both cartwheel rotations are strongly hindered). The magnitude of the 
translational partition function is equally distributed in x, y and z directions in the 
gas phase. However, the rotational contributions from the three main rotational axes 
depend on shape, and the entropy also depends on the point group of symmetry of a 
given molecule. In small compact molecules, the rotational entropy is much smaller 
than the translational entropy and therefore the ration between adsorbed and gas 
phase entropies is close to 2/3. For larger molecules the contribution of the vibra-
tional entropy exceeds the other contributions and the loss of entropy upon adsorp-
tion is marginal. In this case, is the ratio between adsorbed and gas phase entropies 
is close to 1. Indeed, for small molecules it was measured that the relation between 
gas phase and adsorbed phase is approximately Sad(T) = 0.70Sgas(T) – 3.3RT, while for 
linear alkenes with more than 10 atoms it is Sad(T) = 0.99Sgas(T) – 20RT.45 Using these 
relations, adsorption entropies may be estimated with reasonably accuracy. For de-
tailed discussion see ref. 46.
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In 1959, Richard Feynman gave a talk named “There is plenty of room at the bottom” 
at the American Physical Society meeting,47 in which he explored the possibilities of 
downsizing materials. He pointed out that with the current knowledge of physical 
laws we should be able to theoretically predict the properties of nano-world objects 
and materials, which differ from the properties of bulk systems. It is often referred as 
beginning of nanotechnology development.* Nevertheless, while correctly predicting 
the role dawnsizing will play in computer technology, even Feynman did not foresee 
the role computers will play in investigating nanoworld. 

This thesis aims at describing the beauty and complexity of nanoworld with the 
help of computational chemistry. It focuses mainly on intermolecular interactions on 
graphene surface. One of the possible applications of my research could be in devel-
opment of graphene-based chemical detectors, which would provide such a high sen-
sitivity, that a single molecule adsorbed on the graphene surface could be detected. 
The knowledge of the nature of the interactions of adsorbed molecules with graphene 
may help to propose and design such a detector.

One of the other possible applications of graphene is in hydrogen storage devic-
es. In order to be practical these devices should fulfil the U.S. Department of Energy 
(DOE) target gravimetric capacity. In addition, molecular hydrogen should be able to 
adsorb and desorb reversibly. The optimal adsorption energy of molecular hydrogen 
should be around 15 kJ/mol per H2 to be strong enough to achieve target capacity 
and weak enough to allow hydrogen release without applying extreme conditions.48 
Since the interaction energy of molecular hydrogen with pristine graphene surface 
is only about 4 kJ/mol, several modifications of graphene were proposed to increase 
strength of interaction.49–55 Among all the elements, which can be used for graphene 
surface doping, it is necessary to choose from light elements such as boron, lithium, 
calcium or magnesium to achieve required gravimetric capacity. A modification of 
graphene with boron and lithium suggested in this work increased the binding ener-
gy of molecular hydrogen to the desired target. The structures designed with the use 
of highly accurate calculations or carefully calibrated and validated DFT calculations 
can inspire experimental community into producing highly efficient hydrogen storage 
materials.

Still growing is also the interest in simulating graphene with molecular dynam-
ics tools. The popular force fields are not widely tested for nanomaterials and there 
are doubts that the approximations used for simulating biomolecules can be used for 

*	 Actually this is not correct. The Feynman’s article had been cited only seven times in two decades after 
it was published. However, at the time of invention of the scanning tunnelling microscope in 1981, when the nan-
otechnology emerged as a research area, there was need for “an authoritative account of its origin”.62

2.4. Connection to the world of nanomaterials
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also for nanomaterials. One of the frequently applied approximations is the neglect of 
electrostatics in graphene. Validity of this approximation will be discussed in detail 
in this thesis.





Results
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Liquid phase exfoliation is a method of producing medium size graphene flakes at 
a large scale and low cost. The key to this technology is to find an efficient solvent 
able to solubilize graphene to a desired concentration. Number of solvents have been 
studied and it has been suggested, that the best solvents are those with Hansen solu-
bility parameters close to certain values.56 An interesting pair of exfoliation solvents 
is benzene and C6F6. Both have very similar Hansen solubility parameters, therefore 
they would be expected to exhibit similar exfoliation efficiency. Nevertheless exper-
iments have shown that whereas C6F6 is quite good exfoliation solvent, benzene is 
rather poor one.13 Interestingly, both molecules exhibit electric quadrupole moment 
with similar magnitude, but opposite sign. The carbon atoms in aromatic compounds 
also exhibit a permanent electric quadrupole moment due to the aromatic π electron 
distribution. The purpose of this study is to theoretically describe the exfoliation pro-
cess and to find out whether the quadrupolar electrostatic interactions between sol-
vent molecules and graphene may be responsible for strikingly different exfoliation 
behaviour of these two solvents.

To study the electrostatic contribution to the exfoliation process we have chosen 
molecular dynamics with an empirical potential. It is clear that in MD simulations 
there are other important sources of errors, such as lack of polarization, which are 
not considered here. However, empirical force field provides a unique opportunity to 
isolate solely the effect electric quadrupole, by running separate simulations with and 
without inclusion of quadrupole. 

In addition, to investigate the electrostatic potential close to the graphene surface 
analytically, we derived analytical models of electrostatics of finite and corrugated 
graphene surfaces. We have studied the electrostatic potential (ESP) above the center 
of a flake, at the edges of a flat surface and on peaks and in the valleys of the corrugat-
ed surface. Secondly, we used molecular dynamics to study the effect of quadrupole 
moment by: (i) pulling off graphene from graphite surface – to evaluate size depen-
dence thermodynamic stabilization; (ii) potential of mean force of two co-parallel 
graphene plates with the help of thermodynamic integration – to evaluate association 
barriers  (iii) alchemical transformation – to evaluate the effect of quadrupole mo-
ment on solvation energies.

Analytical model. The electrostatic potential of a quadrupole can be expressed us-
ing Coulomb law as a potential of a group of three point charges arranged as shown in 
Figure 7; the potential at point P is:

3.1. Electric Quadrupole Moment of Graphene and its Effect on Intermolecular In-
teractions
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where k is the Coulomb’s constant k=1⁄(4πε0). The r1 and r2 distances are obtained 
with the help of cosine rule and because r ≫ p they can be approximated by a second 
degree Taylor polynomial:

(17)

The product of the last terms of polynomials, r1∙r2, becomes very small and can be 
safely neglected. Assuming r∙r1∙r2  ≈  r3, the expression for electrostatic potential at 
point P due to quadrupole moment is:

(16)

(18)

(19)

The z component of traceless quadrupole due to n-point charges qn in the z direction 
is defined as:

(20)

where rn is the position of n-th point charge qn and zn is the z-component of rn position 
vector.
Within this definition, Qzz = –2qp2, independent on choosing the origin. The final ex-
pression for electrostatic potential due to quadrupole moment is:

(21)

To calculate electrostatic potential above the graphene surface, represented by a field 
of localized atomic quadrupoles, we need to integrate expression (21) over the whole 
surface. First, we express all variables using the surface x-y coordinates:



31

RESULTS

(22)

where h is the distance above surface. Next, the quadrupole moment Qzz is expressed 
as quadrupole density QZZ

dens = QZZ  ∙ Adens. Adens is the density of carbon atoms of the 
graphene surface (~40 atoms/nm2). Then we can integrate over x and y:

(23)

If the point P is placed above the center of the graphene flake, transformation into 
polar coordinates can be used and integral can be solved analytically:

(24)

where R is the radius of graphene flake.

Figure 7. The model of quadrupole.

Now we can investigate two cases. First, when the graphene flake radius is much 
larger than the distance from graphene surface, h, expression (24) can be rewritten 
as:
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h can be neglected and therefore the electric field becomes constant at a short dis-
tance above the surface and approaches zero as the surface area goes to infinity.

Second, for finite graphene flakes, whose radius is much smaller than the distance 
from the surface the potential exhibits the typical h-3 dependence known from the 
multipolar expansion:

Investigation of the electrostatic potential around the edges or corners of rect-
angular graphene flakes can be carried by numerical solution of integral (23) within 
desired boundaries. Results of these calculations are described below.

As a model of corrugation of the graphene surface we have chosen two-dimen-
sional cosine function with amplitude A and period l; the z coordinate of graphene 
sheet is:

(25)

(26)

(27)

The direction of the quadrupole moment at each point on the surface is given by a 
normal vector of the tangent plane:

(28)

To calculate electrostatic potential above the graphene surface, represented by a field 
of localized atomic quadrupoles, we need to integrate expression (21) over the whole 
surface. First, we express all variables using the surface x-y coordinates:

(29)

Final integral, which has to be treated numerically, is:
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Let me summarize the basic results of the analytical model. For a finite and flat 
graphene flakes, ESP just above the surface becomes almost negligible when the flake 
size is 1000×1000 Å or larger. However, around the graphene edges ESP is nonzero 
even for very large flakes. It converges to a value of –3.6 kcal/mol above the graphene 
edge and +7.2  kcal/mol right next to the graphene edge (in graphene plane). This 
behavior may result in in preferencial absorption of polar molecules near graphene 
edges.57

The analytical model of corrugated graphene showed that ESP does not converge 
to zero even for very large surfaces, but it converges to a finite value. The sign and 
magnitude of ESP depends on position above the corrugated surface. Above the peaks 
ESP converges to +2 kcal/mol and above the valleys to –4.5 kcal/mol for our model 
(amplitude A and period l corresponding to experimental measurements). In Figure 9 
the quadrupolar electrostatic potential of corrugated graphene is compared with that 
of benzene and selected polyaromatic molecules to put it into perspective. Note that 

Figure 8. Comparison of ESP near a graphene edge and of 
corrugated graphene with ESPs of aromatic hydrocarbons.

this is just a rough estimate, because corrugation in real graphene is irregular and 
probably highly environment-dependent.

Nevertheless, the electric field of graphene’s quadrupole may become sizeable not 
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only near edges or due to corrugation, but every time the graphene sheet is disturbed 
from planarity. This happens at graphene folds or wrinkles but also in processes in 
which the graphene sheet is mechanically stressed, e.g., during sonication induced 
exfoliation. In all these cases, quadrupolar interactions may need to be considered.

Role of the graphene quadrupole in MD simulations. In the conventional soft-
ware packages for molecular simulations and common  force fields the quadrupole 
moment of graphene is not accounted for. In our simulations graphene’s quadrupole 
was represented by a pair of virtual sites placed above and below each carbon atom 
as shown in Figure 7. The distance p and charge q were chosen to reproduce exper-
imentally measured graphite quadrupole moment Qzz = (–3.03 ± 0.10)×10-40 Cm2 by 
Whitehouse and Buckingham.58

Graphene peeling. The mechanism of liquid phase exfoliation is not yet fully un-
derstood and many different pathways may be possible. One idealized pathway is 
that the leaving sheet is gradually peeled from the support. To model this process, 
we pulled two small model molecules (circumcoronene and the rectangular flake 
C478, Figure 9) from the support by one of the outer carbon atoms and calculated 
PMF of this process by the umbrella integration technique. The exfoliation energy in 
C6F6 per carbon atom was about –0.61 kcal/mol for the circumcoronene model and 
–0.69 kcal/mol for C478, when quadrupole moment was not applied.

Figure 9. Peeling of the graphene flake from an infinite 
graphene sheet.

Apparently, the quadrupolar contribution is relatively small in C6F6 and tends to 
decrease with the size of the simulated flake. Therefore, neglect of quadrupole mo-
ment is probably a reasonable approximation in this case.

Solvation energy. The contribution of the quadrupolar moment to graphene’s 
solvation energy was estimated by thermodynamic integration of alchemical trans-
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formation. Here we gradually grew atomic quadrupoles and integrated the accompa-
nying change of Gibbs energy. The graphene flake models were not constrained, and 
thus were free to form ripples. 

For benzene and C6F6, the quadrupolar contribution to solvation was relatively 
small and decreased with the flake size. In C6F6 it was estimated to be only about 
12 % and is expected to be much smaller for larger graphene flakes. Higher results for 
water indicate that electrostatic interactions are more important in polar solvents, as 
expected. Nevertheless, it appears that neglecting quadrupolar interactions in force 
field calculations introduces only a relatively minor error in solvation energies and is 
probably a justified approximation.

PMF of co-paralel graphene flakes. Two circumcoronene molecules, which were 
kept planar and coparallel modeled the graphene flakes. One of the circumcoronenes 
bore atomic quadrupoles, whereas the other did not. The circumcoronene without 
quadrupoles represented a flat support, for which the electrostatic field cancels out 
due to its planarity. The circumcoronene with atomic quadrupoles mimicked the ap-
proaching (or leaving) graphene sheet, which may be corrugated or bent, and thus 
exhibit a local quadrupolar field. For comparison, we also calculated PMF for a model 
in which both circumcoronene molecules were without quadrupoles, as in the classi-
cal force field.

Inclusion of quadrupoles had notable effects on several characteristics of the PMF 
curves. Consistent with the results shown above (using a different exfoliation trajec-
tory), the exfoliation energy in C6F6 decreased only slightly (by about 3 kcal/mol, or 
5  %) when quadrupoles were included. However, inclusion of quadrupoles had a 
more pronounced effect on the barrier heights. When quadrupoles were neglected, 
benzene provided a slightly larger barrier height than C6F6, which suggests slower 
aggregation in benzene. Interestingly, when quadrupoles were considered, the height 
of this barrier increased by 4.2 kcal/mol (17 %) in C6F6, whereas in benzene it is de-
creased by 2.7 kcal/mol (11 %) (note that these are rough estimates only as they are 
model-dependent).

The height of this barrier has been shown to play an important role in kinetic 
theory of graphene colloid aggregation because it contributes to colloid stability.59 

As a result, the expected association rate would be slower in C6F6 than in benzene 
when quadrupoles are included, as opposed to the situation when quadrupoles are 
neglected.

Because of the sensitivity of reaction rates to barrier heights, the almost 7 kcal/mol 
increase may lead to a significant decrease of aggregation rate in C6F6, resulting in 
better kinetic stability of graphene colloid in this solvent. Thus, kinetic aspects may 
partially explain the experimentally observed better exfoliation capabilities of C6F6, 
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which cannot be explained by thermodynamic considerations, as discussed above.
Conclusion. In this study, we investigated the effect of graphene’s electric quad-

rupole moment arising from its π electron distribution on intermolecular interac-
tions. The results indicate that quadrupolar interactions may need to be considered 

Figure 10. PMF of separation of two circumcoronene 
molecules calculated in C6F6 and benzene with and without 
quadrupoles on the approaching circumcoronene.

when modeling intermolecular interactions with corrugated or bent graphene.
It should be noted that current pairwise additive empirical potentials neglect also 

other effects which may play important role in molecular interactions with graphene, 
such as polarization, charge redistribution in graphene upon corrugation, or charge 
transfer between interacting molecules. Some of these effects may be sizeable and 
comparable in magnitude with the quadrupolar contribution. The main purpose of 
this work was to isolate the quadrupolar contribution and estimate its magnitude 
separate from the above mentioned effects. 

In conclusion, corrugated or bent graphene exhibits an electric quadrupole mo-
ment that may be important for intermolecular interactions. Our results will help to 
assess errors due to omission of quadrupolar electrostatic interactions in force field 
MD simulations and improve general understanding of the importance of quadrupo-
lar moments on molecular interactions with graphene.
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One of the possible applications for graphene-based nanomaterials is in chemical 
detectors. It has been shown that sensors made of graphene are capable of detect-
ing individual adsorption events when molecules are adsorbed to or desorbed from 
graphene’s surface.60 When constructing a chemical detector, one of the important 
quantities that need to be known is adsorption enthalpy of the detected molecule. 

In our study (Appendix) we presented a combined experimental and theoretical 
quantification of the adsorption enthalpies of seven organic molecules (acetone, ace-
tonitrile, dichloromethane, ethanol, ethyl acetate, hexane, and toluene) on graphene.  
Adsorption enthalpies were measured by inverse gas chromatography. The interac-
tion energy between graphene and the organic molecules was obtained by DFT meth-
ods, wave function theory based methods, and empirical molecular mechanics calcu-
lations. 

The nature of the interaction between graphene and the adsorbed molecule was 
studied by Symmetry Adapted Perturbation Theory method. Our results demonstrat-
ed that contribution of the dispersion energy to the overall stabilization was domi-
nant for all studied molecules, even those with marked polar character, such as etha-
nol. In all cases, dispersion contributed more than 60 % of the total attractive energy. 
The remaining came mainly from electrostatics (on average 30 %) and polarization 
(on average 10 %).

It is perhaps not surprising that the QM calculations at the well established CCS-
D(T)/CBS level predicted interaction energies that correlate very well with the exper-
imental results (Table 3). However, it would be interesting to see whether a classical 
pairwise additive force is also able to model adsorption process with reasonable accu-
racy. The force field simulations were performed using all atom optimal potentials for 
liquid simulations (OPLS-AA) by Jorgensen et al.41 The simulation was carried under 
periodic boundary conditions to simulate infinite graphene. Graphene surface was 
kept flat and therefore there was no need to account for electrostatics of graphene, 
because it would cancel out anyway. Therefore, the intermolecular interaction of 
graphene with small molecule was simulated only by using the Lennard – Jones (LJ) 
potential (with parameters by Chang & Steele61). The interaction energy U between 
graphene surface and adsorbed molecule was averaged over the molecular dynamics 
trajectory. The enthalpy of adsorption was then calculated as ∆H = ∆U – RT (see also 
discussion in the Introduction).

One of the possible applications for graphene-based nanomaterials is in chemical 
detectors. It has been shown that sensors made of graphene are capable of detect-
ing individual adsorption events when molecules are adsorbed to or desorbed from 

3.2. Adsorption of small organic molecules on graphene
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graphene’s surface.60 When constructing a chemical detector, one of the important 
quantities that need to be known is adsorption enthalpy of the detected molecule. 

In our study (Appendix) we presented a combined experimental and theoretical 
quantification of the adsorption enthalpies of seven organic molecules (acetone, ace-
tonitrile, dichloromethane, ethanol, ethyl acetate, hexane, and toluene) on graphene.  
Adsorption enthalpies were measured by inverse gas chromatography. The interac-
tion energy between graphene and the organic molecules was obtained by DFT meth-
ods, wave function theory based methods, and empirical molecular mechanics calcu-
lations. 

The nature of the interaction between graphene and the adsorbed molecule was 
studied by Symmetry Adapted Perturbation Theory method. Our results demonstrat-
ed that contribution of the dispersion energy to the overall stabilization was domi-
nant for all studied molecules, even those with marked polar character, such as etha-
nol. In all cases, dispersion contributed more than 60 % of the total attractive energy. 
The remaining came mainly from electrostatics (on average 30 %) and polarization 
(on average 10 %).

RESULTS

System ∆HFF CCSD(T)/CBS ∆Hads
acetone –6.6 –7.6 –8.2
acetonitrile –5.0 –6.2 –7.6
dichloromethane –6.3 –6.7 –5.9
ethanol –5.0 –7.1 –7.3
ethyl acetate –9.4 –9.7 –11.5
hexane –10.2 –10.4 –12.2
toulene –10.5 –11.9 –13.5

Table 3. Experimentally measured adsorption Enthalpies 
compared with the FF simulation and CCSD(T)/CBS energies 
in kcal/mol.

It is perhaps not surprising that the QM calculations at the well established 
CCSD(T)/CBS level predicted interaction energies that correlate very well with the 
experimental results (Table 3). However, it would be interesting to see whether a 
classical pairwise additive force is also able to model adsorption process with rea-
sonable accuracy. The force field simulations were performed using all atom optimal 
potentials for liquid simulations (OPLS-AA) by Jorgensen et al.41 The simulation was 
carried under periodic boundary conditions to simulate infinite graphene. Graphene 
surface was kept flat and therefore there was no need to account for electrostatics 
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of graphene, because it would cancel out anyway. Therefore, the intermolecular in-
teraction of graphene with small molecule was simulated only by using the Lennard 
– Jones (LJ) potential (with parameters by Chang & Steele61). The interaction energy U 
between graphene surface and adsorbed molecule was averaged over the molecular 
dynamics trajectory. The enthalpy of adsorption was then calculated as ∆H = ∆U – RT. 
See also discussion in the Introduction.

Our calculations have shown that adsorption enthalpies obtained from molecular 
dynamics simulations agree with the experimental data fairly well; the correlation co-
efficient for all tested molecules is r = 0.93. The main discrepancy is that the theoret-
ical enthalpies are underestimated with respect to the experimental values by about 
~20 %. We can hypothesize that this is in part due to lack of polarization in force field 
simulations. Note that according to SAPT calculations the polarization contributes on 
average ~10 % of the total attractive interaction. Other effect that might play a role 
when comparing modelling with experiment is  the irregularities of real graphene 
surface. Nevertheless, the force field simulations were able to distinguish the weakly 
and strongly adsorbed molecules and thus can be used as a semi-quantitative tool for 
estimating interaction energies of large molecules with graphene.
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Hydrogen storage in carbonaceous materials and their derivatives is currently a 
widely investigated topic. Rational design of novel adsorptive materials is often at-
tempted with the help of computational chemistry tools. In particular, hydrogen ad-
sorption capacity is assessed using quantum mechanical (QM) calculations, usually 
density functional theory (DFT). However, it is well known that various exchange-cor-
relation functionals provide a very wide range of hydrogen binding energies. In this 
work we calculated reference dissociation curves for physisorption of hydrogen mol-
ecule on two different model compounds, coronene and coronene modified with bo-
ron and lithium (coroB2Li2), shown in Figure 11. Whereas coronene represents weak 
adsorption typical for carbonaceous materials, the coroB2Li2 molecule simulates 
much stronger binding of molecular hydrogen in modified sorption materials.

3.3. Choosing a Density Functional for Modeling of Adsorptive Hydrogen Storage

In the first part of this study we performed the DFT-SAPT calculations on the 
two model complexes in order to decompose the intermolecular energy into phys-
ically meaningful components. The results confirmed our assumption, that the cor-
onene…2H2 complex is stabilized predominantly by dispersion interaction (75%), 
while the coroB2Li2…2H2 complex is, apart from dispersion, stabilized also by induc-

Figure 11. The coronene…H2 and the coroB2Li2…H2 
structure.
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tion, whose contribution is comparable. The different nature of binding in the non-
polar and polar complexes can explain the observed differences in performance of 
various DFT functionals for the two binding situations, as discussed below.

As a reference for further comparisons we have chosen the high level QM CCSD(T) 
calculations with estimate of the complete basis set limit. Quality of this reference was 
further verified by a single point diffusion quantum Monte Carlo calculation for the 
coronene…H2 complex at the optimal distance. The reference CCSD(T)/CBS curves 
are shown in Appendix and in the following I will discuss only the binding energies. 
Our calculations predicted the binding energy –4.68  kJ/mol for the coronene…2H2 
complex and –14.25 kJ/mol for the coroB2Li2…2H2 complex. Note that the interaction 
energy in the second complex is relatively very high for an adsorptive interaction and 
is close to the optimal value for adsorptive storage suggested by Bathia et al.48 There-
fore, this complex should be a good model for assessing hydrogen storage in high 
capacity materials.

Comparison of the dissociation curves obtained with pure DFT functionals (with-
out empirical correction) with the reference calculations (see appendix) showed that 
for the dispersion bound coronene…2H2 all of these functionals fail to give reliable 
description (see Table 4). Some of the functionals do not bind molecular hydrogen 
at all (BLYP, B3LYP). The closest to the reference and the only functional which cor-
rectly predicted equilibrium distance is the Truhlar’s M06 functional. Nevertheless, 
even M06 underestimated the binding energy by more than 50 %. In the case of the 
polar coroB2Li2…2H2 complex, the pure DFT functionals correctly predicted equilib-
rium distances, but the underestimation of interaction energy is still notably large 
(20-55 %). The only exception is SVWN functional, which overestimates the binding 
energy in both complexes by about 50 %. Apparently, none of the standard and widely 
used functionals can be used for accurate estimation of hydrogen adsorption on car-
bonaceous materials, not even in the case of highly polar complexes.

Perhaps the simplest way to include dispersion interaction in DFT calculations is 
through an empirical dispersion correction. Here we have chosen one of the widely 
available dispersion corrections by Grimme, DFT-D3, , which is parameterized for a 
variety of commonly used DFT functionals. As expected, the dispersion correction sig-
nificantly improved accuracy of both complexes. Interestingly, in the dispersion dom-
inated complex the performance of the BLYP-D3 and B3LYP-D3 methods was remark-
ably good (interaction was overestimated by only 3 % with B3LYP-D3).  However, in 
the case of the polar coroB2Li2…2H2 complex the dispersion correction overestimated 
the interaction energy with all DFT functionals, on average by about ~15 %. We can 
only hypothesize that this is a consequence of using the dispersion parameters de-
rived to work well for small organic molecules for description of interactions in large 
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conjugated molecules. 
The last group of methods tested in our work were the density functionals in 

which dispersion correction is at least partially derived from the DFT electron den-
sity. Although the tested density based dispersion functionals are not as accurate 
as the best DFT-D3 combinations for the weakly bound coronene…2H2, they better 

describe stronger binding in the more polar coroB2Li2…2H2 complex. Especially the 
optB88+vdW and vdW-DF2 functionals provided the best results for the intermolec-
ular interaction energies (6 % error with vdW-DF2) and equilibrium distances of the 

Table 4. Interaction energies per H2 molecule kJ/mol and 
error with respect to reference CCSD(T)/CBS calculation. In 
the cases denoted by an asterisk (*), the dissociation curve is 
purely repulsive and does not exhibit a minimum.

Coronene...H2 CoroB2Li2...H2

method ∆E0 % ∆E0 %
CCSD(T)/CBS –4.68 –14.25
BLYP -* –6.39 –55 %
PBE –1.16 –75 % –11.47 –19 %
TPSS –0.54 –89 % –9.61 –33 %
B3LYP -* –7.80 –45 %
LDA –7.76 66 % –20.65 45 %
PBE0 –0.95 –80 % –11.26 –21 %
PW91 –2.00 –57 % –10.15 –29 %
M06 –2.06 –56 % –11.25 –21 %
BLYP+D3 –4.55 –3 % –16.17 13 %
PBE+D3 –5.58 19 % –17.16 20 %
TPSS+D3 –5.03 7 % –16.81 18 %
B3LYP+D3 –4.83 3 % –16.41 15 %
B97-D –5.63 20 % –16.05 13 %
PBE0+D3 –5.36 14 % –16.72 17 %
PBE+TS –6.02 29 % –16.05 13 %
optB88+vdW –5.85 25 % –15.22 7 %
vdW-DF –6.58 41 % –14.54 2 %
vdW+DF2 –5.53 18 % –15.05 6 %



polar complex. Although the vdw-DF functional performed even better in estimating 
the intermolecular energy (2 % error) the equilibrium distance was too large. (see 
figures in appendix) Because the coroB2Li2…H2 complex is probably a better model for 
high-capacity hydrogen storage materials, the recent functionals with density based 
dispersion correction may be a good choice in this case. It should be noted that these 
methods are less empirical and therefore potentially more robust for unusual binding 
situations, which are far from those considered in the empirical parameterizations 
like DFT-D3. 

Conclusions. In our work we have calculated high level QM reference data (cou-
pled-clusters singles and doubles with perturbative triple excitations, CCSD(T); com-
plete basis set estimate) for two model systems for hydrogen storage and compared 
them with a selection of widely used density functional based methods, both with and 
without inclusion of dispersion energy. Our results may serve as a guide for choosing 
a suitable DFT method for quick assessment of hydrogen binding capacity of new-
ly designed materials as well as reference for assessing accuracy of previously pub-
lished DFT results.



The aim of this thesis was to study intermolecular interactions in graphene-based 
nanomaterials by means of computational chemistry. Variety of computational 
methods have been employed, from empirical force fields to highly accurate ab ini-
tio approaches. Among the investigated topics were hydrogen storage, liquid phase 
graphene exfoliation and adsorption on graphene in general. 

In a work combining theoretical calculations with experiment we have shown 
that intermolecular interactions between graphene and small organic molecules can 
be well described by high level super-molecular methods, such as CCSD(T) combined 
with complete basis set estimate. Experimentally measured values of adsorption en-
thalpies of acetone, acetonitrile, dichloromethane, ethanol, ethyl acetate, hexane, and 
toluene agreed with the theoretically predicted values reasonably well.

Nevertheless, the high level wavefunction based methods are computationally de-
manding and other (more efficient) methods need to be considered, especially when 
modeling nanomaterials on a larger scale. One of the highly popular methods is Densi-
ty Functional theory. In order to assess quality of the DFT based predictions, we have 
chosen two graphene-like structures interacting with molecular hydrogen. One of the 
structures (coronene) modeled weak binding, whereas the second (coronene/boron/
lithium construct suggested by us) modeled very strong hydrogen adsorption close to 
the theoretical optimum for adsorptive hydrogen storage. On these two complexes we 
have tested the performance of the commonly used density functionals, such as LDA, 
GGA, and hybride meta-GGA, but also functionals with several empirical and nonem-
pirical dispersion correstions. We have demonstrated that the more recent dispersion 
corrected methods are capable of reasonable estimates of hydrogen adsorption ener-
gies, although they generally tend to overestimate binding in the coronene/boron/
lithium complex, which is more relevant to modeling of perspective hydrogen storage 
materials. This purely computational study also proposed a model compound that 
fulfills requirements for optimal adsorptive hydrogen storage.

There are tasks, which cannot be solved with the highly demanding tools of quan-
tum chemistry; those are studies of graphene dynamics, its interactions with explicit 
solvent, molecular diffusion, etc. For such cases the methods based on classical me-
chanics are the only appropriate tool. We have simulated the process of graphene 
exfoliation in two polar (quadrupolar) solvents and investigated the importance of 
graphene electrostatics in it. We have found that while inclusion of graphene quadru-
polar interactions has negligible effect on thermodynamic stabilization of exfoliated 
graphene, it may be important when describing the association barrier, which could 
partly explain the kinetic stabilization of exfoliated graphene in certain solvents.
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Electric quadrupole moment of graphene and its
effect on intermolecular interactions

Mikuláš Kocman, Martin Pykal and Petr Jurečka*

Carbon atoms in aromatic compounds exhibit a permanent electric quadrupole moment due to the

aromatic p electron distribution. In the case of small aromatic hydrocarbons, this quadrupole contributes

significantly to their intermolecular interactions, but when the honeycomb lattice is expanded to infinity,

the quadrupolar field sums to zero and its significance vanishes. Therefore, electrostatic interactions

with graphene are often omitted in force field molecular modeling. However, for a finite sheet, the

electrostatic field decays only slowly with increasing size and is always non-negligible near edges.

In addition, in a corrugated graphene sheet, the electrostatic field near the surface does not vanish

completely and remains sizeable. In the present study, we investigated the magnitude of the graphene

quadrupolar field as a function of model size and graphene corrugation, and estimated the error

resulting from its neglect in molecular dynamics simulations. Exfoliation energies in benzene and

hexafluorobenzene were calculated using the potential of mean force method with and without explicit

quadrupoles. The effect on exfoliation energies was found to be quite small. However, the quadrupole

moment may be important for graphene sheet association (aggregation) as it affects barrier heights, and

consequently kinetics of association. Our results indicate that quadrupolar interactions may need to be

considered in molecular modeling when graphene is corrugated or bent.

1. Introduction

Recent progress in graphene-related nanotechnologies has
fuelled interest in theoretical modeling of graphene-based
materials. Different levels of theory can provide important
information about various material properties, its behavior
and chemistry.1 Electronic, mechanical, optical and other
properties related to electronic structure are usually obtained
from quantum chemical calculations. Detailed atomistic infor-
mation about dynamical processes occurring on longer time
scales, such as interactions with biomolecules or the surrounding
environment, is typically modeled using molecular mechanics
and force fields. The chosen level of theory determines the
computational cost and also accuracy of the resulting description
of individual properties and features.

The feature of graphene that is of interest in this article is its
electric quadrupole moment. Whereas quantum mechanical
treatments are in general capable of providing an accurate descrip-
tion of the graphene quadrupolar field, in empirical force fields,
it is usually ignored. Typically, carbon atoms in force field calcula-
tions are treated as van der Waals spheres and are not assigned
any charge or multipole moment. As we will discuss below,

ignoring the quadrupole moment is in most applications a
reasonable approximation. However, in some cases, this neglect
may result in error, the importance of which is difficult to
prejudge. Here, we focus on modeling the quadrupole moment
of graphene using empirical potentials and molecular dynamics
(MD) simulations and discuss its influence on intermolecular
interactions with finite and corrugated graphene sheets. Note
that there are other important sources of errors in force field
calculations which we do not consider here, such as lack of
explicit polarization in pairwise additive potentials. Although the
effect of missing polarization is expected to be important, it is
beyond the scope of this work, which aims to estimate errors that
result solely from neglecting the quadrupolar interaction in force
field calculations. Another problem is that not only quadrupolar,
but also dipolar electric field may arise in real graphene upon its
deformation. This effect, however, cannot be modeled by a
classical force field, therefore we also do not consider it here.

Let us first examine the origin of graphene’s quadrupole
moment in more detail. Molecules of aromatic hydrocarbons
have strong molecular electric quadrupole moments arising from
two different sources. First, carbon atoms in aromatic rings
exhibit a permanent quadrupole moment due to the aromatic
p electron distribution. High electron densities above and
below the graphene layer generate a quadrupolar field charac-
terized by a negative Qzz component of the quadrupolar tensor
perpendicular to the aromatic ring (z direction in Fig. 1a).
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Henceforth, we will refer to this contribution as the ‘‘atomic
quadrupole’’. The remaining elements of the quadrupolar
tensor are much smaller and vanish on the inner carbon atoms
for larger molecules (see also ref. 2). Second, in aromatic hydro-
carbons, a molecular quadrupole may arise due to the polarity of
C–H bonds. For instance, in benzene, the Qzz molecular compo-
nent due to partial charges on hydrogen and carbon atoms is of
the same sign as the atomic quadrupole (Fig. 1b). We will refer to
this component as the ‘‘CH polarity quadrupole’’. Note that a
quadrupole of the latter type may also arise due to other substi-
tutions. For instance, hexafluorobenzene exhibits a CF polarity
quadrupole, with a Qzz sign opposite to that of the CH polarity
quadrupole. In smaller polyaromatic molecules the atomic and
CH polarity quadrupoles are comparable in magnitude.2

In an infinite and perfectly planar graphene sheet, the quad-
rupolar contributions arising from individual carbon atoms add
up in such a way that the overall electrostatic potential (ESP)
near the surface vanishes completely. However, here we are
interested in finite and possibly corrugated graphene leaves. In
a small polyaromatic molecule, the atomic quadrupolar contri-
butions sum to create a molecular electrostatic potential similar
to the one depicted in Fig. 2. The ESP of larger graphene flakes
has similar features. We will now consider the long-range and

short-range parts of the ESP of finite graphene flakes separately
and discuss how they change with model size.

In the long range limit, i.e., at distances that are large
compared to the size of the graphene flake itself, ESP decays
as R�3. Here, the electrostatic field in the z direction (see Fig. 2)
is characterized by a macroscopic quadrupole, QMacro

zz , which is
simply the sum of the individual carbon atomic quadrupoles,
Qzz (Q

Macro
zz = NQzz). It should be noted that the R�3 decay in the

z direction can only be observed very far from the graphene
surface, for instance at tens of mm for mm-sized flakes, i.e., far
from the vdW contact region. Although the macroscopic quadru-
pole has not been reported for a single graphene flake, a value of
Qzz = (�3.03 � 0.10) � 10�40 Cm2 per carbon atom has been
calculated frommacroscopic quadrupole measured by Whitehouse
and Buckingham for graphite particles.3 We assumed that this
value also applied for the graphene atomic quadrupole.

When approaching the graphene flake surface, the distance
dependence of the electrostatic potential weakens (see also the
discussion below). The region corresponding to the weaker
distance dependence of the electrostatic potential is very wide,
ranging from the surface to about one fifth of the flake
diameter in the z direction. In this work, we focused mainly on
the contact vdW region about 3.4 Å above the surface (indicated
by a dashed line in Fig. 2). As the size of the graphene flake
increases, the electrostatic potential in this region asymptotically
approaches zero, as noted above. Thus, despite bearing a size-
able macroscopic quadrupole moment, the quadrupolar contri-
bution to intermolecular interactions at its surface almost
vanishes for large perfectly planar graphene flakes.

Closer to the graphene surface, at the distances typical for
vdW interactions, a periodically varying microscopic field arises
due to the atomic structure of the surface. The inset of Fig. 2
shows this periodic component as a mild undulation in the ESP
contours when passing from one carbon atom to another.
Albeit rather weak, the periodic quadrupolar component has
been shown to influence the adsorption of gases on a graphite
surface.4–6 According to Vernov and Steele,4 it has little effect
on the adsorption energies but substantially alters barriers to
the free translation and location of energy minima of N2 and
H2O molecules on graphite. Later, Do and Do5 considered the
polarization of an adsorbed fluid (argon) by the periodic quad-
rupolar field and showed that dipoles induced in the adsorbed
gas repel each other and reduce the stability of the adsorbed
layer (surface mediation effect). In this article, we do not
discuss the periodic component (although it is included in
our simulations) but rather focus on the strength of the
quadrupolar potential as a function of the finite flake size
and corrugation.

To investigate the importance of quadrupolar interactions of
graphene flakes with the surrounding medium, we chose to
model liquid phase exfoliation in two solvents that differ in
the sign of their Qzz quadrupole tensor components, namely
benzene and hexafluorobenzene (C6F6). Liquid phase exfolia-
tion is a process in which solubilized graphene mono- and
multi-layers are produced upon sonication of graphite in suitable
solvents. This process is an important potential method for the

Fig. 1 Two components of the quadrupole moment in a benzene
molecule. Similar components contribute to the quadrupole of finite
graphene flakes.

Fig. 2 Electrostatic potential around a small polyaromatic molecule
(coronene). The dotted line is plotted 3.4 Å above the graphene surface,
i.e., at a typical vdW distance.
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large scale and low cost production of medium sized graphene
flakes. The key to this technology is finding an efficient, cheap
and environment friendly solvent for solubilizing graphene to
concentrations above 1 mg ml�1, which is currently challenging.7

A number of solvents for graphene solubilization have been
studied experimentally8,9 and theoretically.10,11 It has been sug-
gested that the best solvents are those whose surface energies are
close to that of graphene itself (68 mJ m�2),12 thus minimizing
mixing enthalpy. Even better predictions are obtained by using
Hansen solubility parameters;13 approximate values of dD,G B
18 MPa1/2, dP,G B 10 MPa1/2 and dH,G B 7 MPa1/2 have been
suggested by Coleman’s group,14 leading to the discovery of a
number of new efficient solvents for graphene.12

Benzene and C6F6 represent a particularly interesting pair of
exfoliation solvents. They have reasonably similar Hansen
solubility parameters (benzene: dD,G B 18.0 MPa1/2, dP,G B
0.0 MPa1/2 and dH,GB 2.0 MPa1/2; C6F6: dD,GB 16.9 MPa1/2, dP,GB
0.0 MPa1/2 and dH,G B 0.0 MPa1/2),13 and therefore are expected to
exhibit similar exfoliation efficiencies. Nevertheless, experiments
have shown that whereas C6F6 is quite a good exfoliation solvent,
benzene is a rather poor one.9 Interestingly, benzene and C6F6
differ in their quadrupole moment, which is of similar magnitude
but has opposite sign. Therefore, we decided to test whether this
fact can explain the observed difference in exfoliation efficiencies
of these two solvents. In molecular mechanics, this could easily be
tested by comparing simulations with and without atomic quad-
rupoles placed on the graphene model.

Our paper is organized as follows. First, we analyze the
electrostatic potential at different locations near to graphene flakes
as a function of size and corrugation. Then, we estimate Gibbs
energy changes of graphene flake exfoliation with and without a
quadrupole moment by pulling a free graphene leaf from the
surface. After that, the influence of a quadrupole on the solvation
energy of graphene leaves of different sizes in different solvents is
estimated using alchemical transformation of the quadrupole in a
solvent. Finally we estimate exfoliation/association barrier heights
by pulling fixed coplanar sheets in different solvents.

2. Methods

Several different structures were chosen to represent graphene
flakes and supporting graphene in this study. Graphene flakes
were represented by circumcoronene (denoted as C54) or by a
larger 35 � 35 Å rectangular flake with 478 carbon atoms
(denoted as C478). The periodic supporting graphene was
modeled as a 50 � 50 Å rectangular graphene flake (C1008)
in simulations including circumcoronene and as a 70 � 70 Å
graphene flake (C2040) in simulations including C478. A single
graphene sheet was used to model the graphite support.
Exfoliation energies of graphite were shown to be somewhat
higher (by about 18%),15 but this should not affect our results
because we are interested in the relative effect of the electro-
static component rather than the exfoliation energy itself.

Molecular dynamics simulations were performed within the
Gromacs 4.5 software package.16 After equilibration in the NPT

ensemble (P = 1.0 bar, T = 298.15 K), production runs were
performed in the NVT ensemble (T = 298.15 K). All atom GAFF
force field parameters17 were used for carbon atoms in circum-
coronene and graphene flakes and the SPC/E model was
used for water.18 Parameters for C6F6 were taken from the
literature,19 and for benzene, GAFF parameters were used for
vdW spheres and RED20 parameters were used for charges. The
integration step for all simulations was 2 fs and the interval for
data collection was set to 0.5 ps. The cutoff distance for the
direct electrostatics and vdW potential was set to 10 Å. The
particle mesh Ewald method was used to calculate the indirect
electrostatic potential beyond the cutoff distance. Bonds to
hydrogen atoms were constrained during the MD simulations
using the non-iterative LINCS algorithm.

The quadrupole moment of the graphene surface was repre-
sented by a pair of virtual sites placed above and below each
carbon atom. The charges and distances of the virtual sites were
chosen to reproduce the experimental value of the graphite
quadrupole moment Qzz = (�3.03� 0.10)� 10�40 Cm2 measured
by Whitehouse and Buckingham.3 A positive charge (0.52e) was
placed at each carbon atom and two negative charges (�0.26e)
were placed 0.6 Å above and below the graphene plane. The
same values were used for all molecules in the present study.

2.1. Alchemical transformation

Alchemical transformation was used to estimate the effect of
the quadrupole moment on solvation energies of graphene
flakes in benzene, C6F6 and water. The method is based on
thermodynamic integration (TI) of derivatives of the Hamiltonian
with respect to a mixing parameter lambda, which was used to
interpolate the state with and without the quadrupole moment.
We used the 5-point Gaussian quadrature. Each simulation for a
given lambda was equilibrated for 2.5 ns and the sampling period
for data collection was 7.5 ns.

2.2. Graphene peeling

The potential of mean force (PMF) for peeling of the C54 and
C478 molecules from an infinite graphene support was calcu-
lated using restrained MD simulations in an explicit solvent. As
a reaction coordinate, we chose the z-coordinate of one of the
outer carbon atoms, which was slowly pulled in the normal
direction from the graphene surface. The reaction coordinate
was divided into 43 windows separated by 0.48 Å (C54) or
165 windows separated by 0.34 Å (C478). For each window,
16 ns (C54) or 6 ns (C478) MD simulations were carried out.
The umbrella integration method21 was used to reconstruct the
PMF of peeling.

2.3. Thermodynamic integration

The PMF of exfoliation of two carbon sheets (C54) constrained
to be coparallel was calculated using constrained MD simula-
tions in benzene and C6F6 explicit solvents. The 14 Å long
reaction coordinate was divided into 52 windows with unequal
spacing in order to improve sampling of the regions with
rapidly changing force. Each window was equilibrated for
2.5 ns and 7.5 ns was used for data collection. The total force
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acting on the center of mass of a C54 sheet was collected every
0.5 ps. The average force in each window was integrated using
the cubic spline method.

3. Results and discussion
3.1. Electrostatics of finite graphene sheets

A typical size of a graphene flake exfoliated by sonication is
about 1 mm2, which corresponds to about 40 million carbon atoms.
Flakes are usually irregularly shaped, with straight edges; a rectan-
gular flake would have less than 10000 atoms along its edge (1 mm,
10000 Å). Fig. 4 illustrates how the electrostatic potential above the
center of a graphene sheet decays as a function of the distance from
the surface, z. Results are shown for rectangular sheets with several
edge sizes, a, ranging from 10 to 10000 Å. With increasing size of
the flake, the distance dependence of the potential near to the
surface weakens and its amplitude decreases. To estimate the
relative importance of this potential for intermolecular interactions,
we can compare it with the strength of typical vdW interactions,
which dominate binding in graphite: each carbon atom contributes
about 1.4 kcal mol�1 (or 61 meV per atom) to the cohesion energy
of graphite.22 Fig. 4 shows that for sheets smaller than 100� 100 Å,
the electrostatic interaction with a unit charge is more than
1 kcal mol�1, which is comparable to the dispersion interaction
with a carbon-like atom. On the other hand, for sheets larger
than 1000 � 1000 Å, the electrostatic interaction with a unit
charge is much weaker than 1 kcal mol�1 and for a 1 mm flake,
it becomes negligible. Interaction of this quadrupolar field with
uncharged molecules will usually be even weaker.

Next, we examined the potential near the graphene edge.
Fig. 5 shows a plot of the electrostatic potential as a function of
the distance from the flake edge. The electrostatic potential was
calculated 3.4 Å above the surface, corresponding to typical
vdW distances. Results for different sizes of flakes, a, are plotted

in different colors. These results show that for a very large flake,
the potential near the edge converges to a finite value of about
�3.6 kcal mol�1 and for smaller flakes, it is even larger. Thus,
electrostatic interactions with graphene edges may be impor-
tant even for relatively large planar sheets. This may result in
different adsorption properties of the edges as compared to the
rest of the surface.

3.2. Electrostatics of corrugated graphene

Unlike the ideal planar model described above, real graphene
exhibits out-of-plane undulations, often called corrugation.
The corrugation height has been estimated from experiment
as about 1 nm and the length of the ‘‘wave’’ roughly between
5 and 10 nm for free graphene in vacuo.23 As a result of this
corrugation, cancellation of the electrostatic quadrupole in real

Fig. 3 Peeling of graphene flakes (C54 and C478) from an infinite
graphene sheet.

Fig. 4 Electrostatic quadrupolar potential above the surface of a
graphene sheet as a function of the distance from the surface, and size
of the sheet.

Fig. 5 Electrostatic potential next to the surface (3.4 Å) of a graphene
sheet near to an edge as a function of the distance from the edge
(S-coordinate) and size of the sheet. The S-coordinate is negative above
graphene and positive when leaving the flake.
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graphene is expected to be imperfect. We attempted to estimate
the effect of the graphene undulation on the electrostatic
potential near to the surface (3.4 Å above the surface). We
chose to examine three distinct locations on the undulated
landscape, the ‘‘peak’’, the inflex point and the ‘‘valley’’ (see
Fig. 6). Corrugation was modeled as sinusoidal in both the
x and y directions with an undulation height of 1 nm and
8 nm period.

Fig. 7 shows ESP at these three locations as a function of
distance from a rectangular flake (1000 � 1000 Å). For com-
parison, we also show ESP of a perfectly planar flake of the
same size (blue line). As expected, the potential next to the
corrugated graphene was predicted to be substantially larger
than that above the planar sheet. The absolute value was largest
in the valley, somewhat smaller above the peak and very small

near the inflex. Interestingly, whereas ESP was always negative
above the planar carbon sheets, it was positive at the top of the
peak, then changed sign near the inflex and acquired a negative
value in the valley. It also decayed more rapidly with distance
than ESP of a planar sheet.

Fig. 8 shows ESP above a rectangular graphene flake as a
function of its size. The most important difference compared to
planar graphene is that the potential does not converge to zero
but to a finite value with increasing sheet size. For our simple
model, ESP converged to about 2 kcal mol�1 per unit charge
above the peak and about �4.5 kcal mol�1 per unit charge in
the valley. Note that this value is only a very rough estimate
because corrugation in real graphene is irregular and probably
highly environment-dependant. Nevertheless, it is fairly large
and may potentially make a sizeable contribution to the total
interaction energy when graphene interacts with polar or
charged molecules.

The quadrupolar electrostatic potential of corrugated graphene
can be compared with that of benzene and polyaromatic
molecules (Fig. 9). Among polyaromatic hydrocarbons, ESP
was found to be largest for coronene and only somewhat
smaller for benzene, circumcoronene (C-coronene) and dicircum-
coronene (DC-coronene) (3.4 Å above surface in the middle of
the molecule). The value for graphitic carbon is taken from
Whitehouse and Buckingham.3 In the case of corrugated
graphene, the value of ESP in the valley was comparable to
that of benzene, and the values above the peak and near the
edge were smaller in magnitude, but still significant. Because
benzene’s quadrupole is known to play a very important role in
its intermolecular interactions, it is likely that quadrupolar
electrostatic interactions are also important for molecular
interactions with corrugated graphene.

Electric field of graphene’s quadrupole may become sizeable
not only near edges or due to corrugation but every time the
graphene sheet is disturbed from planarity. This happens at
graphene folds or wrinkles but also in processes in which the

Fig. 6 The model of undulated graphene. Corrugation was represented
as an undulation of height h = 1 nm and length L = 8 nm. The electrostatic
potential was calculated 3.4 Å above the surface at three distinct locations,
i.e., the ‘‘valley’’, the ‘‘peak’’, and the inflex point.

Fig. 7 Electrostatic potential as a function of distance from a corrugated
graphene sheet (1000 � 1000 Å) above the peak (red), valley (green) and in
the inflex (violet) of a ripple compared with the potential above a perfectly
planar sheet of the same size.

Fig. 8 Electrostatic potential close to the surface (3.4 Å) of a corrugated
graphene sheet as a function of the sheet size. Potential above the peak
(red), valley (green) and in the inflex of a ripple (violet) is compared with the
potential above a perfectly planar sheet of the same size.
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graphene sheet is mechanically stressed, e.g., during sonication
induced exfoliation. In all these cases, quadrupolar interactions
may need to be considered. Here we should note that when
graphene is deformed, rearrangement of its electronic density
may also generate dipole moment and other multipoles, which
may significantly contribute to the total electric field. However,
because these effects cannot be estimated at the force field
level, we do not discuss them here. The magnitude of the
quadrupolar contribution described in this work may be easily
compared with other effects when their estimates become
available.

3.3. Role of the quadrupole in MD simulations

The quadrupole moment of carbon atoms in graphene is
usually neglected in MD simulations with classical force fields.
Therefore, it is important to determine what role it may play
and whether neglecting it is a safe approximation. In the
present work, we focused mainly on interactions with benzene
and C6F6, which differ in sign of their molecular quadrupole
(Qzz). In particular, we examined whether different exfoliation
capabilities of these two solvents may be explained by inter-
actions with the graphene quadrupole. We also attempted to
estimate the quadrupole contribution to solvation energies of
small graphene flakes by alchemical transformation and TI,
and the PMF of graphene exfoliation considering two different
exfoliation coordinates. Some calculations were also performed
in water.

3.3.1. Potential of mean force of graphene peeling. The
mechanism of liquid phase exfoliation is not yet fully under-
stood and many different pathways may be possible. One
idealized pathway is that the leaving sheet is gradually peeled
from the support. To model this process, we pulled two small
model molecules (circumcoronene and the rectangular flake
C478) from the support by one of the outer carbon atoms
(see Fig. 3 in Methods) and calculated PMF of this process by
the umbrella integration technique (Fig. 10).

The PMF of peeling in C6F6 exhibited a deep minimum at the
contact distance (about 3.4 Å) and then increased monotonically

and reached the exfoliated state without a barrier. The exfoli-
ated state was predicted to be thermodynamically unstable,
consistent with results of MD simulations for other organic
solvents.10 The stabilization energy per carbon atom was
about �0.61 kcal mol�1 for the circumcoronene model and
�0.69 kcal mol�1 for C478. When quadrupoles were included
on the peeled leaves, the exfoliated state was stabilized by
electrostatics and the stabilization energies changed by
0.04 kcal mol�1 (from �0.61 to �0.57 kcal mol�1) for C54
and by 0.01 kcal mol�1 (from �0.69 to �0.68 kcal mol�1) for the
C478 flake. Apparently, the quadrupolar contribution is rela-
tively small in C6F6 and tends to decrease with the size of the
simulated flake. Therefore, neglect of quadrupole moment is
probably a reasonable approximation in this case.

3.3.2. Quadrupole contribution to solvation. The contri-
bution of the quadrupolar moment to graphene’s solvation
energy was estimated by thermodynamic integration of alchemical
transformation. Here we gradually grew atomic quadrupoles
and integrated the accompanying change of Gibbs energy.
To obtain a deeper insight, we simulated growth of both the
natural graphene atomic quadrupoles (denoted as Q), and
quadrupoles of the same absolute value but of opposite sign

Fig. 9 Comparison of ESP near a graphene edge and of corrugated
graphene with ESPs of aromatic hydrocarbons (calculated 3.4 Å above
the surface, in the middle of the molecule).

Fig. 10 Calculated PMF of exfoliation of circumcoronene (top) and C478
(bottom) in C6F6. A distance of about 3.4 Å corresponds to a stacked
bilayer.
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(denoted as �Q). The graphene flake models were not con-
strained, and thus were free to form ripples. Table 1 shows
results for circumcoronene (C54) and the C478 flake, in water,
benzene and C6F6.

Comparison of the simulations with reversed quadrupoles
(Q and �Q) indicated competing electrostatic and polarization
contributions to solvation. The polarization contribution (here
only orientation solvent polarization) is always stabilizing.
On the other hand, electrostatic interactions can be either
stabilizing or destabilizing, depending on the orientation of
the solute and solvent quadrupoles (we assume prevailing
coplanar solvent orientation with the surface). Here, the
interaction is stabilizing for the natural quadrupole on C54
(Q) in C6F6 and the opposite quadrupole (�Q) in benzene.
The electrostatic and polarization contributions to solvation
were apparently of similar magnitude, which resulted in
almost complete cancellation in the cases where the electro-
static component was destabilizing (C54(Q) in benzene and
C54(�Q) in C6F6).

For benzene and C6F6, the quadrupolar contribution to
solvation was relatively small and decreased with the flake size
(contributions per C atom for C54 and C478 were �0.05 and
�0.02, respectively, see Table 1). We did not calculate the total
solvation energy directly, but a rough estimate can be obtained
from the above estimated exfoliation energy and interaction
energy (DGsolv E DGexf + Eint). This gives about �22 kcal mol�1

for C54. Thus, the quadrupolar contribution to solvation in
C6F6 was estimated to be only about 12% and is expected to be
much smaller for larger graphene flakes. Higher results for
water indicate that electrostatic interactions are more impor-
tant in polar solvents, as expected. Nevertheless, it appears that
neglecting quadrupolar interactions in force field calculations
introduces only a relatively minor error in solvation energies
and is probably a justified approximation.

3.3.3. Potential of mean force of coparallel flakes. The PMF
of graphene plates can provide important information relevant
to stability of graphene colloid in a given solvent.10 Here, the
graphene flakes were modeled using two circumcoronene
molecules, which were kept planar and coparallel. One of the
circumcoronenes bore atomic quadrupoles, whereas the other
did not. The circumcoronene without quadrupoles represented
a flat support, for which the electrostatic field cancels out due
to its planarity. The circumcoronene with atomic quadrupoles
mimicked the approaching (or leaving) graphene sheet, which
may be corrugated or bent, and thus exhibit a local quadrupolar
field. For comparison, we also calculated PMF for a model in

which both circumcoronene molecules were without quadru-
poles, as in the classical force field.

Fig. 11 shows PMF in two different solvents, benzene and
C6F6, calculated both with and without atomic quadrupoles on
the approaching molecule. The exfoliation energy in C6F6 was
very similar to that obtained in the peeling calculation
described above (Fig. 10), i.e., about 0.67 kcal mol�1 per carbon
atom. Interestingly, the exfoliation energies in benzene and
C6F6 were very similar. This means that the experimentally
observed difference between the exfoliation efficiencies in the
two solvents cannot be explained by thermodynamic stabili-
zation of the exfoliated state. Nevertheless, the good stability of
the graphene dispersion in C6F6 may be partly explained by
kinetic considerations, as discussed below.

Inclusion of quadrupoles had notable effects on several
characteristics of the PMF curves. Consistent with the results
shown above (using a different exfoliation trajectory, Fig. 10),
the exfoliation energy in C6F6 decreased only slightly (by about
3 kcal mol�1, or 5%) when quadrupoles were included. How-
ever, inclusion of quadrupoles had a more pronounced effect
on the barrier heights. Let us consider an association barrier at
around 6 Å, which separates the solvent separated minimum at
around 7 Å from the contact minimum at 3.4 Å. The height of
this barrier has been shown to play an important role in kinetic
theory of graphene colloid aggregation because it contributes to
colloid stability.10 When quadrupoles were neglected, benzene
provided a slightly larger barrier height than C6F6, which
suggests slower aggregation in benzene. Interestingly, when
quadrupoles were considered, the height of this barrier
increased by 4.2 kcal mol�1 (17%) in C6F6, whereas in benzene
it decreased by 2.7 kcal mol�1 (11%) (note that these are rough
estimates only as they are model-dependent). As a result, the
expected association rate would be slower in C6F6 than in
benzene when quadrupoles are included, as opposed to the
situation when quadrupoles are neglected.

Table 1 Change in Gibbs energy of solvation when quadrupoles are
introduced, DG, for C54 and C478 in different solvents

Circumcoronene
(54 C atoms) 35 � 35 Å (478 C atoms)

DG (kcal mol�1) 0 - Q 0 - �Q 0 - Q 0 - �Q

C6F6 �2.6 0.2 �8.6 0.4
C6H6 �0.1 �2.2
Water �4.9

Fig. 11 PMF of separation of two circumcoronene molecules calculated
in C6F6 with (red) and without quadrupoles (blue) and in benzene
with (brown) and without quadrupoles (green) on the approaching
circumcoronene.
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Because of the sensitivity of reaction rates to barrier heights,
the almost 7 kcal mol�1 change may lead to a significant decrease
of the aggregation rate in C6F6, resulting in better kinetic stability
of graphene colloid in this solvent. Thus, kinetic aspects may
partially explain the experimentally observed better exfoliation
capabilities of C6F6, which cannot be explained by thermo-
dynamic considerations, as discussed above.

4. Conclusions

In this study, we investigated the effect of graphene’s electric
quadrupole moment arising from its p electron distribution on
intermolecular interactions. The magnitude of the graphene
quadrupolar field was studied as a function of model size and
corrugation. For an infinite and perfectly planar graphene
sheet, the quadrupolar field near the surface vanishes
with increasing sheet size, and therefore does not contribute
to intermolecular interactions. However, in small graphene
sheets the electric quadrupolar field decreases with increasing
sheet size only slowly and may have a significant effect for
small flakes, nanoribbons or near the edges of flakes. In
corrugated graphene, the quadrupolar field does not vanish
even for infinite sheets, and in the valleys of the corrugation,
it reaches values comparable to those known for a benzene
molecule. Because cancellation of the quadrupolar field
near a graphene surface is disturbed by the curvature of the
surface, significant electrostatic contributions may be expected
near to graphene bends and folds. These results indicate that
quadrupolar interactions may need to be considered when
modeling intermolecular interactions with corrugated or bent
graphene.

The effect of neglecting quadrupoles was tested in MD
simulations of graphene exfoliation/aggregation in two similar
solvents, benzene and C6F6. Inclusion of explicit quadrupoles
made only a small contribution to the solvation energy of
exfoliated flakes, of the order of a few percent. Although the
electrostatic contribution thermodynamically favors solubiliza-
tion of graphene in C6F6 when compared to benzene, stabili-
zation is too small to explain the striking difference between
the observed exfoliation efficiencies of these two solvents.
However, considering quadrupoles had a marked effect on
the PMF of graphene aggregation. Without quadrupoles, ben-
zene exhibited a higher association barrier than C6F6, but when
quadrupoles were included, the barrier height in C6F6 became
substantially higher than that in benzene. Because the aggrega-
tion barrier height contributes to the kinetic stability of the
exfoliated state, quadrupolar interactions may need to be taken
into account when accurate modeling of graphene aggregation
is needed.

It should be noted that current pairwise additive empirical
potentials also neglect other effects which may play impor-
tant roles in molecular interactions with graphene, such
as polarization, charge redistribution in graphene upon corru-
gation, or charge transfer between interacting molecules. Some
of these effects may be sizeable and comparable in magnitude

with the quadrupolar contribution. The main purpose of
this work was to isolate the quadrupolar contribution and
estimate its magnitude separate from the above mentioned
effects.

In conclusion, corrugated or bent graphene exhibits an
electric quadrupole moment that may be important for inter-
molecular interactions. Our results will help to assess errors
due to omission of quadrupolar electrostatic interactions in
force field MD simulations and improve the general under-
standing of the importance of quadrupolar moments in mole-
cular interactions with graphene.
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ABSTRACT: We present a combined experimental and theoretical
quantification of the adsorption enthalpies of seven organic molecules
(acetone, acetonitrile, dichloromethane, ethanol, ethyl acetate, hexane,
and toluene) on graphene. Adsorption enthalpies were measured by
inverse gas chromatography and ranged from −5.9 kcal/mol for
dichloromethane to −13.5 kcal/mol for toluene. The strength of
interaction between graphene and the organic molecules was estimated
by density functional theory (PBE, B97D, M06-2X, and optB88-vdW),
wave function theory (MP2, SCS(MI)-MP2, MP2.5, MP2.X, and
CCSD(T)), and empirical calculations (OPLS-AA) using two graphene
models: coronene and infinite graphene. Symmetry-adapted perturbation theory calculations indicated that the interactions were
governed by London dispersive forces (amounting to ∼60% of attractive interactions), even for the polar molecules. The results
also showed that the adsorption enthalpies were largely controlled by the interaction energy. Adsorption enthalpies obtained
from ab initio molecular dynamics employing non-local optB88-vdW functional were in excellent agreement with the
experimental data, indicating that the functional can cover physical phenomena behind adsorption of organic molecules on
graphene sufficiently well.

■ INTRODUCTION
Since its discovery, graphene1 has been demonstrated to have
promising applications in diverse disciplines, ranging from
electronics to medicine.2,3 It has been shown that the potential
applications of graphene can be extensively broadened by
various modes of functionalization, including non-covalent
binding (adsorption) of molecules and nanoparticles.4 One
particularly interesting branch of research is the development of
graphene-based chemical detectors, which can achieve such a
high level of sensitivity that individual molecules adsorbed on
graphene can be detected.5,6 However, further progress requires
quantification and understanding of the interaction of adsorbed
molecules with graphene.
Quantification and identification of the nature of the

interaction of adsorbed molecules on graphene pose several
challenges from a theoretical perspective. Adsorption of small
single molecules on graphene can be evaluated by quantum
mechanical calculations based on density functional theory
(DFT).7,8 DFT can readily accommodate the periodic
boundary conditions necessary to model a graphene sheet
and can, in principle, calculate the adsorption properties of an
arbitrary molecule. However, the reliability of the results
obtained with the most widely used exchange-correlation DFT
functionals, i.e., local density approximation (LDA) and
generalized gradient approximation (GGA),9,10 is often
inadequate. In particular, omission of non-local electron
correlations can severely affect the calculated adsorption
properties because the interaction of guest molecules with
graphene involves a large component of London dispersive

forces of non-local nature. Recently, several techniques have
been developed to combat this shortcoming, ranging from
empirical corrections11 and addition of a non-local correlation
core (vdW-DF)12 up to fully non-local and computationally
expensive methods, such as random phase approximation.13,14

However, there is a current lack of suitable experimental data
with which to assess the performance of these methods.
In this paper, we present a combined experimental and

theoretical study of the adsorption of seven small organic
molecules onto graphene, which aimed to identify the
magnitude and nature of the interaction. We used inverse gas
chromatography to determine the adsorption enthalpies of gas-
phase molecules to graphene flakes. This method allows
adsorption enthalpies of volatile organic compounds onto a
given surface to be measured directly and has previously been
used to determine surface and interaction properties of various
carbon-based materials, e.g., graphite,15,16 carbon nanotubes,17

and activated carbon.18 However, to date, no reports have
analyzed the interaction of molecules with graphene. To
address this deficiency, we performed ab initio molecular
dynamics (AIMD) simulations based on DFT to identify
energetically favorable configurations of adsorbed molecules
and evaluate the adsorption energies. In particular, we
investigated use of the optB88-vdW DFT functional, which
includes a contribution from non-local correlations.19 For
comparison, we also evaluated the adsorption properties using
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an empirical force field typically used to analyze the interaction
of graphene with large assemblies, such as nucleobases20,21 or
large molecules.22,23 In addition, we calculated the properties of
molecules adsorbed on coronene, which has been suggested to
be a suitable small model of graphene.24−28 The coronene
model also allows the treatment of non-local correlations via
the benchmark CCSD(T) method and evaluation of the
contributions to the enthalpy of adsorption arising from zero-
point and thermal vibrations. The nature of the interaction was
examined in further detail using the symmetry-adapted
perturbation theory (SAPT) method.29

■ EXPERIMENTAL AND COMPUTATIONAL
METHODS

Differential isosteric adsorption enthalpies (heats of adsorption),
ΔHads, were measured by inverse gas chromatography (iGC) using an
SMS-iGC 2000 instrument (Surface Measurement Systems, UK)
equipped with an SMS silylated column (diameter 4 mm, length 30
cm) containing 18.8 mg of graphene flakes (Graphenesupermarket,
AO-1) with a surface area of 510 m2/g. Measurements were carried
out with n-hexane (Merck, LiChrosolv for LC, ≥98%), toluene
(Sigma-Aldrich, Chromasolv for HPLC, 99.9%), dichloromethane
(Merck, LiChrosolv for LC, ≥99.9%), ethyl acetate (Lach:ner, for
HPLC, min. 99.8%), ethanol (Merck, gradient grade LiChrosolv for
LC, ≥99.9%), and acetonitrile (Lach:ner, HPLC supergradient, min.
99.9%).
The adsorption enthalpies ΔHads for a given coverage ν can be

calculated from the Clausius−Clapeyron equation:

∂
∂

=
Δ

Δ
⎜ ⎟
⎛
⎝

⎞
⎠

P
T

H
T Vv

ad

(1)

where T is the thermodynamic temperature. Assuming ideal gas
behavior and that ΔV is approximately equal to the volume of vapor in
the gas phase, this equation can be rewritten as
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where R is the universal gas constant and P is pressure. The adsorption
enthalpy can then be derived from a plot of ln P vs 1/T. Further details
on how ln P can be calculated from elution times measured by iGC can
be found in the literature.30,31

Scanning electron microscopy (SEM) images were captured on a
Hitachi 6600 FEG microscope operating in the secondary electron
mode and using an accelerating voltage of 5 kV. Energy dispersive X-
ray spectra (EDS) were also captured on this microscope by using a
NORAN System 7 X-ray microanalysis system and an accelerating
voltage of 5 kV. The SEM sample comprised a dried powder sample
mounted on an aluminum holder with double-sided adhesive carbon
tape.
Benchmark wave function calculations were performed for model

complexes on coronene using the TurboMole 6.3 program32 and
Molpro 2012 package.33 The CCSD(T)/CBS estimate was obtained
by extrapolating34 the cc-pV(T,Q)Z/MP2 energies and correcting for
higher order correlation effects obtained at the CCSD(T)/cc-pVDZ
level.35 MP2.5/CBS and MP2.X/CBS energies were evaluated
analogically, with the correction term obtained at the MP3/cc-pVDZ
level.36 The SCS(MI)-MP2 method was used with parameters of cOS =
0.4 and cSS = 1.29, as recommended for cc-pV(T,Q)Z extrapolation.37

All energies were corrected for the basis set superposition error by
using the counterpoise correction38 (see Supporting Information for
rigorous definitions and details). Geometry optimizations were carried
out with cc-pVDZ and cc-pVTZ basis sets for MP2 and M06-2X,39 and
B97D,40 respectively, using the Gaussian09 package.41 Frequency
calculations were performed at the B97D/cc-pVTZ level to determine
the zero-point energy (ΔΔE0), thermal (ΔΔET), and enthalpy
(ΔΔEH) corrections. These corrections contribute to the enthalpy
ΔH and internal energy ΔU as follows:

Δ = Δ + ΔΔ + ΔΔ + ΔΔH E E E ET H0 (3)

Δ = Δ + ΔΔ + ΔΔU E E ET0

where ΔE stands for the electronic energy. All electronic energies
discussed in the text are adsorption (i.e., stabilization) energies, ΔE,
defined as the energy difference between the complex and infinitely
separated fragments (graphene/coronene and molecule), whereas the
interaction energy, ΔEint, corresponds to fragments with the geometry
of the complex. The difference between the adsorption and interaction
energies is termed the deformation energy, Edef, of the fragments, i.e.,
ΔE = ΔEint + Edef

gr + Edef
mol (see Supporting Information for further

details).
SAPT decomposition allows the interaction energy to be partitioned

into physically meaningful components. Here, we used DFT-
SAPT42−45 implemented in the Molpro program package.33 The
components obtained from the SAPT calculation were gathered into
four terms corresponding to electrostatics, exchange repulsion,
induction, and dispersion:

= + + +‐E E E E ESAPT
elst exch rep ind disp (4)

where Eelst is Eelst
(1), Eexch‑rep is Eexch‑rep

(1) , Eind is Eind
(2) + Eexch‑ind

(2) + δ(HF), and
Edisp is Edisp

(2) + Eexch‑disp
(2) (for more details on DFT-SAPT, see the

references above). We used the LPBE0AC exchange-correlation
potential42−49 for monomer calculations and a cc-pVTZ basis set.

DFT calculations on graphene were performed using the projector-
augmented wave (PAW) method in the Vienna Ab initio Simulation
Package (VASP) suite.50,51 The energy cutoff for the plane-wave (PW)
expansion was set to 400 eV, as further increasing the energy cutoff to
500 eV resulted in no change in the calculated adsorption energies.
The graphene sheet was modeled using a 4×4 supercell (32 carbon
atoms) with a calculated C−C bond length of 1.44 Å. The periodically
repeated sheets were separated by 15 Å of vacuum. The AIMD
simulation was used to mimic finite temperature effects; molecules
were placed onto a graphene sheet, and the system was treated as a
canonical (NVT) ensemble. The temperature in the simulation was set
to 333 K, which was typical of the temperature used in the experiment.
AIMD simulations were performed for at least 5 ps with a time step of
1 fs. Adsorption energies were obtained by quenching low-energy
configurations from the AIMD run (ΔEAIMD) and by time-averaging
Kohn−Sham energies Δ⟨EAIMD⟩ obtained in the AIMD simulation. In
order to determine enthalpies of adsorption ΔHAIMD, we corrected the
adsorption energies on graphene, ΔEAIMD, by the zero-point (ΔΔE0)
and thermal (ΔΔET) corrections from the coronene model and −RT
(∼ΔΔEH). The Δ⟨EAIMD⟩ obtained from the AIMD simulations
intrinsically included thermal corrections. Thus, the respective
enthalpy Δ⟨HAIMD⟩ was calculated by adding zero-point energy and
−RT corrections only.

Force field (FF) simulations were performed using all-atom optimal
potentials for liquid simulation (OPLS-AA).52 Structures and top-
ologies of the molecules were taken from the Gromacs Molecule &
Liquid Database.53,54 Graphene was modeled by 3936 atoms, which
were kept in fixed positions in a planar hexagonal lattice with a bond
distance of 1.4 Å. Periodic boundary conditions were applied in all
three dimensions of the simulation box, which had a size of 100 × 100
× 130 Å. Intermolecular interactions were calculated using the
Lennard-Jones potential described by Chang and Steele55 with a cutoff
radius of 10.0 Å. The Newtonian equations of motion were integrated
using a 2 fs time step. Each MD run was equilibrated for 0.2 ns, and
the energy Δ⟨EFF⟩ of the molecule−graphene interaction was
calculated as an average of 5000 values over 1 ns of simulation time.
All simulations were performed with a constant volume and a
temperature of 323 K. The adsorption enthalpies from force field
simulations were calculated as follows:

Δ⟨ ⟩ = Δ⟨ ⟩ −H E RTFF FF (5)

where −RT corresponds to the enthalpy correction (ΔΔEH).
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■ RESULTS AND DISCUSSION
Experiment. The adsorption enthalpies (ΔHads) of the

organic molecules to graphene flakes (Figure S1) measured by
iGC ranged from −5.9 to −13.5 kcal/mol (Table 1).

Dichloromethane had the lowest ΔHads, followed by ethanol,
acetonitrile, acetone, ethyl acetate, hexane, and last toluene,
which displayed the highest affinity to graphene. Each
measurement was conducted at five (four for acetone)
temperatures (Table 1) at low coverage ν (∼2.0%), and plots
of ln P against 1/T (Figures S2−S8) were linear for each
molecule with a coefficient of determination (r2) above 0.99,
except for ethanol (r2 ≈ 0.98).
The same ΔHads values were obtained in consecutive

independent measurements under constant conditions, con-
firming the reproducibility of the results. The estimated
experimental error in the adsorption enthalpies was, on
average, less than 0.4 kcal/mol (Table 1). The values of
ΔHads depended on coverage (see Figure 1 for ΔHads of

acetone, toluene, and hexane). ΔHads was more negative at very
low coverage, indicating that adsorption initially occurred onto
high surface energy sites (e.g., sides and edges) of the graphene
flakes but increased with increasing coverage. Once the high
surface energy positions were filled, molecules then adsorbed
onto the graphene surface, as manifested by the constant ΔHads
value. A slight deviation from this behavior was observed for
ethanol: after an initial drop, ΔHads slowly increased with
increasing coverage (data not shown). This can be attributed to
clustering of ethanol molecules (via hydrogen bonds) on the

surface, which is also reflected in the large error bars observed
for ethanol (Table 1). This may also explain the deviation of
the ln P vs 1/T plot for ethanol from linearity (albeit not
statistically significant at α = 0.05). Consequently, the ΔHads
value of ethanol measured at low temperatures was lower (−9.1
kcal/mol) than that at higher temperatures (−5.2 kcal/mol).

Computations on Coronene Model. In order to unravel
the nature of the interaction between the studied molecules and
a graphene-like support, we performed calculations on a finite
model system, i.e., coronene. The calculated geometries of
molecules allowed to relax and adsorb on coronene are
displayed in Figure 2. The coronene model enabled

decomposition of the interaction energies by SAPT (Figure
3a), and computation of zero-point energy, and thermal and
enthalpy corrections (Figure 3b,c), needed to convert
calculated energies of adsorption into enthalpies of adsorption.
The coronene model also enabled the strength of the
interaction to be evaluated by various ab initio methods up to
the CCSD(T) level and identification of a DFT functional
suitable for the description of molecules adsorbed on graphene
(Table 2, Figure 3d).
Figure 3a shows the contributions of dispersion, induction,

and electrostatics calculated by SAPT to the total attractive
energy. For instance, the dispersion contribution (in %) was
calculated as Edisp/(Edisp + Eind + Eelst). Clearly, the dispersion
stabilization was dominant as it contributed more than 60% of
the total attractive interaction for all the complexes considered,
including those that were polar. The second largest attractive
contribution was due to electrostatics, which was very large
even for nonpolar molecules such as hexane. This indicates that
most of the electrostatic attraction originates from large overlap
(or penetration) electrostatics, which is a consequence of quite
short intermolecular distances caused by strong dispersion
attraction. The induction (or polarization) interaction was
comparatively small in all cases. Full SAPT data are shown in
Table S1.
The contributions to the enthalpy of adsorption (ΔH)

according to equation 3 are displayed in Figure 3b,c. The zero-

Table 1. Experimental Adsorption Enthalpies (in kcal/mol)
and Their Respective Confidence Intervals (at α = 0.05) for
Seven Molecules, Measured by Inverse Gas Chromatography
in the Specified Temperature Ranges (Tmin−Tmax in K)

compound ΔHads Tmin−Tmax

acetone −8.2 ± 0.3 303−333
acetonitrile −7.6 ± 0.3 303−343
dichloromethane −5.9 ± 0.5 303−343
ethanol −7.3 ± 0.7 303−343
ethyl acetate −11.5 ± 0.2 303−343
hexane −12.2 ± 0.2 333−373
toluene −13.5 ± 0.3 343−383

Figure 1. Adsorption enthalpies (ΔHads) of acetone, toluene, and
hexane on graphene flakes vs coverage, showing saturation at ∼2%
coverage. Inset: SEM image of the graphene flake.

Figure 2. Calculated geometries of (a) acetone, (b) acetonitrile, (c)
dichloromethane, (d) ethanol, (e) ethyl acetate, and (f) toluene
adsorbed on coronene.
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point energy corrections (ΔΔE0) were similar for all molecules
and increased the adsorption energy by about 0.8−1.3 kcal/
mol. Thermal corrections (ΔΔET) further increased the final
adsorption enthalpies by 0.9−1.6 kcal/mol. On the other hand,
enthalpy corrections (ΔΔEH) had an opposite effect,
decreasing the energies by ∼−0.7 kcal/mol, i.e., by an amount
similar to −RT for an ideal gas. As a result, each correction had
a similar magnitude for all molecules on coronene. Thus, the
adsorption enthalpies (ΔH) were predominantly controlled by
the adsorption energies (ΔE).

Figure 3d displays the calculated adsorption (stabilization)
energies ΔE (obtained by adding monomer deformation
energies to the interaction energies; see Methods and
Supporting Information for definitions) of molecules on
coronene. All methods reproduced the experimental order of
adsorption energies. Compared to the CCSD(T) method,
which provides the most physically robust description of
dispersion interactions, the SCS(MI)-MP2, MP2.5, and MP2.X
methods gave very reliable results with mean errors (MEs) of
0.4, 0.7, and 0.7 kcal/mol, respectively. However, it should be
noted that the MP2 method gave consistently lower adsorption
energies, reflecting the known tendency of MP2 to over-
estimate the dispersion contribution to the correlation
energy.56

Comparison of adsorption energies calculated by DFT
functionals with the reference CCSD(T) data showed that
only functionals incorporating non-local dispersive electron
correlation effects provided reasonable results. Adsorption
energies ΔE calculated by the widely used semi-local GGA
functional PBE were positive (except for ethanol; see Figure
3d), although geometry optimizations with the PBE functional
found minima corresponding to adsorbed states of the
molecules. In this case, slightly negative interaction energies
ΔEint (between −0.4 and −3.2 kcal/mol) were counterbalanced
by positive deformation energies. Adsorption energies
predicted by the B97D functional, which accounts for London
dispersive forces by empirical corrections, were in close
agreement with CCSD(T) values, with a ME of 2.4 kcal/mol.
However, such empirical corrections are pairwise additive,
which limits their use for larger systems.57 The optB88-vdW
functional, which includes a non-local core to account for non-
local correlation effects (as well as many-body vdW energy),
provided better adsorption energies compared to the CCSD(T)
method (ME = 1.8 kcal/mol) and therefore was used for the
simulations of molecules on graphene. It should be noted that
vdW-DF12-based functionals have been shown to be highly
sensitive to the exchange component, particularly in the case of
metal−graphene interactions.58,59 Hybrid meta-GGA M06-2X
functional, which accounts for dispersion using a reparame-
trized exchange-correlation functional, gave the lowest ME of
0.9 kcal/mol with respect to the CCSD(T)/CBS estimate of
adsorption energies.
For the sake of completeness, we also compared interaction

energies ΔEint (i.e., energies not including the deformation
energies) obtained by the optB88-vdW, M06-2X, and SCS-
(MI)-MP2 methods (i.e., the best-performing functionals and
wave function-based method) against those calculated from the

Figure 3. (a) Decomposition of the attractive contributions to the
adsorption energy from SAPT. (b) Adsorption energies/enthalpies
showing the contributions of the zero-point energy (ΔΔE0), thermal
(ΔΔET), and enthalpy (ΔΔEH) corrections. (c) Effects of the
corrections to the adsorption energies. (d) Adsorption energies of
the seven studied molecules on coronene calculated by various
methods.

Table 2. Interaction Energies of Seven Different Molecules
on Coronene (ΔEint in kcal/mol) Calculated with the
optB88-vdW Functional, M06-2X Functional, SCS(MI)-
MP2/CBS Method, and CCSD(T)/CBS Estimate

compound
optB88-
vdW/PW

M06-2X/
cc-pVTZ

SCS(MI)-
MP2/CBSa

CCSD(T)/
CBSa

acetone −8.5 −7.5 −7.9 −7.6
acetonitrile −6.6 −5.4 −6.6 −6.2
dichloromethane −6.8 −5.4 −7.0 −6.7
ethanol −7.8 −7.1 −7.1 −7.1
ethyl acetate −10.5 −9.1 −9.7 −9.7
hexane −11.6 −9.9 −10.7 −10.4
toluene −12.1 −9.7 −13.5 −11.9

aB97D geometries.
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benchmark CCSD(T) method (Table 2). The MEs (0.6, 0.8,
and 0.4 kcal/mol for optB88-vdW, M06-2X, and SCS(MI)-
MP2, respectively) were lower than the thermochemical
accuracy (1 kcal/mol) usually required for such types of
calculations. Owing to the high quality (low ME of the energy)
and reasonable computational demands, we recommend all
three methods for calculations of the interaction energies of
organic molecules to coronene. Full data sets of the adsorption
and interaction energies of molecules on coronene are provided
in Tables S3 and S4.
Computations on Graphene. The adsorption enthalpies

of molecules on graphene were initially calculated using the
empirical OPLS-AA force field. The resulting enthalpies
Δ⟨HFF⟩ (Table 3) correlated to the experimental data with a
correlation coefficient of r = 0.93. Compared to the
experimental data, the force field energies were underestimated
by an average ME of 1.9 kcal/mol. This might be due to the
neglect of polarization energy in the pairwise additive force
fields60 and other limitations of classical force fields.57

Nevertheless, the OPLS-AA force field was able to recognize
weakly and strongly bound molecules, and thus may be suitable
for semi-quantitative estimates of the interaction energies of
large molecules with graphene.
Based on the above-mentioned results, we applied the

optB88-vdW functional to obtain the adsorption enthalpies of
molecules on graphene at a quantum mechanical level by
AIMD. The starting configurations were adopted as the
geometries obtained from the molecule−coronene system
optimizations (Figure 2). All molecules remained bound to
the graphene surface during the AIMD simulations, with the
average surface−molecule distance corresponding to phys-
isorption. It should be noted that, in test AIMD with the
standard PBE functional,49 the molecules spontaneously
detached from the graphene surface, which underlines the
importance of non-local dispersive correlations. Adsorption
energies obtained by quenching low-energy AIMD config-
urations (ΔEAIMD) and time-averaged energies from AIMD
runs (Δ⟨EAIMD⟩) are reported in Table 3. The time-averaged
energies intrinsically included a contribution from thermal
vibrations (ΔΔET) to the internal energy, which slightly
increased the adsorption energy (ΔEAIMD < Δ⟨EAIMD⟩; Table
3). However, the adsorbed molecules did not alter the
electronic structure of graphene, as shown by the band
structure (Supporting Information, Figure S9).
The close agreement between experimental and calculated

values of the adsorption enthalpies ΔHAIMD and Δ⟨HAIMD⟩,
obtained from ΔEAIMD and Δ⟨EAIMD⟩, respectively, by adding
appropriate corrections (see Methods section for details),
indicates that thermal vibrations were well described, even by
using the harmonic approximation on the coronene model.

Theoretical enthalpies of adsorption followed the same order as
the measured adsorption enthalpies, with the strongest binding
being that of toluene and the weakest binding for dichloro-
methane. Moreover, the absolute values of the calculated
adsorption enthalpies were in excellent agreement with the
experimental values (r = 0.99, ME = 0.4 kcal/mol for Δ⟨HAIMD⟩
and r = 0.99, ME = 0.5 kcal/mol for ΔHAIMD). This agreement
shows that modern DFT functionals that include non-local
dispersive interactions can reliably treat even difficult systems,
such as a molecule adsorbed on a two-dimensional graphene
sheet.

■ CONCLUSIONS

Inverse gas chromatography measurements provided exper-
imental values for the adsorption enthalpies of seven organic
molecules on graphene flakes with an error less than 0.7 kcal/
mol (ME = 0.4 kcal/mol). Molecule−coronene systems were
modeled to calculate the strength and nature of the interaction
together with the effect of zero-point energy, thermal vibration,
and enthalpy corrections to the adsorption enthalpy. SAPT
calculations showed that all the considered complexes were
predominantly stabilized by dispersion, which contributes more
than 60% to the attractive energy, even in polar complexes. The
change in zero-point energy upon adsorption was similar for
each molecule and led to an increase of the adsorption energy
by about 0.8−1.3 kcal/mol. Thermal vibrations further
increased the energy by 0.9−1.6 kcal/mol. Thermal correction
to the enthalpy had an opposite effect, decreasing the energy by
∼−0.7 kcal/mol, equivalent to −RT for an ideal gas. As these
contributions were similar (and rather small) for all the
considered molecules, we concluded that the adsorption
enthalpy is mainly controlled by the interaction energy. Ab
initio MD simulations of molecules on graphene were
performed using the optB88-vdW functional. We found that
the order and absolute values of the theoretical adsorption
enthalpies were in excellent agreement with the experimental
values, indicating that the non-local electron correlation is
crucial for proper description of the adsorption to graphene at
the DFT level.

■ ASSOCIATED CONTENT

*S Supporting Information
Figure S1, SEM images and EDS spectra of graphene flakes;
Figures S2−S8, measured slopes of ln P against 1/T for each
molecule; Figure S9, band structures; details on energy
calculations; Table S1, SAPT components; Table S2,
adsorption enthalpy contributions; Tables S3 and S4,
adsorption and interaction energies on coronene; and Table
S5, adsorption geometries of molecules on coronene. This

Table 3. Adsorption Energies ΔE (and Enthalpies ΔH, see text for details, both in kcal/mol) Obtained by Quenching AIMD
Simulations (ΔEAIMD and ΔHAIMD), Averaging Energies Obtained in AIMD Simulations (Δ⟨EAIMD⟩ and Δ⟨HAIMD⟩), and from
Force Field Simulations (Δ⟨HFF⟩); Experimental Adsorption Enthalpies ΔHads Are Also Listed

compound Δ⟨HFF⟩ ΔEAIMD Δ⟨EAIMD⟩ ΔHAIMD Δ⟨HAIMD⟩ ΔHads

acetone −6.6 −9.3 −8.3 −7.8 −7.9 −8.2 ± 0.3
acetonitrile −5.0 −8.0 −6.9 −6.6 −6.8 −7.6 ± 0.3
dichloromethane −6.3 −7.2 −5.8 −5.7 −5.8 −5.9 ± 0.5
ethanol −5.0 −7.9 −6.9 −6.2 −6.4 −7.3 ± 0.7
ethyl acetate −9.4 −13.1 −11.5 −11.5 −11.2 −11.5 ± 0.2
hexane −10.2 −12.2 ± 0.2
toluene −10.5 −15.1 −12.9 −14.0 −12.7 −13.5 ± 0.3
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Abstract 
 
Hydrogen storage in carbonaceous materials and their derivatives is currently a widely 

investigated topic. Rational design of novel adsorptive materials is often attempted with the 
help of computational chemistry tools, in particular density functional theory (DFT). 
However, different exchange-correlation functionals provide a very wide range of hydrogen 
binding energies. The aim of this article is to offer high level QM reference data based on 
coupled-clusters singles and doubles calculations with perturbative triple excitations, 
CCSD(T), and a complete basis set limit estimate that can be used to assess the accuracy of 
various DFT-based predictions. Reference binding curves are calculated for two model 
compounds representing weak and strong hydrogen adsorption: coronene (-4.7 kJ/mol per 
H2), and coronene modified with boron and lithium (-14.3 kJ/mol). The reference data are 
compared to results obtained with widely used density functionals including pure DFT, M06, 
DFT-D3, PBE-TS, optB88-vdW, vdW-DF and vdW-DF2. Dispersion correction, either 
empirical or density-based, improves description in both types of complexes. However, 
density-based dispersion schemes such as vdW-DF2, PBE-TS or optB88-vdW provide more 
accurate results for the more strongly bound coronene/boron/lithium…hydrogen complex, 
which is probably a better model for prospective high-capacity graphene based sorbents. Our 
results may serve as a guide for choosing suitable DFT methods for quickly evaluating 
hydrogen binding potential and as a reference for assessing the accuracy of the previously 
published DFT results. 

 
1. Introduction 
 
Recent progress in graphene-related nanotechnologies has fuelled interest in graphene-

based sorption materials. One potential application of graphene nanostructures is in hydrogen 
storage devices. To be practical, these devices should match or exceed the target gravimetric 
capacity specified by the U.S. Department of Energy (DOE). In addition, they should adsorb 
molecular hydrogen reversibly. In the case of physisorption, the adsorption energy of 
molecular hydrogen should ideally be around 15 kJ/mol per H2 in order to achieve the target 
capacity while still being weak enough to allow hydrogen release under relatively mild 
conditions.1 Since the interaction energy of molecular hydrogen with a pristine graphene 
surface is only about 4 kJ/mol, several modifications of graphene have been proposed to 



increase the strength of this interaction.2–8 While graphene surfaces can be doped with many 
elements, light elements such as boron, lithium, calcium or magnesium must be used to 
achieve the required gravimetric capacity. 

In addition to experimental studies, there have been many attempts to use computational 
methods to design novel materials for hydrogen storage.5–12 Typically, such studies use 
quantum mechanical (QM) methods to predict the geometries and properties of carbonaceous 
structures that incorporate light elements in order to enhance their interactions with molecular 
hydrogen.5–9,11,12 A crucial quantity when designing graphene based sorption materials is the 
interaction energy, which can be related to the adsorption capacity of the studied material. 
Interaction energies are readily calculated using a wide variety of quantum chemical methods 
at various levels of accuracy and reliability.   

The most popular tool for preliminary evaluation of hydrogen adsorption energy is density 
functional theory (DFT). This method is widely used due to its modest computational 
demands and ability to simulate reasonably large periodic structures. Unfortunately, the 
applicability of most current DFT functionals is limited by their inability to describe London 
dispersion forces. Because dispersion (long-range correlation) is an important part of the 
noncovalent binding energy to graphene-like materials, the reliability of results obtained with 
such DFT methods is often questionable. Note, however, that studies focusing on hydrogen 
chemisorption13,14 are less sensitive to the quality of modeling of vdW interactions. 

Considerable effort has been invested in the development of DFT methods that can 
describe dispersion interactions in recent years and many different solutions have been 
suggested.15–27 Dispersion can be included either in the form of a pairwise empirical 
correction,15–17 or with reduced empiricism at various levels of accuracy and computer 
demands.18–23 For instance, an empirical DFT/CC scheme24 described the interactions 
between molecular hydrogen and carbon nanostructures very accurately.25 Unfortunately, the 
availability of dispersion-corrected DFT schemes in current software tools is still limited and 
so they are rarely used (for an example, see ref 26). Moreover, the accuracy of many of these 
schemes is not well tested or understood. Therefore, it would be desirable to have a suitable 
benchmark for adsorptive hydrogen binding that would enable us to meaningfully compare 
different methods. 

Accurate wave function theory QM methods can provide robust and reliable estimates of 
noncovalent binding. However, very high levels of theory and considerable computer 
resources are needed to accurately describe weak dispersion interactions. Note that the 
popular and relatively affordable MP2 method is known to overestimate the dispersion 
contribution to the interaction energy28 and thus is not suitable for benchmark calculations. 
Very accurate results can be obtained with the CCSD(T) method,29 but only when large 
atomic basis sets are employed.30 This makes calculations extremely demanding owing to the 
steep scaling of CCSD(T) demands (≈O(N7)). One viable compromise is to estimate the 
CCSD(T) result at the complete basis set (CBS) limit by combining MP2/CBS  extrapolation 
with corrections for higher-order correlation effects calculated using a smaller basis set,31 and 
also other possibilities exist.30 However, studies of this type are limited to relatively small 
model systems, typically polyaromatic molecules, and are not suitable for production 
calculations. 

Quantum Monte Carlo (QMC) calculations provide an alternative and largely independent 
source of theoretical reference data on interaction energies. The well-established diffusion 
Monte Carlo method with fixed node approximation32,33 (FN-DMC) covers essentially all 
dynamic correlations and is thus (in this particular respect) equivalent to a full configuration 
interaction calculation using a complete basis set. FN-DMC calculations have successfully 
been used to study the interactions of atomic hydrogen (both chemi- and physisorption) with 
coronene and graphene.34 While FN-DMC calculations are extremely time-consuming when 



very high accuracy (below 1 kJ/mol) is required,35 they can provide invaluable help in 
situations where the accuracy of wave function based methods is not well established. 

In this work we calculated reference dissociation curves for the physisorption of molecular 
hydrogen on two different model compounds, coronene and coronene modified with boron 
and lithium (coroB2Li2, Figure 1). Whereas coronene exhibits the weak hydrogen adsorption 
typical of unmodified carbonaceous materials, the coroneneB2Li2 molecule exhibits much 
stronger molecular hydrogen binding characteristic of modified sorption materials. Reference 
interaction energies were obtained using the high-level CCSD(T)/CBS method and FN-DMC 
calculations were performed to verify the wave function results for one complex. These 
reference results were then used to evaluate the performance of several standard DFT 
functionals along with some more recently developed DFT-based methods that include 
dispersion corrections. 

 
2. Methods 
 
Structures. All structures were optimized using the TPSS functional augmented with an 

empirical dispersion term using the B-0.93-35 parameters17 and the cc-pVQZ basis set. 
During this optimization, the distance between the hydrogen atoms of molecular hydrogen 
was held at its CCSD(T)/AVQZ-optimized value (0.742Å).25 Symmetric structures with two 
H2 molecules placed above and below the coronene base (Figure 1) were used to reduce the 
demands of the time-consuming CCSD(T) calculations by exploiting symmetry (the accuracy 
of this approximation is discussed below). Starting from the resulting optimized structures, 
geometries for a distance-dependent scan were generated by varying only the intermolecular 
separation between the sorbent and hydrogen molecules (2.5, 2.8, 3.1, 3.4, 3.7, 4.0, 5.0 and 
7.0 Å). Interaction energies were calculated as the difference in energy between the complex 
and the isolated coronene as one subsystem and two isolated hydrogen molecules as the 
second. The interaction per H2 molecule was then calculated as half of this interaction energy. 
The error due to the presence of the second H2 molecule was found to be smaller than 0.05 
kJ/mol at the MP2/CBS level. 

 
Figure 1. Model systems: coronene…2H2 and coroB2Li2…2H2. 
 

 
 



 
Reference CCSD(T)/CBS Calculations. Reference QM interaction energies were 

calculated according to Eq. 1.  
 

ΔECBS
CCSD(T)    =    ΔECBS

MP2   +   (ΔECCSD(T) - ΔEMP2)|small basis  Eq. 1 
 
The MP2 energy at the complete basis set (CBS) limit (ΔECBS

MP2) was obtained using the 
2-point extrapolation scheme of Halkier and Helgaker, in which HF and correlation energies 
are extrapolated separately.36,37 The correction for higher order correlation effects was 
calculated as the difference between the CCSD(T) and MP2 energies obtained using a smaller 
basis set. The use of a smaller basis set is justified by the weak basis set dependence of this 
contribution.38 The CCSD(T)/CBS evaluation is described in more detail elsewhere.31 For the 
MP2 calculations, the hydrogen molecules and the inner ring atoms of coronene (6 carbon 
atoms) and coroB2Li2 (4 carbon, 2 boron, and 2 lithium atoms) were described using the aug-
cc-pVXZ basis sets (X=T,Q), while the remaining carbon and hydrogen atoms were described 
using the cc-pVXZ (X=T,Q) basis sets. In the CCSD(T) calculations, we used the QZVPP 
basis set for the H2 molecules, the TZVPP basis set for  the inner ring atoms of coronene and 
coroB2Li2, and the TZVP basis set for the remaining atoms. Counterpoise correction was used 
in all calculations. CCSD(T) and MP2 calculations were performed using the TurboMole 6.3 
software package.39,40  

 
Reference Quantum Monte Carlo Calculations. Benchmark diffusion quantum Monte 

Carlo ground-state projection calculations35 for the coronene…2H2 complex were performed 
using the single-determinant Slater-Jastrow trial wave functions, which are known to provide 
an optimal cost/accuracy tradeoff (cf. e.g. ref 41). B3LYP orbitals obtained with the aug-cc-
pVTZ basis set were used and the core electrons were replaced by the appropriate effective 
core potentials.42 The explicit correlation Jastrow functions with electron-nucleus (e-n) and 
electron-electron (e-e) terms were exhaustively variationally optimized for the complex and 
its constituents, respectively. The employed protocol exhibits favorable scaling, ∝O(N3) 
where N is the number of electrons, and relies on fixed-node error cancellation.35 It is known 
to be suitable for benchmark calculations of noncovalent interaction energies in large closed-
shell complexes.43 The statistical error is reported as ± the standard deviation (σ). 

 
SAPT Decomposition of Interaction Energies. The components of the interaction energy 

between the sorbent and H2 molecules were  determined by the DFT-SAPT method of 
Hesselmann and Jansen44–47 as implemented in the Molpro software package.48 In DFT-
SAPT, the monomer is described using density functional theory (DFT) and the 
intermolecular interactions by SAPT (Symmetry Adapted Perturbation Theory).49 The total 
interaction energy is then given by the sum of the following terms (Eq. 2) 

, (Eq. 2) 

where Eelst
(1) is the electrostatic contribution, Eexch

(1) is the exchange repulsion contribution, 
Eind

(2) is the induction or polarization contribution, Edisp
(2) is the dispersion contribution, and 

Eexch-ind
(2) and Eexch-disp

(2) are exchange-induction and exchange-dispersion mixing terms. The 
δ(HF) term approximates higher order induction contributions. Here, these contributions are 
conveniently contracted into four terms: Eelst = Eelst

(1),  Eexch = Eexch
(1),  Eind = Eind

 (2) + Eexch-

ind
(2) + δ(HF) and Edisp = Edisp

(2) + Eexch-disp
(2). All DFT-SAPT calculations were done using the 

cc-pVTZ basis set and PBE0AC density functional45,50,51 with the asymptotically correct 
LB94 xc-potential of van Leeuwen and Baerends52 and a gradient-controlled shift 
procedure.53 

)()2()2()2()2()1()1( HFEEEEEEE dispexchdispindexchindexchelst
SAPT δ++++++= −−



DFT calculations. Some of the most commonly used density functionals were evaluated: the 
LDA SVWN functional,54,55 the GGA functionals BLYP,56,57 PBE,50 B97-D58 and PW91,59 
the hybrid functionals B3LYP60 and PBE0,51 and the meta-GGA functionals TPSS61 and 
M06.62 All DFT calculations were performed using the def2-QZVP basis set and some were 
also performed using the def2-TZVP basis set for comparative purposes. 

Calculations using Grimme’s empirical dispersion correction (DFT-D3) were performed 
with the basis set recommended by the authors (def2-QZVP) in conjunction with Johnson and 
Becke damping,20,63,64 both with and without damped Axilrod-Teller-Muto based three-body 
terms.16 Counterpoise correction was not applied. 

Calculations with the Tkatchenko-Scheffler21 dispersion correction and PBE functional 
(PBE-TS) were performed using the FHI-aims code65 with a tier 2 basis set and a tight grid. 
The VASP code66 was used to calculate vdW-DF,18 vdW-DF267 and optB88-vdW68 
interaction energies in a 20x20x25 Å rectangular box with a 500 Ry cutoff. 

 
3. Results and Discussion 
 
Nature of Binding in Model Complexes. Knowing the nature of hydrogen’s interactions 

with different types of sorbents may help us to understand the performance of various density 
functional based methods. It has been shown that dispersion interactions dominate the binding 
of both polar and non-polar solvent molecules to coronene,69,70 and may also be important in 
hydrogen storage materials.71 Because H2 is a nonpolar molecule we would expect dispersion 
forces to similarly dominate the stabilizing interaction in the coronene…2H2 complex. 
However, in the coroB2Li2 complex hydrogen binds to positively charged lithium atoms. As 
such, the polarization contribution may also be important in this case. To assess the relative 
importance of these stabilizing contributions in our two model complexes, we decomposed 
the total interaction energy into physically meaningful contributions using the DFT-SAPT 
method. The interaction energy can be decomposed into four basic components: electrostatic, 
induction (or polarization), dispersion and repulsion. 

Table 1 shows that dispersion is, as expected, by far the most important contribution in the 
coronene…2H2 complex, accounting for about 75% of its total stabilization. The second 
largest contribution (18%) is from electrostatic stabilization. This comes in part from the 
overlap (penetration) effect and in part from the interaction of coronene’s molecular 
quadrupole with that of the H2 molecule. Note that while the quadrupolar component is 
important for small model compounds such as benzene or coronene, it will be close to zero for 
infinite planar graphene sheets due to the cancellation of the quadrupolar field in this case. 
For this reason the coronene molecule may not be a fully representative model for interactions 
with infinite graphene. However, it should also be noted that quadrupolar interactions may 
become sizeable even in graphene, either on the edges of finite graphene flakes or when the 
graphene is corrugated as is often the case.72 

The situation with the coroB2Li2 complex is different. While the dispersion contribution is 
still quite large in this case, the polarization and electrostatic contributions are equally 
important; their combined stabilizing contribution is about twice that of dispersion. Because 
of its additional induction and electrostatic stabilization, this complex is much more stable 
than coronene…2H2. 

 
 
 
 
 



Table 1. Components of the interaction energy (kJ/mol per H2) in model complexes 
obtained using SAPT decomposition at the equilibrium geometry. 

 
Complex EExch-rep EElst EInd EDisp ETot 
coronene…2H2 6.5 -1.8 -0.8 -7.4 -3.5 
coroB2Li2…2H2 22.0 -13.0 -12.1 -10.9 -14.0 

 
The calculations described above show that the nature of hydrogen binding in nonpolar and 

polar complexes is very different. This should be reflected in the performance of DFT 
functionals for the two binding situations. As we show below, DFT methods without explicit 
dispersion correction perform poorly for the dispersion-dominated coronene complex but their 
results for the dispersion/induction-stabilized coroB2Li2 complex are in much better (albeit 
imperfect) agreement with reference calculations. 

 
Reference CCSD(T)/CBS and FN-DMC calculations. The reference dissociation curves 

obtained at the CCSD(T)/CBS level are shown in Figure 2. For the coronene…2H2 complex, 
our calculations predict an interaction energy of -4.68 kJ/mol per H2 molecule. This result is 
comparable to other CCSD(T)/CBS estimates that have been published for smaller model 
systems. As expected, the calculated binding energy for coronene is greater than that reported 
for benzene (-4.34 kJ/mol) or naphthalene (-4.42 kJ/mol).25 Our reference value is also in 
relatively good agreement with the partly empirical DFT/CC estimate for coronene obtained 
by the same authors (-4.94 kJ/mol), particularly given that the DFT/CC potential was found to 
overestimate the interaction energy of hydrogen with graphene by 0.2 kJ/mol.73 

The reliability of the CCSD(T)/CBS estimate was confirmed by a single point DMC 
calculation on the coronene…2H2 complex at the equilibrium separation (3.1 Å). The DMC 
run provided an interaction energy of -4.31 ± 0.7 kJ/mol, in good agreement with the wave 
function result. Note that the CCSD(T)/CBS and DMC methods are quite different in nature 
but are both regarded as benchmark-quality approaches.  As such, this good agreement gives 
us confidence in the accuracy of our result. 

Comparison of our theoretical estimates with experimental data is less straightforward. 
First, experimental data are available only for the interaction of molecular hydrogen with 
graphite (-51.7 ± 0.5 meV, or -4.99 ± 0.05 kJ/mol);74 its interaction with graphene is expected 
to be around 9 % weaker.75 Second, the interaction of H2 with graphene is expected to be 
somewhat stronger than with our model molecule, coronene; the difference between the two is 
estimated to be -0.5 kJ/mol based on DFT/CC calculations.25 With these two corrections 
accounted for we obtain a value of -4.7 kJ/mol, which is in good agreement with the above 
experimental value.  

Reference interaction curves for the more polar coroB2Li2…2H2 complex are also shown 
in Figure 2. The accuracy of these results should be similar to those for the complex of 
coronene with molecular hydrogen. The estimated interaction energy is -14.25 kJ/mol per H2 
molecule. Note that this large interaction energy is close to the optimal value suggested by 
Bhathia et al.1 (15 kJ/mol), so the coroB2Li2…2H2 complex should be a good model system 
for studying adsorptive hydrogen storage. 

 
Pure DFT Functionals. Let us start with the dispersion-bound complex of molecular 

hydrogen with coronene. Given the importance of dispersion in this complex, it can be 
expected that the widely used LDA, GGA, meta-GGA and hybrid density functionals will not 
describe it correctly. Indeed, as shown in Figure 2 all GGA based functionals with the def2-
QZVP atomic basis set either predict that hydrogen does not bind (BLYP, B3LYP) or 
underestimate its binding to varying extents, depending on the level of error cancellation in 



their exchange-correlation parts. Similar results were obtained with the smaller def2-TZVP 
basis set (not shown). In addition, the equilibrium binding distances predicted by these 
functionals are too long. The M06 meta-GGA functional developed by Truhlar’s group yields 
the best agreement with the reference curve and also predicts the right intermolecular 
distance. However, even M06 underestimates binding quite significantly, by more than 50%. 
Thus, none of the pure (dispersion uncorrected) functionals can be recommended for the 
investigation of weak H2 binding to nonpolar carbonaceous sorbents. 

The SVWN LDA functional is also unsuitable for describing hydrogen adsorption on 
nonpolar adsorbents. According to Figure 2, it overestimates the binding energy in the 
coronene…2H2 complex by about 50% and also predicts too short an equilibrium distance. 
Strong overestimation of binding by SVWN has been reported previously, and its source has 
been traced to the erroneous exchange functional.76 Therefore, predicted sorption energies on 
novel materials obtained with this functional will probably be unrealistically large. 

 
Figure 2. DFT/def2-QZVP interaction energies compared to CCSD(T)/CBS reference data 

for the coronene…2H2 (top) and coroB2Li2…2H2 (bottom) complexes. Interaction energies 
are given per one H2 molecule. 

 
 

 
 
Next, we compare the performance of different functionals for the coroB2Li2…2H2 

complex, in which molecular hydrogen is bound much more strongly than in the coronene 
complex (-14.3 kJ/mol vs. -4.7 kJ/mol). As shown above, this is largely due to additional 
stabilization arising from electrostatics and polarization. Because standard DFT functionals 
describe polarization-bound complexes relatively well (although some error cancellation is 



involved),77 we would expect them to perform comparatively well for this complex. Indeed, 
Figure 2 shows that in this case all tested functionals predict bonding and none of them is 
purely repulsive. The best agreement is achieved with the M06, PBE and PBE0 functionals, 
which underestimate the interaction energy by about 20% relative to the reference 
CCSD(T)/CBS data and predict the correct intermolecular separation. The PW91 and TPSS 
functionals also predict relatively accurate binding distances but substantially underestimate 
the interaction energy. The other functionals predict only weak binding, giving less than half 
of the reference interaction energy. As before, the SVWN functional strongly overestimates 
the interaction energy. 

These results clearly show that none of the tested DFT functionals is capable of accurately 
describing hydrogen physisorption in both dispersion and polarization binding scenarios. The 
best results are obtained with M06, but even this functional substantially underestimates the 
strength of binding in both complexes. The other DFT functionals, which have often been 
used to estimate adsorption strength in the literature, predict excessively weak binding. The 
only exception is SVWN, which strongly overestimates the interaction energy. Thus, none of 
the standard and widely used DFT functionals can be used to accurately estimate hydrogen 
adsorption on carbonaceous materials. 

 
Functionals with Empirical Dispersion Correction. The DFT-D3 method developed by 

Grimme was tested because it is a very widely available empirical dispersion scheme and can 
be combined with various commonly used DFT functionals. The B97-D functional was also 
evaluated. Figure 3 shows the results obtained with the density functionals for which the 
optimized D3 correction was available. The LDA approximation was not considered because 
it overbinds both complexes and further dispersion stabilization would only worsen the 
results. As expected, the dispersion correction improved the overall accuracy of the DFT 
predictions for both the dispersion-bound and the dispersion/polarization-bound complex. All 
functionals predicted equilibrium geometries very close to the CCSD(T)/CBS reference. In 
the case of the nonpolar coronene…2H2 complex, the PBE-D3, PBE0-D3 and B97-D 
functionals overestimated the interaction energy by up to 20% (with B97-D), whereas BLYP-
D3 and B3LYP-D3 provided remarkably accurate results. Interestingly, all of the tested 
functionals gave very similar results for the polar coroB2Li2…2H2 complex, overestimating 
the interaction energy by about 17%. Thus, although the empirical correction provided clear 
improvements, none of the tested combinations accurately described the more complicated 
binding situation in the dispersion/induction complex, so the adsorption capacities obtained 
with these methods for more polar sorption materials will probably be somewhat 
overestimated. Overall, the best results were obtained using the BLYP+D and B3LYP+D 
combinations with Becke-Johnson damping. 

 
 
 
 
 
 
 
 
 
 
 
 



Figure 3. DFT-D3/def2-QZVP interaction energies compared to CCSD(T)/CBS reference 
data for the coronene…2H2 (top) and coroB2Li2…2H2 (bottom) complexes. Interaction 
energies are given per one H2 molecule. 

 
Importance of the Three-Body Dispersion Term. Optionally, DFT-D3 calculations can 

be performed using an empirical correction for three-body dispersion based on the Axilrod-
Teller-Muto formula (see above). Interaction energy curves for selected DFT-D3 
combinations are shown in Figure S1. Inclusion of the three-body terms slightly weakens the 
predicted interaction regardless of the DFT-D3 functional used. Thus, three body terms 
somewhat improved the agreement between the DFT-D3 functionals and the reference 
calculations when the DFT-D3 calculations were too attractive and vice versa. However, this 
effect was very modest, amounting to around 0.2 kJ/mol on average. It therefore seems that it 
is not essential to include the three-body dispersion correction and that it is more important to 
select a good combination of DFT functional and two-body D3 correction. 

 
Functionals with Density-Based Dispersion Correction. Several density functionals in 

which the dispersion correction is at least partially derived from the DFT electron density are 
now available in widely used quantum chemistry packages. Here we tested the vdW-DF 
functional of Dion et al.,18 its newer version vdW-DF2,67 a reparameterization of vdW-DF 
developed by Klimes et al.68 (optB88-vdW),  and the PBE+TS functional of Tkatchenko and 
Scheffler.21 Results obtained for both complexes with these functionals are shown in Figure 4. 

All four of these density functionals overestimated the binding energy in the nonpolar 
coronene…2H2 complex. The largest discrepancy was seen for vdW-DF, which predicted an 
interaction energy (-6.6 kJ/mol) that is 40% greater than the CCSD(T)/CBS reference value of 
-4.7 kJ/mol. This functional also overestimated the equilibrium separation by about 30%. The 
more recent dispersion-corrected density functionals performed better and all yielded quite 



similar results. Their estimated interaction energies (and, in parentheses, the extent to which 
they exceeded the reference value) were: vdW-DF2 -5.5 kJ/mol (15%), optB88+vdW -5.9 
kJ/mol (26%) and PBE+TS -6.0 kJ/mol (28%). This represents a significant improvement 
compared to pure DFT functionals. The density-based dispersion functionals also 
overestimated the interaction energy in the more polar coroB2Li2 …2H2 complex. However, 
while the absolute overestimation is comparable to that for the nonpolar coronene…2H2 
complex, the relative overestimation is much smaller.  Interestingly, the vdW-DF functional 
gave the most accurate result for the coroB2Li2 …2H2 complex despite being the least 
accurate density-based functional for the nonpolar complex. The greatest overestimation for 
the polar complex was observed with PBE+TS (-1.5 kJ/mol, 10%). All four functionals 
predicted the correct equilibrium separation. 

While the tested density-based dispersion functionals are less accurate than the best DFT-
D3 combinations for the weakly bound coronene…2H2, they better describe the stronger 
binding in the more polar coroB2Li2 …2H2 complex. Because the latter is probably a better 
model for high-capacity hydrogen storage materials, the recent functionals with density-based 
dispersion corrections may be good choices for modeling such substances. It should be noted 
that these methods are less empirical and therefore potentially more robust towards unusual 
binding situations that deviate strongly from those considered when creating empirical 
parameterizations such as DFT-D3. 

 
Figure 4. PBE+TS, vdW-DF, vdW-DF2 and optB88-vdW interaction energies compared 

to CCSD(T)/CBS reference data for the coronene…2H2 (top) and coroB2Li2…2H2 (bottom) 
complexes. Interaction energies are given per one H2 molecule. 

 

 
 



4. Conclusions 
 
The accuracy of various DFT based approaches for estimating the adsorption energies of 

molecular hydrogen to two model compounds was assessed by comparison to high-level wave 
function theory and Diffusion Quantum Monte Carlo reference calculations. Two binding 
scenarios were considered: weak dispersion-dominated binding to a coronene molecule and 
strong polarization-dominated binding to a coroB2Li2 molecule. 

In the weak binding case, the common GGA, meta-GGA and hybrid functionals 
significantly underestimate the interaction energy and cannot be recommended for 
quantitative estimates. It is important to emphasize that the frequently used pure LDA 
functional strongly overbinds hydrogen and predicts excessively short intermolecular 
separations in both types of complexes. As such, its use is generally not recommended. 
Predictions based on LDA calculations would result in unrealistically favorable binding of 
molecular hydrogen. Various types of dispersion corrections to DFT, whether empirical or 
non-empirical, generally improve the predicted binding energies and geometries, and several 
schemes provide very accurate results. In particular, the BLYP-D3 and B3LYP-D3 results 
with Becke-Johnson damping were quite close to the CCSD(T)/CBS reference values. Among 
the tested non-empirical dispersion correction schemes, the vdW-DF2, TS+PBE and 
optB88+vdW performed best and provide significantly better results than pure DFT 
functionals. Nevertheless, they somewhat overestimate the binding energy and their overall 
accuracy was lower than that of the best empirical DFT-D3 combinations.   

The more polar coroB2Li2…2H2 complex is probably a better model for potential high 
capacity graphene-based sorbent materials. In this case, the DFT functionals without 
dispersion correction underestimate binding, although to a lesser extent than for the 
coronene…2H2 complex. The best functionals in this case are M06, PBE and PBE0, which 
underestimate the binding strength by less than 20 %. The inclusion of dispersion corrections 
also increases the overall accuracy of the predictions for this more polar complex. The most 
accurate dispersion-corrected functionals were the density-based vdW-DF2 and 
optB88+vdW. The empirical BLYP-D3 and B3LYP-D3 functionals also provided acceptable 
results, although they overestimate the interaction energies by an appreciable margin. 

Our results may serve as a guide for choosing a suitable DFT method for quickly 
predicting the strength of hydrogen binding in new materials and as a reference for assessing 
the accuracy of previously published DFT results. 
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