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ANOTATION 
The wa rm ing of the ocean a n d the mel t ing of l a n d ice, s u c h as g laciers a n d the ice 

sheets i n Green land a n d Antarc t i ca , have a direct consequence: sea level r ise. Ra is ing 
pub l i c awareness is essent ia l i n combat ing th i s i ssue . T rad i t i ona l med i a l ike f i lms a n d 
brochures c a n v i sua l l y represent c l imate change's effects, bu t v i r tua l real i ty offers a 
more immers ive experience, enhanc ing env i ronmenta l consc iousness . The objectives of 
the thes is were to create a n immers ive v i r tua l l earn ing env i ronment (IVLE) by a l ign ing 
w i th current t rends i n geographic educat ion a n d i ts user assessment. To contr ibute to 
the achievement of Susta inab le Development G o a l 13 (SDG), the C O P E R N I C U S 
M U S E U M IVLE was developed, focus ing on the Cope rn i cus Sent inel-6 m i s s i o n a n d the 
topic of Sea Level Rise (SLR). The usab i l i t y aspects of the developed IVLE were assessed 
as part of the research. To ga in a better unde rs tand ing of the IVLE , eye-tracking 
technology was ut i l i zed, a n d a strategy for ana lyz ing eye-tracking da ta w i t h i n a V R 
env ironment was out l ined. The author also presented a comprehensive workf low for 
developing the IVLE , out l in ing specific steps a n d processes involved i n i ts creat ion. 
Addi t ional ly , the thes is showcased the connect ion method between the v i r tua l 
env ironment a n d a V i r t u a l Reality headset u s i n g the B luepr in t V i s u a l Scr ip t ing system. 
B y ana lyz ing eye-tracking da ta a n d conduc t ing subjective evaluat ions, the effectiveness 
of the des ign was assessed, a n d areas for improvement were identif ied. 
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INTRODUCTION 
V i r t u a l Reality (VR) i s a n emerging computer interface that s tands out for i t s 

immers ive experience, re l iabi l i ty, a n d interactivity. T h i s innovat ive technology is 
extensively d i s cussed due to i t s diverse appl icat ions, usage, a n d var ious types, w h i c h 
offer s igni f icant rea l -wor ld benefits. B y u t i l i z ing advanced computer technologies, V R 
creates a ful ly immers ive v i s u a l environment, revo lut ioniz ing l earn ing experiences i n 
mul t ip l e educat iona l settings. Educa to rs recognized the potent ia l of V R several years 
ago as a powerful m u l t i m e d i a tool for educat ion (Alqahtani et a l . , 2017). The key 
educat iona l va lue of the V R was identi f ied as i ts potent ia l to offer a s impl i f ied 
representat ion of intr icate concepts, a l lowing s tudents to easi ly comprehend them, a n d 
prov id ing them w i t h the immers ive experience of explor ing var i ous g lobal locat ions 
(Jochecová et a l . , 2022). Geography educat ion c a n be s igni f icantly enhanced th rough 
the integrat ion of VR , w h i c h offers a mul t i tude of possibi l i t ies . It c a n encompass diverse 
areas, s u c h as the creat ion of V R ecosystems tai lored for w i n d energy educat ion 
(Ab ichandani et a l . , 2014), prov id ing real ist ic s imu la t i ons of t s u n a m i disasters (Saitoh 
et a l . , 2018), a n d offering v i r tua l experiences of ear thquakes (S inha et a l . , 2012). 
Moreover, V R enables use rs to explore different h i s to r i ca l t ime per iods a n d geographical 
locat ions throughout h u m a n history (Cecotti, 2022). Addi t iona l ly , col laborative 
immers ive v i r tua l env i ronments c a n be ut i l i zed i n geography educat ion (Jochecová et 
a l . , 2022) a n d for conduc t ing v i r tua l field t r ips (Han, 2019 ; Roelofsen & Carter-White , 
2022). B y incorporat ing VR , the geography c u r r i c u l u m c a n be enr iched, ra i s ing 
awareness about c l imate change (Thoma et a l . , 2023 ; Renne et a l . , 2021). 

In the r ea lm of V R research, there exists a vast scope, a n d more recently, there 
h a s been a prol i ferat ion of v i r tua l real i ty systems integrated w i t h eye-tracking 
technology. A signi f icant focus of V R research i s to enhance the user experience a n d 
address i ssues related to usabi l i ty . It i s widely acknowledged that leveraging eye-
t rack ing technology c a n be advantageous i n accompl i sh ing these objectives (Clay et a l . , 
2019). Emp loy ing eye-tracking technology w i t h i n V R presents a novel a n d in t r i gu ing 
avenue for invest igat ing s tudents ' a t tent ion a n d mot ivat ion. Fur thermore , it has the 
potent ia l to accelerate a n d enhance teachers ' effectiveness i n teaching, whi le also 
serving as a n assessment tool (Shadiev & L i , 2022). 

The thes is a imed to develop a n immers ive v i r tua l l earn ing env ironment conta in ing 
geographic content a n d evaluate i ts user assessment th rough the u t i l i za t i on of eye-
t rack ing . The select ion of geographic content for the s tudy gave pr ior i ty to the potent ia l 
u t i l i za t ion of Cope rn i cus data, cons ider ing the emerging t rends i n geographic educat ion. 
As a result , to contr ibute to the achievement of S D G 1 3 , the C O P E R N I C U S M U S E U M 
IVLE was developed a n d inc luded the presentat ion of the Cope rn i cus Sentinel-6 m i s s i o n 
a n d the topic of SLR. The Sentinel-6 m i s s i o n i s specif ical ly designed to meet the 
requirements of the E u r o p e a n Cope rn i cus program by prov id ing precise measurements 
of sea surface height, s igni f icant wave height, a n d other ta i lored produc ts i n the areas 
of c l imate, oceanography, meteorology, a n d hydrology, a l l i n near-real- t ime (Donlon et 
a l . , 2021). A s a case study, the IVLE selected the city of Venice , Italy, due to i ts h i g h 
vu lnerab i l i ty to var ia t ions i n relative sea level, a long w i t h i ts s u r r o u n d i n g lagoonal 
ecosystem (Zanchett in et a l . , 2021). The thes is ut i l i zed eye-tracking technology i n order 
to uncover broader unders tand ings about developed IVLE . The s tudy out l ined a strategy 
for ana lyz ing da ta obta ined from eye-tracking technology w i t h i n a V R environment. 
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1 OBJECTIVES 
The a i m of the thes is i s to create a v i r tua l l earn ing env ironment (VLE) w i t h 

geographic content a n d per form i ts user assessment u s i n g eye-tracking. To achieve 
th is , the thes is out l ines two goals w h i c h are defined a n d expla ined as follows. 

The primary objective of th i s thes is i s to create a V L E that incorporates 
geographic content. Th i s inc ludes a comprehensive l i terature review to examine the 
current u t i l i za t i on of immers ive v i r tua l env i ronments i n geographic educat ion. B u i l d i n g 
u p o n the l i terature review, the thes is w i l l focus on select ing specific topic to be 
v i sua l i zed w i t h i n the V L E . The select ion process w i l l priorit ize the potent ia l use of 
Cope rn i cus data, t ak ing into cons iderat ion the current state of the art a n d emerging 
t rends i n geographic educat ion. T h i s approach ensures that the chosen topics a l i gn 
w i th contemporary educat iona l needs a n d leverage the wea l th of geographic in format ion 
avai lable th rough Copern icus . U s i n g the selected topic, the thes is w i l l involve des igning 
a n d developing a V L E that provides a n immers ive a n d interactive p lat form for 
geographic educat ion. T h i s w i l l enta i l creat ing real ist ic three-d imens iona l (3D) 
v isua l i zat ions , integrat ing accurate geographic data, a n d imp lement ing interactive 
features to enhance the l earn ing experience. The thes is ou tputs w i l l be the f ina l vers ion 
of the V L E , a n d the descr ip t ion of how to create v i r tua l geographic l earn ing 
environment. 

The second goal i s to per form user assessment of created V L E u s i n g eye-
t rack ing . The thes is w i l l employ eye-tracking technology to reveal general ins ights about 
V L E . The thes is w i l l analyze the col lected eye-tracking da ta to unde r s t and the spat ia l 
experience of use rs i n v i r tua l geographic l earn ing environment. T h i s ana lys i s w i l l 
involve examin ing gaze patterns, in i t i a l daze d ispers ion a n d other relevant metr ics to 
assess users ' a t tent ion to specific geographic content. Based on the f indings from the 
eye-tracking ana lys i s a n d subjective eva luat ion methods, the thes is w i l l determine the 
effectiveness of the design a n d identify any usab i l i t y i s sues or chal lenges that may 
impact the l earn ing experience. T h i s eva luat ion w i l l in form future enhancements a n d 
ref inements to optimize the v i r tua l l earn ing env ironment 's educat iona l impact . 
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2 STATE OF ART 
In the 1990s, the field of v i r tua l real i ty wi tnessed a r ap i d a n d dynamic evolut ion, 

w i th the t e rm " V i r t u a l Reality" becoming incred ib ly popular . It f ound i ts way into 
var ious med i a plat forms, a n d people frequently u s e d the term, often incorrect ly. Th i s 
c a n be at t r ibuted to the fact that th i s revolut ionary a n d capt ivat ing technology garnered 
more attent ion from the general pub l i c compared to computer g raph ics a n d other 
technological advancements (Mazuryk 8& Gervautz , 1999). Zheng et a l . (1998) defined it 
as "VR is a n advanced, human-compute r interface that s imula tes a real ist ic 
environment. The par t i c ipants c a n move a r o u n d i n the v i r tua l wor ld . " In Manda l ' s 
(2013) perspective, V R i s defined as a computer-generated V i r t u a l Env i ronment (VE) 
that use rs c a n actively explore a n d man ipu la t e i n real-t ime. T h i s V E c a n be presented 
on different devices s u c h as a head-mounted d isplay (HMD), computer moni tor , or large 
project ion screen. To enhance the immers ive experience, t r ack ing systems for the head 
a n d h a n d s are implemented, enab l ing use rs to observe, navigate, a n d interact w i t h the 
v i r tua l env ironment (Mandal , 2013). Accord ing to B a s u (2019), immers i on i n v i r tua l 
real i ty c a n be descr ibed as a menta l state where use rs temporar i ly s u s p e n d their 
disbelief, enab l ing them to freely t rans i t i on between the rea l a n d v i r tua l environments. 

M a z u r y k 8& Gervautz (1999) h ighl ighted the interchangeabi l i ty of the t e rms V R 
a n d V E w i t h i n the computer communi ty . B o s et a l . (2022) emphas ized the u t i l i za t i on of 
var ious V R technologies as educat iona l tools. Accord ing to a s tudy by M ik ropou los 8s 
Nats is (2010) on educat iona l v i r tua l env ironments , a V i r t u a l Reality based Learn ing 
Env i ronment (VRLE) was descr ibed as " a v i r tua l env ironment that i s based on a cer ta in 
pedagogical model , incorporates or impl i es one or more d idact ic objectives, provides 
use rs w i th experiences they wou ld otherwise not be able to experience i n the phys i ca l 
wor ld a n d r edounds specific l earn ing outcomes." 

Bondarenko (2020) emphas ized that the current generat ion of s tudents resides i n 
a media-centr ic env ironment where the regular use of computers , internet resources, 
a n d mobi le devices became a n inherent aspect of their dai ly existence. H r u b y et a l . 
(2019) out l ined a methodology process for t rans la t ing Geographic Information System 
(GIS) da ta into a n immers ive V R app l i ca t ion that accurate ly repl icates real -wor ld 
environments. The fol lowing sect ions explored the efficacy of V R i n the rea lm of 
Geography E d u c a t i o n a n d showcase the research conducted on the integrat ion of Eye-
T rack ing technology w i th VR . These sect ions prov ided ins ights into how V R c a n 
facilitate a deeper unde rs tand ing of h u m a n cognitive behaviors a n d the potent ia l to 
enhance knowledge. Fur thermore , the sect ions d i s cussed var ious aspects s u c h as eye-
t rack ing technologies, methodologies, a n d related works , offering va luable perspectives 
on the intersect ion of E d u c a t i o n a n d VR . 

2.1 V R for Geography 
V R is cap tur ing growing interest as a h igh ly p romis ing educat iona l technology, 

p r imar i l y due to i t s capacity to deliver authent i c a n d immers ive l earn ing experiences by 
s imu la t ing real ist ic computer-generated env i ronments (Luo et a l . 2021). W a n g et a l . 
(2018) h ighl ighted the advantages of u t i l i z ing V R i n educat ion, specif ical ly emphas i z ing 
i ts abi l i ty to facil itate s tudent interact ions w i t h i n v i r tua l 3D env i ronments a n d develop 
a n intui t ive unde rs tand ing of l earn ing subjects th rough in terac t ion w i t h objects, re lated 
messages, a n d s ignals . 

The study, conducted by Predescu et a l . (2023), assessed the impact of v i r tua l 
real i ty i n a n academic context u s i n g a V R software n a m e d EduAss i s tan t . The research 

12 



involved 117 students . Over 8 0 % of the par t i c ipants expressed sat is fact ion, ra t ing the 
experience w i t h a score of 4 or 5 out of 5. Predescu et a l . (2023) demonstrated the 
potent ia l of v i r tua l real i ty as a n effective approach to revolutionize convent ional 
educat ion. The ir research, drawing from samples , s imula t i ons , a n d surveys, y ie lded 
positive resu l ts regarding the impact of V R a n d i ts gami f icat ion methods o n students ' 
cognitive performance, engagement, a n d overal l l ea rn ing experience. S h e n et a l . (2022) 
underscored the seamless integrat ion of v i r tua l real i ty into geography teaching, a l lowing 
for the creat ion of a n immers ive v i r tua l geography l earn ing env ironment that leverages 
the super ior advantages of immers i on a n d interact ion. The s tudy by A b i c h a n d a n i et a l . 
(2014) exemplif ies ho w V R c a n be ut i l i zed i n geography. In their research, they 
developed a c loud-based V R ecosystem specif ical ly designed for w i n d energy educat ion. 
Th i s ecosystem incorporated V R modu les focused on S T E M w i n d energy areas, a l lowing 
s tudents to create v i r tua l w i n d farms a n d optimize energy generat ion. B y man ipu l a t i ng 
the parameters of the w i n d m i l l w i t h i n the V R environment, s tudents cou ld apply their 
independent thought processes a n d develop des ign a n d operat ional sk i l l s , as d isp layed 
i n Figure 1. Th i s s tudy showcases how V R c a n provide immers ive a n d interactive 
experiences i n geography educat ion, enabl ing s tudents to explore a n d unde r s t and 
geospat ia l concepts dynamica l l y a n d engagingly. 

Figure 1 Left: Virtual reality system for a wind farm that allows users to adjust and 
customize the attributes of the wind turbines. Right: Example of a real-time adaptive 

question that the VR system poses to the student (Abichandani et al., 2014). 

2.1.1 VR for Disaster Preparedness 
V R c a n also p lay a c ruc i a l role i n disaster preparedness by s imu la t ing evacuat ion 

scenar ios a n d enhanc ing unde rs tand ing of the geographic factors involved. The s tudy 
conducted by Take i ch i et a l . (2020) demonstrates the appl icabi l i ty of V R systems, w h i c h 
c a n real ist ica l ly s imulate ear thquakes , t sunamis , fires, a n d evacuat ion scenar ios, as 
a va luable tool for enhanc ing l earn ing experiences. Integrating s u c h technology into the 
geography c u r r i c u l u m w o u l d a l low s tudents to l earn about hazards a n d actively engage 
i n v i r tua l escape experiences, fostering prac t i ca l knowledge a n d sk i l l s i n disaster 
management, evacuat ion p lann ing , a n d geographical unders tand ing . Another example 
is the s tudy conducted by Sa i t oh et a l . (2018), w h i c h demonstrated the advantage of 
u s i n g a mobi le-processed V R sys tem i n prov id ing experiences that are typica l ly 
inaccess ib le or unrea l i s t i c , par t i cu lar l y i n the case of rare events s u c h as t sunamis . 
Th ro u gh developing a V R system a imed at creat ing a t s u n a m i disaster experience, the 
researchers presented v i s u a l examples, i n c l u d i n g F igures 2(a) a n d 2(b), showcas ing the 
capabi l i t ies of the V R s imu la t i on . In Figure 2(a), V R use rs were able to w i tness the 
approach ing t s u n a m i from beh ind a bu i ld ing , whi le Figure 2(b) depicted the V R user 
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being engulfed by the t s u n a m i . These v i s u a l representat ions i l lustrate how ind i v idua l s 
u s i n g the developed V R system w i th a smar tphone c a n experience the velocity a n d 
height of the t s u n a m i , w h i c h wou ld be chal leng ing to replicate i n the rea l wor ld . The 
f indings underscore the potent ia l of V R i n geography educat ion, enabl ing s tudents to 
explore v i r tua l ly a n d ga in a deeper unders tand ing of rare a n d h igh- r i sk n a t u r a l 
phenomena. 

Figure 2 VR demonstration results at selected time steps: (a) a VR user can see the tsunami 
behind the building; (b) a VR user is swallowed by the tsunami (Saitoh et al., 2018). 

S i n h a et a l . (2012) conducted a s tudy in t roduc ing a nove l technique for 
s imu la t ing ear thquakes to a id i n disaster management. Th i s me thod combines 
s t ruc tu ra l engineering, c inematography, a n d immers ive 3 D technology expertise. The 
approach involves ana lyz ing the non l inear t ime history of a bu i l d ing a n d i ts in t e rna l 
contents, cap tur ing the bu i ld ing ' s response to a n ear thquake over a specific dura t i on . 
The researchers c a n real ist ica l ly depict the earthquake 's consequences i n a v i r tua l 3 D 
env ironment by convert ing the mathemat i ca l mode l into a phys i ca l model . F igure 3 
i l lustrates s imu la t i ons that demonstrate the movement of t yp ica l office furni ture du r ing 
a n earthquake. Th roug h V R plat forms, v i s u a l an imat ions offer a compel l ing sense of 
presence w i t h i n the s imu la t i on , w h i c h S i n h a et a l . (2012) argue c a n have a las t ing 
impact o n memory a n d he lp t r a i n ind i v idua l s to r espond appropriate ly d u r i n g a n a c tua l 
earthquake. To enhance the feeling of be ing on-site, audio cues c a n be employed. 

Figure 3 Capturing sequential snapshots of the motion of office furniture provides an 
authentic experience without the accompanying safety concerns during 

a real earthquake (Sinha et al., 2012). 
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A Virtual reality-based evaluation of indoor earthquake safety actions for occupants 
by Z h a n g et a l . (2021) involved cons t ruc t ing a n indoor se ismic damage scene u s i n g the 
F E M A P-58 method a n d a phys i cs engine to ca lculate the damage a n d movements of 
indoor n o n s t r u c t u r a l components accurately. A v i r tua l body mode l a n d inverse 
k inemat i c s (IK) a lgor i thm were developed to t rack occupants ' ear thquake safety act ions. 
Fur thermore , a h u m a n safety mode l based on co l l i s ion k inet ic energy a n d fatal 
condi t ions was designed to evaluate the effectiveness of ear thquake safety act ions 
quantitat ively. U s i n g the developed inverse k inemat i c s (IK) a lgor i thm a n d the H T C Vive 
system, as depicted i n Figure 4, occupants h a d the opportuni ty to immerse themselves 
i n a v i r tua l real i ty env ironment a n d v iew the 3D scene from a f i rst -person perspective 
u s i n g the head-mounted display. T h i s setup al lowed for precise cap tur ing of the 
occupants ' ear thquake safety act ions. Fur thermore , the dr i l l ing process cou ld be 
observed from a th i rd -person viewpoint, enabl ing external observers to w i tness the 
trainee 's responses to surv iva l . Figure 4 demonstrates that the v i r tua l body models 
repl icated the exact ac t ion of the occupants , specif ical ly the "drop a n d cover" technique, 
i l lus t ra t ing the h i gh level of accuracy achieved i n mot i on t rack ing throughout the s tudy. 

(a) First-person view (b) Third-person view (c) Actions of an 
occupant 

Figure 4 Tracking earthquake safety actions of an occupant (Zhang et al., 2021). 

2.1.2 VR for Discovering Historical Landscapes 
V R also al lows use rs to explore var i ous t ime per iods a n d geographical locat ions i n 

h u m a n history. T h i s inc ludes prehistor ic t imes, ancient Egypt, anc ient Rome, a n d m a n y 
more. Cecott i (2022) reviewed avai lable software that focuses on c u l t u r a l heritage i n VR . 
Representative examples are s h o w n i n Figure 5. "The D a w n of Ar t " i s a V R experience 
that enables use rs to v is i t the Chauvet -Pont -d 'Arc Cave i n southeastern France. T h i s 
Un i t ed Nat ions Educa t i ona l , Scienti f ic a n d C u l t u r a l Organiza t ion (UNESCO) Wor ld 
Heritage Site cave conta ins r emarkab ly wel l-preserved figurative cave pa in t ings from the 
Upper Paleol i thic era. The V R experience inc ludes a n immers ive f i lm a n d a v i r tua l cave 
tour, offering a n opportuni ty to explore prehistor ic t imes. It h a s received a h i g h positive 
review ra t ing of 9 4 % out of 125 reviews a n d is avai lable for free. "Nefertari: J o u r n e y to 
Etern i ty " i s a 15-minute educat iona l adventure i n V R that takes use rs th rough the 
tomb of one of anc ient Egypt 's p rominent queens. B y u s i n g l ight-wie ld ing control lers, 
p layers c a n explore the da rk tomb as it wou ld have appeared over 3000 years ago. The 
experience h a s received posit ive reviews, w i t h 9 3 % out of 199 reviews ra t ing it 
positively. It i s also avai lable for free. "Baa lbek Reborn: Temples" offers a V R tour of the 
R o m a n temples i n Baa lbek , a U N E S C O Wor ld Heritage Site i n Lebanon. Use rs c a n 
observe the r u i n s of the archaeological pa rk a n d the reconstructed bu i ld ings as they 
existed i n the t h i r d century A D . Th i s V R experience h a s received a 7 9 % positive review 
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ra t ing out of 39 reviews a n d i s avai lable for free. The " M a n n e r h e i m V i r t u a l Exper ience" 
focuses on a specif ic locat ion a n d t ime per iod d u r i n g Wor ld War II. It provides a v i r tua l 
tour of the war-t ime office of C a r l G u s t a f E m i l Manne rhe im , the F ie ld M a r s h a l of 
F in l and . The headquarters of the F i n n i s h a rmy operated i n a n d a r o u n d the city of 
M i k k e l i du r ing the wars i n 1939-1940 a n d 1941-1944 . Users c a n explore the M i k k e l i 
Cen t r a l E lementary Schoo l office, l ea rn h i s to r i ca l facts, a n d wi tness a 3 D representat ion 
of M a n n e r h e i m reading a report f rom the front l ines (Cecotti, 2022). T h i s V R experience 
h a s received five positive reviews a n d is avai lable for free. Accord ing to Cecott i (2022), 
despite the existence of educat iona l appl icat ions that cou ld potential ly be u s e d i n 
c lassrooms, V R technology is not widely implemented i n educat iona l settings. 

(c) (d) 
Figure 5 Historical landmarks (Cecotti, 2022). (a) The Dawn of Art (Atlas et al. 2020), (b) 
Nefertari: Journey to Eternity (Experius VR, 2018), (c) Baalbek Reborn: Temples (Flyover 

Zone, 2021), (d) Mannerheim Virtual Experience (CTRL Reality Oy, 2019). 

2.1.3 VR for Climate Change Awareness 
Increasing awareness of climate change with immersive xArtual reality, by T h o m a et 

a l . (2023), c a n be a n effective tool to enhance the geography c u r r i c u l u m by ra i s ing 
awareness about c l imate change. The s tudy a imed to examine the potent ia l of V R i n 
ra i s ing awareness about c l imate change a n d shap ing env i ronmenta l att i tudes, as 
compared to t rad i t i ona l media . The s tudy focused on determin ing whether V R 
v isua l i za t ions cou ld s igni f icantly impact c l imate change awareness a n d att i tudes by 
showcas ing a t ime- lapse demonstra t ion of the g r adua l me l t ing of the Swiss A l e t s ch 
glacier over a s p a n of 220 years. The researchers hypothes ized that the immers ive V R 
experience, w h i c h enables ind i v idua l s to ful ly engage w i t h the consequences of c l imate 
change a n d bridge the t empora l gap, wou ld have a stronger inf luence w h e n compared to 
less immers ive two-d imens iona l (2D) contro l condit ions. The f indings suppor ted th i s 
hypothes is , as par t i c ipants f ound the V R condi t ions to be more thr i l l ing a n d enjoyable 
a n d reported a heightened sense of presence compared to the contro l condi t ions. T h i s 
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outcome conf i rms the effectiveness of V R intervent ions i n effectively conveying pro-
env i ronmenta l messages. 

Renne et a l . (2021) conducted a s tudy that h igh l ights the rel iance of l oca l 
government officials, i n c l u d i n g t ranspor ta t ion p lanners , on 2 D v isua l i za t ions l ike char ts 
a n d m a p s to communica te potent ia l scenar ios of sea level r ise to coasta l communi t i es . 
The researchers conducted a quasi -exper iment compar ing the effectiveness of 2 D GIS 
representat ions w i th 3 D V R models, as d isp layed i n Figure 6, i n educat ing stakeholders 
about the potent ia l impac ts of S L R o n t ranspor ta t ion in f rastructure . The s tudy 's 
f indings demonstrate the efficacy of V R technology i n enhanc ing par t i c ipants ' 
unde rs tand ing of S L R i n the context of t ranspor ta t ion p lann ing . Over 9 0 % of the 
par t i c ipants agreed that their comprehens ion of the m a p da ta improved after 
exper iencing the V R s imula t i on . Interestingly, d u r i n g Survey 2, 8 3 . 7 % of par t i c ipants 
reported ga in ing new in format ion about S L R from the V R presentat ion, despite the da ta 
be ing the same as that presented i n the 2D GIS maps . Addi t iona l ly , 9 1 . 7 % of 
par t i c ipants believed that the V R presentat ion w o u l d be benef ic ial for other members of 
their communi t y , a n d 8 0 . 3 % expressed a n increased interest i n engaging w i th the topic 
of SLR. Fur thermore , the n u m b e r of respondents strongly agreed that "Sea level r ise i s a 
future threat" increased from 46 to 50 due to the V R intervent ion. Accord ing to recent 
s tudies by T h o m a et a l . (2023) a n d Renne et a l . (2021), V R c a n be benef ic ial i n 
geography educat ion, par t i cu lar l y i n promot ing cl imate change awareness. 

Figure 6 GIS Map (left) and depiction of virtual reality model (right) for study area 
in Florida (Renne et al., 2021). 

2.1.4 3D Visualization in VR for geographical understanding 
A s H u a n g et a l . (2010) po inted out, v i r tua l real i ty technology c a n be ut i l i zed as a n 

immers ive human-compute r interface for var i ous purposes , i n c lud ing 3 D v isua l i za t ion , 
col laborative work, group dec is ion-making , a n d m a n y more. A s Fabr ikan t et a l . (2014) 
noted, u s i n g 3 D v i sua l i za t i on expands the potent ia l for represent ing v i r tua l data. B y 
creat ing a three-d imens iona l mode l of a n object, more in format ion c a n be integrated 
into the screen (Ju f ik & Sas inka , 2016). Hochmi t z & Yuv i l e r -Gav i sh (2011) further 
h ighl ight how 3 D v isua l i za t ions enhance the v i s u a l accuracy of v i r tua l representat ions, 
s imu la t ing character is t ics present i n the rea l environment. B y integrat ing v i r tua l real i ty 
w i th t rad i t i ona l GIS a n d 3 D GIS, the development of V i r t u a l Geographic Env i r onments 
(VGE) represents a higher level of GIS. V G E combines elements s u c h as t rad i t i ona l GIS, 
v i r tua l reality, network technology, geo-models, human-compute r in terac t ion 
technology, a n d systematic methods (Huang et a l . , 2010). 
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Virtual reality as a spatial prompt in geography learning and teaching, by Roelofsen 
8& Carter-White (2022), proposes a shift i n perspective regarding the use of V R 
plat forms. In their s tudy, V R i s seen as a spat ia l p rompt to insp i re a n d generate new 
quest ions for s tudents already engaged i n developing their geographical unde rs tand ing 
a n d imag inat ion. Rather t h a n be ing viewed as a sel f -contained v i r tua l d imens ion , V R 
chal lenges s tudents ' spa t ia l percept ion, d i s rup t ing convent ional not ions of space a n d 
faci l i tat ing geographical th ink ing . The systematic l i terature review conducted by 
A s a d et a l . (2021) a imed to investigate the impact of v i r tua l real i ty on exper ient ia l 
l earn ing among students . B y ana lyz ing twenty-s ix selected art icles, the review explored 
a n d comprehended the effects of v i r tua l real i ty i n diverse educat iona l contexts. The 
selected s tud ies employed var i ous methodologies. Consequent ly , the review revealed 
that v i r tua l real i ty i s ut i l i zed as a pedagogical tool across mul t ip l e subject areas to 
foster s tudent engagement. It enables learners to immerse themselves i n v i r tua l 
env ironments , experience a sense of presence, a n d enhance their exper ient ia l learning. 
Thus , the review establ ishes v i r tua l real i ty as a c ruc i a l pedagogical tool for 
strengthening s tudents ' exper ient ia l l earning. 

2.1.5 VR for Virtual Museum 
The v i r tua l m u s e u m (VM) is formed by integrat ing the convent ional m u s e u m 

concept w i th the m u l t i m e d i a computer a n d commun i ca t i on technology of the Internet 
(Djindjian, 2007). Today, a v i r tua l m u s e u m is not l imi ted to present ing col lect ions 
onl ine or offering v i r tua l t ours th rough panoramic photography. It n ow a ims to enhance 
v is i tors ' experiences by prov id ing add i t iona l mater ia ls for deeper knowledge before or 
after a phys i ca l v is i t , as we l l as serv ing as a teach ing tool for m u s e u m educat ion 
(Kersten et a l . 2017). Current l y , v i r tua l technology has emerged as a c ruc i a l tool 
th rough w h i c h the general popu la t i on c a n explore a n d ga in knowledge about c u l t u r a l 
heritage. For instance, the Louvre V i r t u a l M u s e u m , the B r i t i s h V i r t u a l M u s e u m , a n d 
the Imper ia l Palace M u s e u m have a l l embraced v i r tua l technology to offer v is i tors a 
comprehensive a n d immers ive v is i t ing experience. T h i s innovat ive approach ga ined 
immense adorat ion among the general pub l i c (Chen 8s L i u , 2023). 

Perry et a l . (2017) conducted a s tudy that cr i t iqued the ex ist ing state of V M s a n d 
emphas ized the n u m e r o u s poss ib i l i t ies for creat ing transformative a n d engaging 
c u l t u r a l experiences i n these v i r tua l environments. The researchers a imed to go beyond 
convent ional V M s by es tab l i sh ing meaning fu l connect ions w i t h v is i tors i n a measurab le 
emot ional , part ic ipatory, interactive, a n d soc ia l manner . To accomp l i sh th is , the 
authors proposed a conceptua l f ramework for des igning V M s that was f i rmly rooted i n a 
user-centered des ign methodology (Perry et a l . , 2017). 

In the s tudy conducted by M a m u r et a l . (2020), they investigated the experiences 
of p r imary a n d secondary schoo l v i s u a l arts teachers regarding V R m u s e u m vis i ts . The 
research took place i n var i ous regions of Tu rkey a n d involved the par t i c ipa t ion of 508 
teachers. The ana lys is of the s tudy focused on how the teachers interpreted a n d 
reflected u p o n the objects a n d representat ions w i t h i n the v i r tua l m u s e u m . The s tudy 's 
f indings ind icated that the teachers ' l ea rn ing experiences were enhanced w h e n they 
incorporated soc ia l a n d persona l contexts into their interpretat ions. Whi le the teachers 
recognized that V R m u s e u m v is i ts might not offer the same level of r i chness as phys i ca l 
v is i ts , they believed that i t c ou ld be a n effective tool i n v i s u a l ar ts classes. Accord ing to 
the study, it i s impor tant to des ign v i r tua l m u s e u m env i ronments i n a manne r that 
facil itates effective l earn ing a n d cult ivates s tudents ' c r i t i ca l t h i n k i n g sk i l l s , s imi la r to 
the l earn ing experiences i n phys i ca l m u s e u m s (Mamur et a l . , 2020). 
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The s tud ies by Ma l inve rn i et a l . (2019) a n d Var in l i og lu et a l . (2022) demonstrate 
the app l i ca t ion of GIS i n the development of V M s . Ma l inve rn i et a l . (2019) col lected da ta 
from var ious sources, i n c lud ing archaeology a n d geodetics, to create a n orthophoto of a 
mosa ic floor for their V i r t u a l M u s e u m . They ut i l i zed a dedicated GIS for da ta 
management a n d ana lys i s to unde r s t and the changes i n the iconography over t ime. 
Var in l i og lu et a l . (2022) proposed a n innovative approach u s i n g a low-cost 360° v i r tua l 
tour to create a n educat iona l game that al lows use rs to explore a n d l ea rn about 
Ana to l i an caravansera is th rough GIS integrat ion. 

The s tudy by A n t o n et a l . (2019) emphas ized that even though the implementat ion 
of V R technology i s costly a n d requires expertise i n Information Technology (IT), v i r tua l 
m u s e u m s are regarded as the future a n d have the abi l i ty to attract larger audiences, 
especial ly among the younger generation. Whi le v i r tua l m u s e u m s do face chal lenges 
that need to be overcome, a col laborative effort between m u s e u m curators a n d IT 
developers c a n achieve the desired outcomes. It i s impor tant to recognize that v i r tua l 
m u s e u m s cannot replace phys i ca l m u s e u m s , bu t they c a n serve as a n extension of 
phys i ca l exhib i t ions (Anton et a l . , 2019). 

Development of VR Museum 

A Geographica l Presentat ion of V i r t u a l M u s e u m Exh ib i t i ons by S tawniak 8s 
Walczak (2006) in t roduced development of a sys tem cal led G e o A R C O , w h i c h al lows 
v i r tua l m u s e u m exhib i t ions to be presented i n a geographical context. G e o A R C O was 
bu i l t u p o n the technology developed by the A R C O project. U s i n g the Google E a r t h 
plat form, G e o A R C O al lows dig i ta l arti facts a n d complete c u l t u r a l heritage exhib i t ions to 
be d isp layed on top of a 3 D globe model . Users c a n browse a n d search avai lable 
exhibi t ions, v iew the locat ion of objects a n d access h is to r i ca l data. Detai led 3 D models 
of arti facts, reconstructed sites, a n d entire v i r tua l exhib i t ions c a n also be displayed. 
The system col laborates w i t h mul t ip l e A R C O databases ma in ta ined by different 
m u s e u m s (Stawniak 8& Walczak, 2006). 

Ban f i et a l . (2023) conducted a s tudy w i t h the objective of developing interactive 
v i r tua l env i ronments u s i n g 3 D mode ls based on archaeological invest igat ions i n the 
south-eastern s u b u r b s of Rome. The m a i n a i m was to enhance the storytel l ing, 
enjoyment, a n d d i sseminat i on of the discoveries by des igning a v i r tua l m u s e u m for 
art i facts f rom the A p p i a A n t i c a Archaeolog ica l Park. The s tudy employed techniques 
s u c h as geometr ical surveys, h igh-reso lut ion 3 D data, a rch iva l research, a n d interactive 
dig i ta l representat ion to manage h is to r i ca l a n d c u l t u r a l artifacts. B y digi t iz ing these 
arti facts, new means of c ommun i ca t i on were made possible, enr i ch ing bo th v i r tua l a n d 
on-site v is i ts . The researchers ut i l i zed McNee l Rhinoceros for mode l ing a n d U n r e a l 
Eng ine 5 to create a n interactive m u s e u m appl icat ion. O p e n formats l ike F B X a n d O B J 
were u s e d to transfer complex geometry a n d h igh-reso lut ion textures. F igure 7 
demonstrates the corre lat ion achieved between McNee l Rhinoceros software a n d VR . 
The process involved re f in ing the model 's geometry a n d integrat ing it into the V R 
environment. W i t h i n Unr ea l Eng ine , b luepr in t s were employed to enable interact iv i ty 
a n d immers i on , a l lowing use rs to interact w i t h the models a n d access relevant 
in format ion, r esu l t ing i n dynamic a n d immers ive experiences. The s tudy also focused 
on developing interactive v i r tua l objects (IVO) that responded to user inputs , prov id ing 
h is tor i ca l , cu l tu ra l , a n d iconographic in format ion th rough text, video, a n d audio 
formats. The implementat ion of specific co l l is ions made the v i r tua l objects tangible, 
whi le the des ign of the v i r tua l env ironment pr ior i t i zed user comfort a n d easy nav igat ion 
(Banfi et a l . , 2023). 
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Figure 7 The development process applied to the digital interactive representation of the 
virtual museum: from textured models to the VR headset (Banfi et al., 2023). 

Kers ten et a l . (2017) conducted a s tudy that explored the development of a v i r tua l 
m u s e u m for the "Alt-Segeberger Bürgerhaus," a h is tor ic townhouse i n B a d Segeberg, 
Germany . The v i r tua l m u s e u m provided two opt ions for v is i tors: a n interactive 
computer -based tour a n d a v i r tua l real i ty experience u s i n g the HTC Vive system. The 
researchers created a comprehensive 3 D mode l of the m u s e u m , i n c lud ing bo th i ts 
exterior a n d inter ior . The p r imary objective was to present the bu i ld ing ' s complex 
h is tory th rough interact ive v isua l i za t ions of i ts cons t ruc t i on phases spann ing near ly 
500 years. The project cons is ted of three m a i n phases : concept creat ion a n d testing, 
mode l ing a n d tex tur ing of the m u s e u m a n d i ts contents, a n d integrat ion into a program 
w i th interactive features. For the development of the v i r tua l m u s e u m , the researchers 
selected the U n r e a l game engine due to i ts funct ional i ty , v i s u a l p rog ramming language 
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(Blueprints) . The v i r tua l m u s e u m ' s implementat ion on Windows-based systems involved 
programming user movement, in format ion queries, a n d an imat ions u s i n g the U n r e a l 
Engine . V is i to rs cou ld navigate the v i r tua l space by interact ing w i th the mouse , 
selecting pos i t ions w i t h i n the bu i ld ing , or fol lowing predetermined camera paths . The 
v i r tua l m u s e u m offered var i ous notable features, i n c lud ing a g raph ica l user interface 
that d isp layed a n d an imated the bu i ld ing ' s history, menus , a n d in format ion boards for 
exhibi ts . Comfort funct ions s u c h as toolt ips, a n overview map , a n d a help m e n u were 
inc luded to enhance the user experience. To provide a n immers ive experience, the 
researchers incorporated the H T C Vive v i r tua l real i ty system (Kersten et a l . , 2017). 

Design of VR Museum 

W h e n designing interactive systems s u c h as a v i r tua l m u s e u m , it i s c ruc i a l to 
provide use rs w i t h a n enjoyable, user- fr iendly, a n d efficient experience. The user 
interface (UI) serves as the po int of in teract ion between the user a n d the product , 
mach ine , or system. The p r imary objective of the UI i s to facil itate easy, straightforward, 
a n d effective operat ion a n d contro l of the sys tem or product . The UI p lays a v i ta l role i n 
es tab l i sh ing a fr iendly v i s u a l env ironment for the user to engage w i th the technology. 
Des ign ing the interface poses a s igni f icant chal lenge i n the development of a v i r tua l 
experience, especial ly cons ider ing that the V E itsel f serves as a form of h u m a n -
computer interact ion. In a V R system, use rs interact w i t h var ious devices s u c h as 
helmets, glasses, gloves, a n d control lers, among others (Besoain et a l . 2021). 

The attent ion s p a n is a key factor that v i r tua l m u s e u m s need to address w h e n it 
comes to des igning exhib i t ions. There has been a clear decrease i n at tent ion spans 
recently. However, the way in format ion i s presented c a n inf luence the level of attent ion. 
In th i s scenario, d ig i ta l technologies provide fresh a n d innovat ive avenues for 
storytel l ing a n d showcas ing v i r tua l m u s e u m col lect ions (Banfi et a l . , 2023). 

2.2 Eye-tracking for Educat ional V R 
The emergence of compact , h igh-reso lut ion cameras for devices s u c h as 

smar tphones h a s made it possible to create portable a n d l ightweight eye-tracking 
systems. These systems c a n now be integrated into v i r tua l real i ty headsets or portable 
glasses, offering convenient a n d unobtrus ive eye-tracking capabi l i t ies. These 
advancements have revolut ionized the mon i to r ing of eye movements, prov id ing rap id 
a n d precise da ta acqu is i t i on (Clay et a l . , 2019). Campana ro 8& Landesch i (2022) po inted 
out that v i r tua l real i ty-based eye-tracking i s a technology i n i ts early stages of 
development a n d ho lds m u c h potent ia l . A s h ighl ighted by C lay et a l . (2019), eye-
t rack ing is a wel l -establ ished technique widely u s e d to investigate h u m a n cognit ion. 
Poole 8& B a l l (2006) prov ided a def ini t ion of eye-tracking as a me thod that involves 
quant i fy ing a n ind iv idua l ' s eye movements. T h i s approach a l lows the researcher to 
determine the exact pos i t ion at w h i c h a person is l ook ing at any given t ime a n d the 
sequence i n w h i c h their gaze t rans i t i ons between different locat ions. M ikha i l enko 8s 
K u r u s h k i n (2021) stated that whi le there have been extensive s tud ies a n d n u m e r o u s 
review papers explor ing the fundamenta l concepts a n d appl icat ions of eye-tracking 
technology across var ious fields, the app l i ca t ion of eye-tracking i n v i r tua l reality, 
specif ical ly for educat iona l purposes is a relatively novel d i rect ion that has emerged 
only i n recent years. 

The s tudy by K h o k h a r et a l . (2019) presented a n archi tecture for a V R pedagogical 
agent that ut i l i zes eye-tracking to moni tor a n d respond to shi f ts i n user attent ion. The 
agent uses behavior-based Art i f i c ia l Intelligence (Al), i n c lud ing low-lev el sensors, sensor 
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combiners , general ized hotspots, a n annota t i on system, a n d a response select ion 
system. The system's goal was to make the pedagogical agent i n V R more responsive to 
s tudent at tent ion a n d d is tract ion. B y u s i n g eye-tracking, the agent c a n detect w h e n 
a s tudent 's at tent ion drifts away a n d adjust i ts behavior accordingly. For example, it 
c a n pause , replay, or provide add i t iona l ass is tance based on the s tudent 's gaze 
behavior. The system a ims to create a more engaging a n d personal ized educat iona l 
experience by dynamica l l y adapt ing the agent's behavior to the s tudent 's at tent ional 
state. The archi tecture was demonstrated i n a V R o i l r ig t r a in ing scenario where the 
agent contro ls the p layback of teacher avatar c l ips to exp la in objects (Figure 8). 

Figure 8 Left: Teacher agent points at a barrel. If the student does not look, the agent may 
pause or replay a phrase, depending on response ranks. 

Right: Two timelines with different responses. The student is required to fulfill certain 
conditions in critical periods (Khokhar et al., 2019). 

2.2.1 Immersive Virtual Reality 
In the review s tudy conducted by Shadiev & L i (2022) regarding the u t i l i za t i on of 

eye-tracking technology i n immers ive v i r tua l real i ty (IVR) l earn ing env ironments , 
d is t inct f indings emerged. Notably, Tob i i a n d H T C Vive emerged as the preva i l ing tools 
of choice i n research per ta in ing to the usage of eye-tracking technology w i t h i n IVR 
l earn ing settings. Fur thermore , the ana lys i s revealed that cognitive science a n d 
educat iona l technology stood out as the most commonly explored doma ins i n the 
research on eye-tracking technology imp lementa t ion i n IVR. Wang et a l . (2018) stressed 
the importance of incorporat ing dedicated hardware , specif ical ly the head-mounted 
device (HMD), i n order to achieve a ful ly IVR experience. Accord ing to A l - G i n d y et a l . 
(2020), the H M D i s character ized as a headset that direct ly delivers v i s u a l effects a n d 
m u l t i m e d i a content to the user 's eyes. Th i s un ique des ign ensures that the d isp lay 
r ema ins pos i t ioned i n front of the user 's eyes wherever they look, thereby accurate ly 
t r ack ing the user ' s spat ia l locat ion. In th is s tudy, IVR considered as the ut i l i za t ion of 
v i r tua l real i ty technology th rough a n H M D . 

Renganayagalu et a l . (2021) underscored that the recent focus on H M D s a n d their 
app l i ca t ion is a t t r ibuted to several factors. One key factor i s the notable advancements 
i n H M D hardware , w h i c h have become more sophist icated compared to the past. 
Another factor i s the relative decrease i n cost, m a k i n g H M D s more accessible to a wider 
audience. Lastly, H M D s now offer the capabi l i ty to create immers ive s imu la t i ons that 
were prev iously only achievable i n h igh-end, expensive s imula tors , i f they were possib le 
at a l l . Lutz et a l . (2017) emphas ized that the incorpora t ion of eye-tracking technology 
into H M D s shows great potent ia l for VR . T h i s approach presents the opportuni ty to 
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accurate ly evaluate at tent ion i n real-t ime. Bozk i r et a l . (2023) po inted out the r ap id 
growth of eye-tracking a n d V R technology, no t ing that a n increas ing n u m b e r of H M D s 
l ike the H T C Vive Pro Eye, Fove-0, a n d Varjo X R - 3 now come w i t h b u i l t - i n eye t rack ing 
capabi l i t ies. The Varjo X R - 3 i s specif ical ly h igh l ighted as a n example of a n H M D device 
w i th a n integrated eye-tracker, accompanied by eye images a n d a por t ion of r a w da ta 
(Figure 9). 
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Figure 9 Left: Varjo XR-3, which is a high-end HMD device for both VR and AR. 
Upper right: eye images taken by cameras inside Varjo XR-3. 

Lower right: some eye features recorded by Varjo XR-3 (Bozkir et al., 2023). 

2.2.2 Understanding the Role of Stimuli through Eye-Tracking 
Palacký Univers i ty i n O lomouc , Czech Republ ic , has been actively employ ing eye-

t rack ing technology to assess the effectiveness of 3 D v isua l i za t i on i n cartography, as 
emphas ized i n the s tudy conducted by H e r m a n et a l . (2017). Th i s research highl ighted 
the extensive ut i l i za t ion of s u c h technology i n their pract ices. For instance, 
invest igat ions have focused on 3 D relief m a p s (Popelka 8& Brychtova , 2013), 3 D m a p s of 
cit ies (Doležalova 8s Popelka, 2016), a 3 D mode l of a n ext inct village (Popelka 8s 
Dedkova, 2014), a n d tour is t m a p s featur ing h i l l - shad ing (Popelka, 2014). These s tudies 
have revealed that the effectiveness of 3 D v isua l i za t i on cannot be general ized as 
super ior or inferior to 2D v isua l i za t ion . Instead, the impac t of v i sua l i za t i on depends o n 
the specific s t i m u l i a n d task at h a n d (Herman et a l . , 2017). G a i n i n g ins ights into how 
the d i s t r i bu t i on of v i s u a l at tent ion varies based on a user 's task provides evident 
advantages i n advanc ing these techniques a n d enhanc ing the des ign of v i r tua l 
env i ronments (Hadnett -Hunter et a l . , 2019). 

2.2.3 The Workflow for Virtual Reality-Based Eye-Tracking 
A Reviewing Pompeian Domestic Space through Combined Virtual Reality-Based Eye 

Tracking and 3D GIS by Campana ro 8s Landesch i (2023) explores a novel approach to 
s tudy ing the domest ic spaces of ancient Pompei i . The researchers combine V R 
technology, eye-tracking techniques, a n d 3 D GIS to ga in new ins ights into the layout 
a n d use of these spaces. The s tudy presents a detai led workf low for integrat ing eye-
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t r ack ing da ta into a GIS environment. The workf low i s d isp layed i n F igure 10. F i rst , 
par t i c ipants are immersed i n a v i r tua l r econst ruc t ion of Pompe ian houses u s i n g V R 
technology. Whi l e explor ing the v i r tua l environment, eye-tracking devices capture their 
gaze pat terns a n d f ixations, col lect ing da ta on their v i s u a l at tent ion a n d interests. Next, 
th i s eye-tracking da ta is combined w i t h the 3 D GIS representat ion of the arch i t ec tura l 
e lements a n d spat ia l re la t ionships w i t h i n the houses . B y a l ign ing the eye-tracking da ta 
w i th the spat ia l coordinates i n the GIS environment, researchers c a n precisely m a p 
part ic ipants ' v i s u a l focus po ints onto the v i r tua l r econst ruc t ion (Campanaro 8s 
Landesch i , 2023). 
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Figure 10 Workflow for the integration of eye-tracking data into 

a GIS environment (Campanaro & Landeschi, 2023). 

Z h a n g et a l . (2018) conducted a n exper imenta l s tudy on attentiveness, comb in ing 
V R a n d 3 D eye-tracking. Th i s research exemplif ies another ins tance where V R a n d eye-
t rack ing are employed together to explore the dynamics of attentiveness. The ir s tudy 
focused on integrat ing these tools to investigate how at tent ion i s in f luenced i n the 
context of re-designing street spaces. The s tudy adopts a protocol ana lys i s methodology 
to capture a n d analyze the cognitive t h i n k i n g a n d spa t ia l cogni t ion of ind i v idua l s 
wa lk ing w i t h i n the V R environment. F igure 11 demonstrates the spat ia l behavior 
pat terns of ind i v idua l s observed i n th i s street space. 
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2.2.4 Visual Attention: Eye-Tracking Insights in VR and 
Education 

Accord ing to a recent s tudy by M ikha i l enko 8& K u r u s h k i n (2021), eye-tracking i n 
V R enables the detect ion of the user 's v i s u a l focus w i t h i n the v i r tua l environment. 
Addi t ional ly , V R c a n be ut i l i zed to shift at tent ion towards specif ic e lements i f do ing so 
enhances task performance. V a r i o u s techniques exist to direct at tent ion toward specific 
objects or areas w i t h i n the V R environment, w h i c h c a n be employed as needed. The 
effectiveness of these techniques c a n be cont inuous ly moni tored i n rea l t ime by t rack ing 
the user 's gaze. Incorporat ing eye-tracking into V R c a n prove va luable by enhanc ing the 
funct ional i ty of diverse appl icat ions a n d identi fy ing shor tcomings w i t h i n V R 
experiences. Fur thermore , V R al lows ful l -body mot i on t rack ing , enab l ing the v i r tua l 
env ironment to respond to the user 's movements, act ions, a n d gaze (Mikha i l enko 8s 
K u r u s h k i n , 2021). Shadiev 8s L i (2022) po int out that scho lars are actively explor ing 
innovat ive appl icat ions of IVR a n d gather ing da ta to unde r s t and i ts impact on l earn ing 
outcomes. For instance , recent s tudies have ut i l i zed eye-tracking technology (Wang et 
a l . , 2021) to measure learners ' v i s u a l at tent ion i n IVR. Fur thermore , researchers have 
even measured learners ' stress levels (Tawa, 2022) a n d cognitive load (Abdur rahman et 
a l . , 2021 ; S h i et a l . , 2020) w i t h i n the IVR environment. These f indings contr ibute to 
a deeper unde rs tand ing of how h u m a n s l ea rn i n IVR sett ings a n d he lp uncover the 
essent ia l aspects of th i s l earn ing approach (Shadiev 8s L i , 2022). 

The f ield of v i s u a l at tent ion has wi tnessed signi f icant advancements , w i th 
researchers explor ing var i ous methods to unde r s t and how ind i v idua l s allocate their 
at tent ion to v i s u a l s t imu l i . Several noteworthy s tudies have focused on measur ing 
v i s u a l at tent ion i n different contexts, shedd ing l ight on the intr icac ies of th i s cognitive 
process. One s u c h study, t i t led "Measuring Visual Attention Processing of Virtual 
Environment Using Eye-Fixation Information," by K i m 8s K i m (2020), focuses on VR . B y 
u t i l i z ing eye-tracking technology, researchers col lected eye-fixation da ta to analyze 
par t i c ipants ' a t tent ional focus w i t h i n v i r tua l env ironments . Th i s research adds to the 
ex ist ing knowledge on v i s u a l at tent ion i n V R a n d h a s imp l i ca t i ons for fields s u c h as 
human-compute r interact ion, user experience design, a n d cognitive psychology. 

S imi lar ly , the s tudy "Emp loy ing Eye T rack ing to S tudy V i s u a l At tent ion to Live 
Streaming: A Case S tudy of Facebook Live" by C h e n et a l . (2022) investigates v i s u a l 
at tent ion pat terns i n the context of live s t reaming plat forms. T h r o u g h eye-tracking 
techniques, researchers examined how ind i v idua l s allocate their at tent ion w h e n 
engaging w i t h content on Facebook Live. T h i s s tudy demonstrates the appl icabi l i ty of 
eye-tracking technology i n unde rs tand ing v i s u a l at tent ion dynamics i n real-t ime 
environments , offering va luable ins ights for content creators a n d plat form designers. 
Addi t ional ly , the s tudy by Alghofa i l i et a l . (2019) explores the opt imizat ion of v i s u a l 
element p lacement based on v i s u a l at tent ion analys is . Researchers used eye-tracking 
da ta to s tudy how different v i s u a l e lements attract a n d s u s t a i n attent ion, a im ing to 
enhance the effectiveness of v i s u a l designs. Th i s research ho lds prac t i ca l imp l i ca t ions 
for doma ins s u c h as advert is ing, graphic design, a n d user interface development, 
emphas i z ing the importance of v i s u a l a t tent ion ana lys i s i n these areas. 

The present s tudy by Hasenbe in et a l . (2022) investigated the effects of different 
conf igurat ions i n a n IVR c lassroom on s tudents ' v i s u a l at tent ion a n d l earn ing 
experiences. The s tudy i nc luded 274 sixth-grade s tudents who were exposed to var i ous 
IVR c lassroom setups. The conf igurat ions i n c luded s tudents ' pos i t ions i n the c lassroom, 
the v i sua l i za t i on style of v i r tua l avatars, a n d the performance-related behavior of v i r tua l 
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c lassmates (Figure 12). The researchers used eye-tracking da ta to analyze s tudents ' 
v i s u a l at tent ion pat terns a n d employed network ana lys i s to examine gaze-based 
at tent ion networks. The resu l t s showed that the IVR conf igurat ions in f luenced s tudents ' 
v i s u a l at tent ion on c lassmates a n d ins t ruc t i ona l content, as wel l as their overal l gaze 
d i s t r ibu t i on i n the IVR c lassroom. The s tudy also explored the re la t ionship between 
gaze-based at tent ion networks a n d s tudents ' l ea rn ing experiences, i n c lud ing their 
interest i n the IVR lesson, s i tua t i ona l self-concept, a n d performance on a posttest. The 
f indings provide ins ights into the effects of different IVR conf igurat ions on students ' 
a t tent ion a n d l earn ing experiences, w i t h imp l i ca t i ons for future research a n d the use of 
IVR c lassrooms i n educat ion. 

Figure 12 IVR configuration conditions. Left: The avatar visualization in cartoon style. 
Right: The more stylized (i.e., more realistic) avatar visualization (Hasenbein et al., 2022). 

V i s u a l at tent ion i n educat ion p lays a c ruc i a l role i n opt imiz ing the l earn ing 
process. It encompasses how ind i v idua l s allocate their at tent ion to v i s u a l s t i m u l i a n d 
m a i n t a i n focus on educat iona l mater ia ls . Researchers have explored var i ous 
approaches to unde rs tand ing a n d enhanc ing v i s u a l at tent ion i n educat iona l sett ings, 
par t i cu lar l y w i t h i n the r ea lm of VR . One notable s tudy, t i t led "Eye-gaze-triggered Visual 
Cues to Restore Attention in Educational VR," by Y o s h i m u r a et a l . (2019), investigates 
the use of eye-gaze-triggered v i s u a l cues to restore a n d s u s t a i n at tent ion i n educat iona l 
V R environments. B y u t i l i z ing eye-tracking technology, the researchers a imed to 
address the challenge of ma in t a in ing learners ' at tent ion du r ing immers ive educat iona l 
experiences. The f indings of th i s s tudy shed l ight o n the effectiveness of eye-gaze-
triggered v i s u a l cues i n restor ing a n d ma in ta in ing at tent ion i n educat iona l VR . These 
cues serve as at tent ional anchors , redirect ing learners ' gaze a n d re inforc ing engagement 
w i th the educat iona l content. B y leveraging real-t ime eye-gaze in format ion, educators 
a n d designers c a n tai lor intervent ions that effectively guide learners ' a t tent ion a n d 
enhance knowledge acqu is i t i on (Yosh imura et a l . , 2019). 

The research conducted by Shadiev 8& L i (2022) indicates that employ ing eye 
movements i n V R represents a n innovative a n d advanced approach . B a s e d o n their 
ana lys i s of ex ist ing studies, n u m e r o u s scho lars concur that th i s technique shows 
promise. Incorporat ing eye-tracking technology into V R opens a fresh a n d fasc inat ing 
avenue for invest igat ing s tudents ' a t tent ion a n d mot ivat ion. Fur thermore , i t h a s the 
potent ia l to accelerate a n d enhance teachers ' effectiveness whi le also serv ing as a n 
assessment tool. Shadiev 8s L i (2022) under l ine that the capaci ty to ut i l i ze V R w i th a 
variety of env ironments , models, a n d precise contro l establ ishes it as a n essent ia l a n d 
irreplaceable educat iona l asset. 
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3 METHODOLOGY 
Th i s chapter out l ines the methodology for creat ing a V L E a n d presents the 

approach of user assessment th rough eye-tracking technology. In addi t ion, the 
workf low of th i s d i p l oma thes is i s prov ided to h ighl ight the f ina l v i sua l i za t i on of the V L E 
a n d the da ta analys is . 

3.1 Selection of Geographic Content 
D u r i n g the content select ion process, the author p laced a h i g h importance o n 

current geographical events a n d specif ical ly h ighl ighted the role of the Cope rn i cus 
program i n address ing cl imate change. W i t h guidance from supervisor , the author 
u l t imate ly decided to es tab l i sh the C O P E R N I C U S M U S E U M environment, w h i c h a ims to 
educate a n d create awareness about Sea Level Rise a n d the signi f icance of the 
Sentinel-6 m iss i on . To achieve th is goal, the m u s e u m ' s geographic content was 
carefully chosen a n d inc ludes European Space Research a n d Technology Centre 
(ESTEC) , Fa l con 9 rocket, Sent inel-6 satell ite, Ocean, Globe, a n d Venice city. Moreover, 
each of these geographic exhib i ts accompanied by corresponding video mater ia ls . These 
exhib i ts chosen as Areas of Interest (AOIs) i n C O P E R N I C U S M U S E U M environment. 

3.2 Hardware 
Varjo XR-3 eye-tracking headset a n d the HTC Vive controllers were u s e d to 

present the C O P E R N I C U S M U S E U M environment to par t i c ipants . 

Varjo XR-3 i s specif ical ly engineered to provide op t ima l comfort for use rs of a l l 
head sizes a n d shapes, even d u r i n g extended immers ive experiences, t h a n k s to i ts 3-
point prec i s ion fit headband. W i t h features s u c h as automat ic IPD adjustment, active 
cool ing, a smoo th 90 Hz frame rate, a n d advanced non-Fresne l lenses that offer a wide 
field of v iew a n d except ional clarity, use rs c a n work w i thout exper iencing any 
discomfort or mot i on s i ckness . Addi t iona l ly , Varjo X R - 3 headsets are compat ib le w i t h a 
wide select ion of W indows 10 a n d 11 computers . 

The content ( C O P E R N I C U S M U S E U M environment) was d isp layed th rough 
a desktop computer w i th a n Intel Core i7 -8700 C P U , 6 4 G B R A M , a n NVIDIA GeForce 
RTX 2080 G P U , a n d a 64-b i t Windows 10 operating system. 

HTC Vive controllers were employed to enable use rs to actively engage w i t h the 
v i r tua l rea lm. It incorporates var i ous sensors l ike mot i on t rackers , a gyroscope, a n d a n 
accelerometer, w h i c h a l low accurate mon i to r ing of the control ler 's locat ion a n d 
or ientat ion w i t h i n the v i r tua l real i ty space. T h i s precise t r ack ing enhances the overal l 
experience by ensur ing smooth a n d immers ive in terac t ion for users . 

3.3 Software 
The v i r tua l geographic l earn ing env ironment was pr imar i l y developed u s i n g Unreal 

Engine 4.27. Th i s software was ut i l i zed to b u i l d C O P E R N I C U S M U S E U M environment 
a n d es tab l i sh a connect ion to Varjo software by employ ing B luep r in t s a n d Varjo 
O p e n X R p lug in . 

Blender 3.5 was employed to create the 3D mode l of E S T E C a n d Globe. B lender 
offers powerful 3 D mode l ing capabi l i t ies , a l lowing for the creat ion of detai led a n d 
real ist ic models. The v i s u a l appearance of the models was enhanced by apply ing 
textures w i t h i n Blender . 
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SketchUp Pro 2022 was ut i l i zed to generate the 3 D models of the Fa l c on 9 rocket 
a n d Sentinel-6 satell ite. Ske t chUp Pro is k n o w n for i t s intui t ive interface a n d ease of 
use , m a k i n g it sui table for creat ing accurate a n d v i sua l l y appea l ing models . Textures 
were appl ied to these mode ls to achieve a real ist ic view. 

CityEngine was u s e d to impor t 3 D mode l of Venice city developed by E s r i . 
C i t yEng ine special izes i n p rocedura l mode l ing a n d u r b a n p lann ing , enab l ing the 
efficient generat ion of complex cityscapes. 

Datasmith plugin i n U n r e a l Eng ine 4.27 were enabled to facilitate the import of 
models f rom Ske t chUp Pro 2022 . 

Quixel Bridge plugin was enabled to access Qu ixe l Br idge 's assets, w h i c h provide 
a l ibrary of h igh-qual i ty textures a n d mater ia ls for enhanc ing the v i s u a l qual i ty of the 
v i r tua l environment. 

Once the Cope rn i cus M u s e u m was prepared, the subsequent task involved 
ut i l i z ing the V A R J O X R - 3 V R Headset to collect eye-tracking data. To accomp l i sh th is , 
the Varjo Lab Tools software was employed for m a s k i n g purposes , whi le the eye-
t rack ing da ta from the V R env ironment was gathered u s i n g the Varjo Base software. 
The ca l ibra t ion process for eye-tracking was conducted w i t h i n Varjo Base by wear ing 
the V R Headset. 

Microsoft Visual Studio 2022 was ut i l i zed as the p r imary tool to analyze the eye-
t rack ing da ta stored i n a C S V file, employ ing the Py thon scr ip t ing language. 

Statistical Package for the Social Sciences (SPSS) u s ed to conduct in -dep th 
analys is . 

3.4 Data 

3.4.1 Blueprint Visual Scripting System 
In th i s thesis , the hardware a n d project cal led " C h u r c h " developed i n U n r e a l 

Eng ine 4.27 by the Facu l ty of A r t s at Palacký Univers i ty O lomouc i n Czech i a were used . 
The LogOpenXRUpo l _BP B luep r in t was sourced from the " C h u r c h " project. T h i s 
b luepr in t i s responsib le for col lect ing da ta related to eye-tracking. Addi t iona l ly , the 
b luepr in t for Teleportat ion a n d V R P a w n were obta ined from the same source, a n d 
modi f icat ions were implemented to each of the b luepr in ts . 

3.4.2 Assets in the Virtual Environment 
The majority of assets used i n the V i r t u a l Env i ronment were sourced from the 

B a n k Bui ld ing/Inter ior (Modular) col lect ion developed by Leartes Stud ios , avai lable o n 
the Unr ea l Eng ine Marketp lace . The assets for the Ocean Mode l were obta ined from the 
Underwater Wor ld/70 Assets col lect ion developed by Pack Dev a n d accessible on the 
Unr ea l Eng ine Marketplace . Arc t i c assets were sourced from Qu i x e l Bridge. 

3.4.3 Sources for 3D Models 
To create 3 D mode l of E S T E C i n Blender , the "B lenderGIS" add-on was u s e d to 

get elevation data. "B lenderGIS" add-on was obta ined from the G i t H u b repository 1 

developed by domlysz. The mode l used the B l e n d e r - O S M add-on to obta in O S M bu i l d ing 

https: / /github.com/domlysz/BlenderGIS 
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data, w h i c h was sourced from a n external webs i te 2 (Prochitecture). 

The 3 D mode l of the Venice city was obta ined from Es r i ' s onl ine p la t f o rm 3 (esri). 

3.4.4 Texture data for 3D Models 
To achieve a real ist ic v i sua l i za t i on of the 3 D models, va r i ous textures were appl ied 

to each content. For the 3D mode l of E S T E C , textures were sourced from Tex tures . com 4 

(textures.com) to give the bu i ld ings a l i felike appearance. The Fa l con 9 rocket mode l 
incorporated the official logos of Sent inel-6 M i chae l F re i l i ch a n d SpaceX Fa l con 9. The 
logo for Sentinel-6 M i chae l F re i l i ch was obta ined from the Nat iona l Aeronaut i cs a n d 
Space Admin i s t ra t i on ' s 5 (NASA) website, whereas the logo for SpaceX Fa l con 9 was 
sourced from a n external webs i te 6 (logodix.com). The texture for Sentinel-6 satell ite 
mode l was obta ined from a n external webs i te 7 (freepik). Addi t ional ly , textures from a n 
Archi tec ture Services Po r ta l 8 (Archweb) were u s e d to accurate ly depict the spacecraft 's 
solar panels . Image sourced from news website was ut i l i zed as texture to enhance the 
v i s u a l representat ion of the Ocean Mode l (Figure 22). The G l oba l Ocean Sea Surface 
Temperature t rend map was appl ied as a texture for 3 D mode l of Globe, w h i c h was 
accessed from website of Cope rn i cus Mar ine Env i ronment Moni tor ing Serv ice 9 

(Copernicus Marine Service). 

3.4.5 Video Materials 
Table 1 d isp lays the sources of video mater ia ls that were ut i l i zed i n the 

C O P E R N I C U S M U S E U M to enhance par t ic ipants ' unde rs tand ing of the m u s e u m ' s 
geographic contents. These videos prov ided add i t i ona l in format ion on E S T E C , Fa l c on 9 
rocket, Sentinel-6 satell ite, Globe, a n d the city of Venice . 

Table 1 Sources of Video Materials 

Videos Sources 

E S T E C E u r o p e a n Space Agency, E S A , 2018 

E u r o p e a n Space Agency, E S A , 2022 

Fa l con 9 rocket Space Cur ios i ty , 2021 

Sentinel-6 satell ite N A S A 360, 2021 

Globe NASA, 2023 

Venice city A t l as Pro, 2020 

Insider, 2019 

^ https://prochitecture.gumroad.com/l/blender-osm 

3 https://ww.arcgis.com/home/item.html?id=51d3f2flfl4f43fdb6386a47d8fd86b8 

* https: / / www. textures .com/catego ry / buildings /19 2 6 

° https: //blogs.nasa.gov/sentinel-6/2020/11 /20/tune-in-tomorrow-for-sentinel-6-michael-freilich-launch-coverage/ 

^ https://logodix.com/spacex-falcon 

^ https://www.freepik.com/premium-photo/cmmpled-golden-foil-as-background_15263051.htm 

® https://www.archweb.com/en/photogallery/solar-panels-textures/ 

^ https://data.marine.copemicus.eu/product/GLOBAL_OMI_TEMPSAL_sst_trend/description 
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3.5 Workflow 
The s tudy 's workf low presented i n Figure 13, prov id ing a v i s u a l representat ion of 

the var i ous stages involved. Sect ion A focuses o n the Development of the V i r t u a l 
Geographic Env i ronment , ou t l in ing the specific steps a n d processes involved i n creat ing 
it. Development of V i r t u a l Real ity Env i r onments methodologies adopted from the 
s tudies of Govea 8& Mede l l in-Cast i l lo (2015) a n d L u c a s (2020). Th i s env ironment was 
then connected to a V R headset u s i n g B luepr in t V i s u a l Scr ip t ing system. The B luepr in t 
V i s u a l Scr ip t ing system w i t h i n Unr ea l Eng ine presents a comprehensive gameplay 
scr ip t ing approach, re ly ing on a node-based interface w i t h i n Unr ea l Ed i tor to const ruc t 
var ious gameplay components. M u c h l ike convent ional scr ip t ing languages, i t serves the 
purpose of def ining object-oriented (OO) c lasses or objects i n the engine (Unreal Engine , 
n .d . , In t roduct ion to Bluepr ints ) . Sect ion B encompasses the sequent ia l steps involved 
i n the workflow, w h i c h begins w i t h the ca l ibra t ion of the eye-tracking a n d extends to 
par t i c ipants exper iencing the C O P E R N I C U S M U S E U M environment whi le concurrent ly 
col lect ing eye-tracking data. The workf low i n Sect ion B was modif ied differently f rom the 
gaze-based interact ion scheme for V R env i ronments proposed by P io t rowski 8s 
Nowosie lsk i (2020). Sect ion C detai ls the workf low for ana lyz ing the da ta obta ined from 
the V i r t u a l Env i ronment . The S P S S ana lys is was conducted fol lowing the methodology 
out l ined by K i m 8s Lee (2021). T h i s ana lys i s a ims to uncover general ins ights about the 
environment, poss ib ly related to user behavior, preferences, a n d pat terns observed 
d u r i n g the par t i c ipants ' v i r tua l experiences. 

Figure 13 Thesis Workflow. 
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4 DEVELOPMENT OF VIRTUAL GEOGRAPHIC 
LEARNING ENVIRONMENT 
Th i s chapter serves as a comprehensive tutor ia l , offering a detai led a n d method ica l 

approach to creat ing the C O P E R N I C U S M U S E U M environment. It presents a step-by-
step guide, beg inn ing w i t h the ins ta l l a t i on of the required software a n d con t inu ing 
th rough the process of incorporat ing user input . The chapter covers var i ous elements, 
s u c h as Widget Interaction, Manag ing User Input, Navigat ing w i t h i n the environment, 
a n d Creat ing Dynamic Actors . The prov ided guide l ines are thorough a n d systematic , 
prov id ing a clear roadmap for bu i l d ing the desired v i r tua l geographic l earn ing 
environment. 

4.1 Development of Geographic Exhibits 
Th i s sect ion provides the descr ipt ions of how Geographic Exh ib i t s are p roduced 

ut i l i z ing var ious 3 D mode l ing software programs. The proposed approach is based o n 
open-source software. 

3D model of E S T E C in Blender 

B l e n d e r 1 0 provides the funct ional i ty to create 3 D te r ra in mode ls of any locat ion 
worldwide by u t i l i z ing Google M a p s 1 1 a n d a specific add-on designed for Blender . To 
create 3 D mode l of E S T E C i n Blender , the "B lenderGIS" add-on was downloaded a n d 
ins ta l l ed i n Blender . T h i s add-on integrates GIS data, i n c lud ing Google Maps , into 
Blender , offering use rs access to N A S A ' s 1 2 e levation data, s u c h as the Shut t l e Radar 
Topography M i s s i o n (SRTM) d a t a 1 3 , w h i c h provides g lobal elevation in format ion. W i t h i n 
the B lenderGIS pane l , the desired locat ion was set to the sou the rn region of Noordwijk, 
The Nether lands i n the Google M a p s sect ion. B y specifying the locat ion, the add-on 
retrieved satell ite imagery for that par t i cu lar area a n d generated a texture sui table for 
app l i ca t ion to a m e s h i n Blender . Google Maps ' satell ite imagery was ut i l i zed as 
a texture. 

After generat ing the 3 D te r ra in of E S T E C , next step was involved impor t ing O S M 
bu i l d ing d a t a 1 4 into the model . To accomp l i sh th is , B l e n d e r - O S M add-on was ut i l i zed. 
The f ina l 3 D representat ion of E S T E C was exported i n the STL (.stl) 1 5 file format. 

3D model of Falcon 9 Rocket in SketchUp 

Ske t chUp P r o 1 6 2022 emerged as the op t ima l choice for craft ing a n intui t ive , 
detai led 3 D mode l of the Fa l con 9 Rocket. Ske t chUp was ut i l i zed pr imar i l y for i t s 
capabi l i ty to provide a stra ight forward a n d accurate g raph ica l representat ion of the 
elements, w i thout the need for incorporat ing parametr ic propert ies a n d the intr icac ies 

https://www.blender.org/ 

https: / /www.google.com/maps 

https: / / www. nasa.gov/ 

https: / / www2 .jpl. nasa.gov / srtm / 

https: / /osmbuildings.org/data/ 

https: / /www. iso.org/standard/61944.html 

https://www.sketchup.com/products/sketchup-pro 
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commonly f ound i n more advanced bu i l d ing in format ion mode ls (Lucas, 2020). The f ina l 
3 D representat ion of Fa l c on 9 Rocket was exported i n the C o l l a d a (.dae)1 7 file format. 

3D model of Copernicus Sentinel-6 satellite in SketchUp 

The 3 D mode l of the Sentinel-6 sa te l l i t e 1 8 was constructed w i t h i n Ske t chUp Pro 
2022. The employment of textures elevated the model 's rea l i sm, faithful ly cap tur ing the 
intr icate features of the Sent inel-6 satell ite w i t h i n the dig i ta l r ea lm of Ske t chUp Pro 
2022. The f ina l 3 D representat ion of Sentinel-6 satell ite was exported i n the Co l l ada 
(.dae) file format. 

Visualizing 3D model of Sea Surface Temperature Trends 

Blender was u s e d to create a 3 D mode l i l lus t ra t ing the t rends i n sea surface 
temperature. The mode l employed a U V Sphere mesh , whi le the G loba l Ocean Sea 
Surface Temperature t rend map was ut i l i zed as a texture. The f ina l 3 D mode l was 
exported i n the F B X (.fbx) file format. 

3D model of Venice city, Italy in CityEngine 

After obta in ing the accessible Venice city sample from E s r i ' s 1 9 onl ine plat form, the 
mode l was impor ted into C i t y E n g i n e 2 0 . In C i tyEng ine , the three-d imens iona l depict ion 
of Venice was then exported i n the C o l l a d a (.dae) format, guarantee ing i ts compat ib i l i ty 
a n d readiness for smooth integrat ion into the Unrea l Engine . 

4.2 Development of Virtual Envi ronment in Unreal Engine 
Th i s sect ion documents the steps a n d achievements of the creat ion of v i r tua l 

geographic l earn ing environment. The env ironment developed i n Unrea l Eng ine 4.27. 

4.2.1 Installing Unreal Engine software 
To beg in the process of ins ta l l ing U n r e a l Eng ine , select the appropriate operat ing 

system, as U n r e a l Eng ine suppor ts bo th W i n d o w s 2 1 a n d M a c O S 2 2 . Here's the step-by-
step process for ins ta l l ing Unr ea l Engine: 

1. Access the U n r e a l Eng ine website (https: / /www.unrealengine.com) th rough your 
preferred web browser. If y o u already possess a n Ep i c G a m e s 2 3 account , y o u c a n 
log i n u s i n g y ou r ex ist ing credentials. Otherwise, create a new account . U p o n 
success fu l log in, y o u w i l l be directed to the Unrea l Eng ine page. 

2. Locate a n d c l i ck on the "Download l auncher " b u t t o n to ini t iate the download of 
the Ep i c Games Launche r instal ler . 

3. Proceed by execut ing the Ep i c Games Launche r instal ler . 
4. Once the ins ta l l a t i on process i s f inal ized, the Ep i c Games Launche r s h o u l d 

automat ica l ly l a u n c h . In case i t does not, y o u c a n m a n u a l l y open it from either 
the Start m e n u or the desktop. 

1 7 https://www.iso.org/standard/59902.html 

1 8 https://www.esa.int/Applications/Observing_the_Earth/Coperriicus/Seritinel-6 

1 9 https://www.esri.com/en-us/home 

2 0 https://www.esri.com/en-us/arcgis/products/arcgis-cityengine/overview 

2 1 https: / / www.microsoft.com/en-us/windows?r= 1 

2 2 https://support.apple.com/en-us/HT211683 

2 3 https://store.epicgames.com/en-US/ 
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5. S ign i n to the Ep i c Games Launche r u s i n g your Ep i c Games account details. 
Fo l lowing th is , y o u c a n proceed w i t h the ins ta l l a t i on of Un r ea l Engine. U p o n 
complet ion of the ins ta l la t ion , y o u c a n l a u n c h Unrea l Eng ine by select ing the 
" L a u n c h " b u t t o n w i t h i n the Ep i c Games Launcher , specif ical ly under the "Unrea l 
Eng ine " tab. Alternatively, y o u may locate shor tcuts to Unr ea l Eng ine i n y ou r 
Start m e n u or on your desktop. 

W i t h the success fu l ins ta l l a t i on of the Unrea l Eng ine on the operat ing system, the 
software was ready to the development of v i r tua l geographic l earn ing environment. 

4.2.2 Acquiring Assets 
After becoming fami l iar w i t h the Unr ea l Eng ine (UE) software, at tent ion was 

directed towards explor ing the poss ib i l i t ies of creat ing a m u s e u m environment w i t h i n 
U E . To facil itate th is , the dec is ion was made to leverage the assets avai lable on the U E 
Marke tp lace 2 4 . A n Asset i s a piece of content for a n Unr ea l Eng ine project, a n d c a n be 
thought of as a UObject ser ia l ized to a file (Unreal Eng ine , n .d . , Assets a n d Packages). 
Th i s p lat form provides U E use r s w i t h a diverse range of free assets o n a month l y bas is . 

There exist mul t ip l e avenues of acqu i r ing assets i n U E , i n c lud ing u t i l i z ing the pre
exist ing funct ional i t ies offered by the software, impor t ing assets f rom 3D mode l ing 
softwares s u c h as B lender or Ske tchUp , or direct ly obta in ing assets f rom the U E 
Marketp lace . After careful del iberat ion, the conc lus i on was reached that p rocur ing 
assets f rom the Marketp lace offered the most advantageous a n d op t ima l so lu t i on 
ta i lored to the specific requirements. Asse ts f rom the U E Marketp lace were acquired, 
specif ical ly opt ing for the B a n k Bui ld ing/Inter ior (Modular) col lect ion developed by 
Leartes Studios , w h i c h was prov ided free of charge. The assets showcased i n Figure 14 
exemplify the v i s u a l e lements ut i l i zed i n the study. 

Figure 14 Bank Building / Interior (Modular) by Leartes Studios (UE Marketplace, n.d.). 

4.2.3 Migrating Assets 
W i t h i n the Content Browser, Migrate Too l serves the purpose of copying assets 

f rom one project to another. Th i s tool not only copies the selected asset bu t also takes 
care of any dependent assets that are associated w i t h it. For instance, i f user chooses to 

https: //www.unrealengine. com/marketplace/en-US/store 
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migrate a Mater ia l , the Migrate Too l automat ica l ly inc ludes any Texture assets that are 
ut i l i zed by that Mater ia l , ensur ing a comprehensive transfer of a l l necessary 
components (Unreal Engine , n .d . , Migra t ing Assets). The B a n k Bui ld ing/Inter ior 
project's assets were migrated, a n d the task of res iz ing them was carr ied out to ful f i l l 
the specif ic requirements. 

4.2.4 Manipulating Actors 
After impor t ing assets into the project, the task of res iz ing the actors was 

under taken . Man ipu l a t i ng actors i n U n r e a l Eng ine encompasses the act ions of 
relocat ing, rotat ing, or res iz ing them, p lay ing a v i ta l role i n the process of level edit ing 
a n d creat ion (Unreal Eng ine , n .d . , Man ipu l a t i ng actors). B y ut i l i z ing the select ion 
feature, objects c a n be chosen a n d their pos i t i on c a n be man ipu la t ed by mov ing them 
i n the desired direct ion. The rotat ion funct ional i ty a l lows to adjust the or ientat ion of 
selected objects a long different axes. Addi t ional ly , the sca l ing capabi l i ty enables to 
resize objects proport ional ly or non-un i fo rmly accord ing to use rs ' requirements. These 
versati le tools empower use r s to precisely contro l a n d customize objects, r esu l t ing i n 
the desired v i s u a l a n d spa t ia l outcomes w i t h i n the v i r tua l environment. In Figure 15, 
a v i s u a l i l lus t ra t i on i s presented to showcase the act of man ipu la t i ng actors. 

Figure 15 Manipulating Actors. 

The M u s e u m bui ld ing ' s wa l l s w i t h i n the v i r tua l env ironment were created by 
employ ing migrated assets, w h i c h were subsequent ly adjusted i n size a n d pos i t ioned 
accordingly w i t h i n the v i r tua l environment. 

4.2.5 Importing Geographic Exhibits to Virtual Environment 
U p o n the comple t ion of export ing geographic exhibi ts , the subsequent task 

entai led their impor ta t i on into U E . T h i s process necessi tated the cons iderat ion of 
specific file formats. To facilitate a smooth impor ta t i on into U E , a two-step approach 
needs to be followed. F irst ly , for exhib i ts saved i n the Co l l ada (.dae) format, it i s c ruc i a l 
to activate the "Da ta sm i th Importer" w i t h i n the p l u g i n sett ings of U E (Unreal Eng ine , 
(n.d.), Import ing Datasmith) . B y act ivat ing th i s p lug in , use rs un l o ck the necessary 
funct ional i ty to facilitate the seamless impor ta t i on of Co l l ada (.dae) files into the engine. 
O n the other h a n d , w h e n deal ing w i t h exhib i ts formatted as F B X (.fbx) files a n d STL 
(.stl), a more straight forward procedure c a n be employed. Ut i l i z ing the content browser 
i n U E , use rs c a n employ a s imple "drag a n d drop" technique. U E prompt ly recognizes 
the file formats a n d automat ica l ly in i t iates the impor ta t i on process. 

The out l ined approach facil itates the seamless transfer of diverse assets f rom any 
3 D mode l ing software. Once the geographical exhib i ts were imported, next steps were to 
precisely p lac ing them w i t h i n their respective pos i t ions i n the v i r tua l m u s e u m setting. 
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4.2.6 Creating Dynamic Actors 
To achieve a n authent ic v i s u a l representat ion of c louds o n the Fa l con 9 Rocket, 

the N iagara System was ut i l i zed for s imu la t i on , ensur ing a real ist ic v iewing experience. 

Creating Clouds with Niagara System 

U n r e a l Engine 's N iagara i s a cutting-edge V i s u a l Effects (VFX) system. Niagara 
systems serve as a framework that combines mul t ip l e emitters into a uni f i ed v i s u a l 
effect (Unreal Eng ine , n .d . , N iagara Overview). The fol lowing steps were fulf i l led: 

1. Beg in by r i ght -c l i ck ing o n the Content Bro ther a n d navigat ing to F X , t h e n select 
the N iagara System. 

2. Choose the opt ion "Create a new system from the selected Emi t te r " a n d double
c l i ck on the " F o u n t a i n " opt ion. 

3. Rename the F o u n t a i n a n d proceed to drag a n d drop it into the V i r t u a l 
Env i ronment , as i l lus t ra ted i n Figure 16. 

Save Current Source Control Modes Content Marketplace Settings Datasmith Megascans Blueprints Cinematics Build 

Figure 16 Fountain in Niagara System. 

4. The c l oud mater ia l i s already pre-bui l t i n the "Starter Content" by default a n d 
th is mater ia l was used i n the project. If y o u don't have it, y o u c a n search 
Advanced sett ings of Content Browser a n d import it into the Content Browser . 

5. Fo l lowing the acqu is i t i on of the mater ia ls f rom the "Starter Content , " the c l oud 
settings were appropriate ly configured. 

6. Double c l i ck on the C l o u d s to access i ts settings. 
7. W i t h i n the Sprite Renderer, configure the mater ia l to be Smoke (Figure 17). 

Figure 17 Settings of Niagara System. 
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8. Ad just the S u b U V sett ings to a va lue of 8 by 8 as i l lus t ra ted i n Figure 18. 

* Sub UV 

Sub Image Size Q M I « 

• B ' 

• B ' 
Sub UV Blending Enable • 

Figure 18 Settings of Niagara System. 

9. The "Box Select ion" bu t t on enables to specify the sizes of the c l ouds accord ing to 
use rs preference. Likewise, the "Velocity" bu t t on al lows to man ipu la te a n d 
exper iment w i t h different speeds i n Sett ings of N iagara System. 

Once the speed a n d sizes were set, the c l ouds were pos i t ioned i n the desired 
locat ion w i t h i n the V i r t u a l Env i ronment . 

Creation of Fire with Niagara System 

To achieve a real ist ic representat ion of fire, the Niagara System was employed a n d 
made use of mater ia ls avai lable i n the Starter Content . The act ivat ion process for the 
Niagara System follows the same steps that were used for generat ing the c louds. After 
dragging a n d dropp ing the F o u n t a i n into the V i r t u a l Env i ronment , proceed to configure 
the sett ings for the fire. The "F i re " mater ia l was used a n d adjusted the necessary 
parameters as d isp layed i n Figure 19. 

Figure 19 Settings of Fire. 

4.2.7 Rotation of Actor 
The goal i n th i s step was to rotate the impor ted 3 D Mode l of Globe from Blender . 

To do so, open the Content Browser a n d create a new folder. Give it a name of y ou r 
choice, i t was n a m e d as B luepr in t . R ight-c l ick w i t h i n the B luepr in t folder a n d choose 
the B luep r in t -> Actor opt ion. O p e n the Actor that was j u s t created. In the Content 
Browser f ind a n d select the 3 D Mode l a n d proceed by dragging the mode l into the 
interface of the Actor , as demonstrated i n Figure 20. Th i s select ion was made because 
the 3 D Mode l serves as a m e s h object w i t h i n the Actor, a l lowing to man ipu la te a n d 
rotate the 3 D Mode l accord ing to requirements. 
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Figure 20 Actor Blueprint Interface. 

Access the Components interface i n Actor t h e n add the Rotat ing Movement 
component a n d close a l l relevant interfaces. Drag a n d drop the Actor into the V i r t u a l 
Env i ronment . If desired, adjust the rotat ion speed of the Actor by modify ing the 
Rotat ion Rate i n the Actor 's detai ls settings. Refer to Figure 21 for a v i s u a l 
representat ion. 

* ^ <T Details 

+ Add Component" o° Edit Blueprint-

[ Search Components 01 

• searotation(self) 

* '*DefaultSceneRoot (Inherited) 

CLSphere (Inherited) 

. newseaRotatingMovement (Inherited) 

• 

a Rotating Component 

Rotation Rate CTTil^Kl CTTM^l VmiHtMSJ ' 
1 Pivot Translation QjJj^^J QjJj^^J 3Z!^^3 

Figure 21 Details Section of Actor Blueprint. 

4.2.8 Animating UV Coordinates & Assets 
An ima t ing U V Coord inates refers to the act ion of shi f t ing a Texture 's U V 

coordinates either hor izonta l ly (U), vert ical ly (V), or both, creat ing the i l l u s i on of 
intr icate an ima t i on (Unreal Eng ine , n .d . , A n i m a t i n g U V Coordinates) . The image 
d isp layed i n Figure 22 was employed as a texture i n the creat ion of a n ocean surface. 

Figure 22 Texture for Animation of Material (sourse: https://www.vox.com/science-and-
health/ 23030491 / ocean-scientific-mysteries-unexplainable-podcast). 
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The goal i n th i s step was to imbue the texture w i t h a sense of movement that 
evokes the feeling of the ocean. To achieve th is , the fol lowing sequence of act ions were 
under taken . Init ial ly, the Content Browser was r ight -c l i cked a n d selected the Mater ia l 
opt ion to ini t iate the creat ion of a new mater ia l . Once the mater ia l was opened, the 
sett ings were adjusted accordingly. F igure 23 d isp lays the v i s u a l representat ion of the 
Mater ia l Interface. In the sett ings of Mate r i a l two d is t inct textures were ut i l i zed where 
the first texture was used as the Base Color a n d Emiss ive color, a n d the second texture 
was employed for No rma l Color . To man ipu la te the textures ' movement, the Mater ia l 
interface was r ight -c l i cked a n d accessed the Parmer node, w h i c h was subsequent ly 
connected to the U V of the textures. The Parmer node serves the purpose of 
man ipu l a t i ng the texture 's movement. The mater ia l was saved a n d it was ready for 
app l i ca t ion onto the m e s h (Unreal Engine , n .d . , An ima t ing U V Coordinates) . 

Figure 23 Material Interface. 

3 D mode l of Ocean was speci f ical ly designed to s imulate the v i s u a l representat ion 
of the ocean i n con junct ion w i t h 3 D mode l of Sent inel-6 satellite. In order to achieve 
th is , a t ransparent mater ia l was appl ied to the mesh 's height to create the desired 
effect. The t ransparent mater ia l was generated i n the Content Browser by creat ing 
a new mater ia l a n d adjust ing i ts sett ings to achieve the desired t ransparency effect. The 
r ema in ing assets used i n the mode l were obta ined free of charge from the Marketp lace 
k n o w n as Underwater Wor ld / 70 Assets by Pack Dev. The Mater ia l d isp layed i n F igure 
18 was u s e d on the top surface of 3 D mode l of Ocean i n the V i r t u a l Env i ronment . 

Qu i xe l B r i d g e 2 5 offers thousands of 3 D assets, t i leable surfaces, imperfect ions, 
vegetation, atlases. The Arc t i c assets showcased i n Figure 23 were sourced a n d 
adjusted from Qu i x e l Br idge for th i s par t i cu lar study. 

4.2.9 Lighting the Environment 
A fundamenta l element i n the creat ion of a V E l ies i n effectively l i ght ing the 

sur round ings . Un r ea l Eng ine 4 offers four categories of l ight ing: Direct ional , Point, 
Spot, a n d Sky. The Di rec t iona l l ight i s commonly employed for outdoor i l l um ina t i on or 
w h e n a l ight source needs to s imulate l ight or ig inat ing from extremely d is tant or near ly 
inf inite distances. 

https: / / quixel. com/bridge 
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Point l ights resemble t rad i t i ona l l ight bu lbs , rad ia t ing l ight i n a l l d irect ions from a 
s ingular point. Spot l ights emit l ight f rom a specif ic point, bu t their i l l um ina t i on is 
conf ined w i t h i n a defined cone shape. S k y l ights capture the scenery of V R scene a n d 
uti l ize i t to i l luminate the objects i n V R level (Unreal Eng ine , n .d . , Types of Lights). The 
Light w i t h i n the V E was adjusted. 

4.2.10 Bringing 2D Videos into Virtual Environment 
Th i s sect ion provides i n s t ruc t i on on how to incorporate 2 D videos into a v i r tua l 

environment. Pr imar i ly , the sect ion presents a detai led wa lk th rough on creat ing logical 
b luepr in t that triggers the p layback of a video w h e n the user presses a widget u s i n g 
a control ler. 

Widget blueprint setup 

To begin, the in i t i a l task was involved i n creat ing a widget. To achieve th is , the 
subsequent steps were carr ied out: 

1. The Content Browser was r ight -c l i cked a n d navigated to User Interface -> Widget 
B luepr in t . 

2. The b luepr in t was r enamed as WB_estec, a n d then opened. The B luep r in t 
referred as WB_estec i n subsequent steps. 

3. Inside the Canvas Panel , a B u t t o n a n d a Text component were added, as 
i l lus t ra ted i n Figure 24. The propert ies of the B u t t o n a n d Text components were 
customized i n the detai ls sect ion. 

Figure 24 Canvas Panel of Widget. 

Next course of act ions was to formulate a b luepr in t that faci l i tated the t rans la t i on 

of th i s UI widget into the rea lm of three-d imens iona l space. 

Integrating Widget in a Blueprint Actor 

To get started, the B luepr in t c lass i n the Content Browser was r ight-c l icked. F r o m 
the context m e n u , Actor was selected a n d n a m e d as BP_TV. BP_TV was opened a n d 
from the Components sect ion Widget was selected. Th i s step al lows to incorporate a 2 D 
UI widget into a 3 D space. Progressing further, i n the Widget 's Deta i l Sect ion unde r the 
User Interface settings, the WB_estec widget was chosen for the Widget C l a s s opt ion, as 
i l lus t ra ted i n Figure 25. 
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Figure 25 Detail Section of Widget. 

The resul t of these steps descr ibed above is key for p lacement of UI widget i n the 
3 D space. The B luep r in t was compi led a n d saved. W i t h the UI now prepared, the next 
step involved conf igur ing the b luepr in t for the character to interact w i t h it. 

Widget Interaction Component 

The current task i n th i s sect ion entai led enabl ing use rs to interact w i t h the newly 
created user interface by a t tach ing it to the h a n d control ler. Consequent ly , the p r imary 
focus mov ing forward revolved a r o u n d scr ip t ing for the V R P a w n , as it p layed a c ruc i a l 
role i n imp lement ing th i s funct ional i ty . 

In the context of Unr ea l Eng ine , a Pawn serves as the phys i ca l representat ion of 
the user , d ic tat ing their engagement w i t h the v i r tua l wor ld . In the V R Template, the 
Pawn p lays a n impor tant role by incorporat ing the necessary logic to hand le i npu t 
events generated by the mot i on control lers (Unreal Eng ine , n .d . , V R Template). 

To ut i l ize the funct ional i ty w i t h i n the Pawn, i t i s necessary to inc lude the Widget 
Interact ion component. Cons ide r ing that most of the interface scr ip ts for the Pawn were 
in i t ia l l y created for the " C h u r c h project", i n th is specific s i tuat ion , bo th the Widget 
Interact ion Left a n d Widget Interact ion Right components were already inc luded . 
However, i f y o u do not have these components , y o u c a n easi ly add t h e m from the 
designated " A d d Component " sect ion as d isp layed i n Figure 26. 

w J VHPavvri 

File Edit Asset View Debug Window r Help 

-*"- Components '* 1 -Wid:] C u n j j j ü t j y n ! ' - ' '* 
I w VRPawn(self) Adds a new component to this actor jj 

DefaultSceneRoot 

*V Camera 

^ €^ M oti o nContro 11 erLeft 

^WidgetlnteractionLeft 

^ ^ M oti o nContro 11 erRi g hi 

^WidgetlnteractionRight 

^TeleportTraceNiagaraSystem 

O B 

Figure 26 Components section of Pawn. 

To ensure that the Pointer ind ices were un ique , it was necessary to set the value 0 
for the Widget Interact ion Left component a n d the value 1 for the Widget Interact ion 
Right component i n their respective detai ls ' sections. Fur thermore , Trace C h a n n e l was 
set to Wor ldDynamic . 
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Show Debug was enabled feature to facilitate the v i sua l i za t i on of interactive 
objects w h e n ut i l i z ing the control ler. Th i s funct ional i ty provides use r s w i t h v i s u a l 
feedback i n the form of d isp layed l ines, w h i c h a id i n accurate ly determining the specific 
objects be ing interacted w i th . The opt ion to customize the color of the v i s u a l ind ica tors 
is avai lable, a l lowing use rs to ta i lor the d isp lay accord ing to their persona l preferences. 
For instance , i n the accompany ing Figure 27 , a purp le color was employed to i l lustrate 
the conf igured v i s u a l feedback. 

a Debugging 

Show Debug Q *i 

Debug Sphere LineThickn 

Debug Line Thickness 

C5 Debug Color 

Figure 27 Debugging Color for VR Controller. 

A stage was reached where the eva luat ion of the Widget Interact ion was ready to 
be performed. The test ing cou ld be carr ied out by ut i l i z ing the V R headset a n d enab l ing 
the Play mode w i t h i n the V R Scene. U p o n immers i on i n the V R environment, a vis ible 
l ine s h o u l d have appeared on the control ler. If the setup was done correctly, the cursor 
cou ld be pos i t ioned over the b u t t o n i n the widget's interface. However, i t i s impor tant to 
note that the but tons were not act ivated by c l i ck ing on them directly. To accomp l i sh 
th is , i t was necessary to proceed accord ing to the ins t ruc t i ons out l ined i n the fol lowing 
section. 

Triggering Widget Interaction 

The immediate step ahead was involved es tab l i sh ing a b luepr in t w i t h i n the V R 
Pawn to configure i ts logic, enab l ing recogni t ion of the a i m or t racker as a mouse input . 
Th i s conf igurat ion al lows the engine to perceive the a i m or t racker as a cursor , 
faci l i tat ing widget interact ion. In V R Pawn, the m a i n goal was to es tab l i sh the logic for 
TriggerLeft a n d TriggerRight w h e n they interact w i t h the Widget Interact ion Component . 
The Press Pointer Key funct ion was ut i l i zed to activate their respective act ions u p o n 
triggering, a n d the Release Pointer Key funct ion was employed to release the key w h e n 
necessary. The Left Mouse B u t t o n was selected as the key of choice, as ind ica ted i n 
Figure 28. 
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The progress was saved a n d performed test ing u s i n g a V R headset. W h e n the 
widget interface i s tested i n a V R headset, i t becomes interactive w i t h i n the V E . The 
next step was to create a logical system that enables the video to start p lay ing w i t h i n 
the V E w h e n the widget i s c l icked. 

Importing 2D Video and Applying Media Texture 

To import a video (media) f rom the computer to the Content Browser , the Import 
bu t t on was used . The impor ted video was opened by doub le -c l i ck ing it a n d copied i ts 
file pa th . The file p a t h was pasted into the designated sect ion for packag ing specific 
movies i n Project Sett ings of Engine . The steps below exp la in wo rk ing w i t h the 
B luepr in t that was created i n early steps: 

1. Beg in by opening the BP_TV. Look for the " A d d Components " opt ion a n d search 
for Plane. The Plane component was u s e d to display the video. User c a n adjust 
i ts scale accord ing to their requirements. 

2. In the Content Browser , r ight -c l i ck a n d create a Med i a Player. Give i t a name of 
your choice. For the sake of the fol lowing steps, a M e d i a Player referred as estec. 
The Med i a Player automat ica l l y generate a M e d i a Texture. User c a n ass i gn a 
name to it, the Texture was referred as estec_Video i n the subsequent steps. 
O p e n the estec a n d choose the desired video. Save the changes a n d close it. 

Mov ing on, a mater ia l of the video was created. To proceed w i t h the creat ion of 
mater ia l , fol low next steps: 

1. In the Content Browser , r ight -c l i ck a n d create a Mater ia l . Give it a name. For the 
sake of the fol lowing steps, the Mater ia l was n a m e d as ectecoo. 

2. O p e n the mate r ia l j u s t created a n d drag & drop the estec_Video Texture onto the 
Mater ia l Interface. 

3. In the Detai ls sect ion of ectecoo, select "Un l i t " as the Shad ing Model . 
4. Connect the R G B output to the Emiss ive Color input , as s h o w n i n F igure 29. 
5. Compi le a n d save the changes. The mater ia l i s n o w ready to be appl ied i n the 

BP_TV b luepr int . 
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Figure 29 Interface of the material. 

Access the BP_TV b luepr in t a n d navigate to the Plane's Deta i l sect ion. W i t h i n the 
Mater ia l Sect ion, choose the recently created Texture. In th i s s tudy the estec_Video 
Texture was chosen. 
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The cur rent focus entai ls conf igur ing the Widget but tons , speci f ical ly es tab l i sh ing 
the logic i n the B luepr in t to init iate video p layback u p o n b u t t o n press. Th i s logic 
enables the act ivat ion of video playback. In early Sect ion the BP_TV b luepr int , a Widget 
was generated a n d chosen the WB_estec widget f rom i ts Deta i l Sect ion. The fol lowing 
steps exp la in the B luepr in t event for Widget but tons : 

1. To begin, navigate to the WB_estec Widget, select the B u t t o n , a n d proceed to the 
Events Sect ion to choose " O n C l i cked . " T h i s facil itates c ommun i ca t i on w i t h the 
B luepr in t . 

2. After compi l ing a n d saving, r e t u r n to the BP_TV b luepr in t a n d r ight-c l ick w i t h i n 
the Event G r a p h Interface to create a C u s t o m Event, name it as StartVideo. Th i s 
C u s t o m Event c a n now be invoked i n the Widget. The purpose of th i s approach 
is to es tab l i sh b id i rec t iona l c ommun i ca t i on between the B luep r in t a n d the 
Widget. 

3. Next, revisit WB_estec, select " O n C l i cked " , a n d perform a Cas t to BP_TV. In the 
" M y B luepr in t Sect ion", generate a new Var iab le of type Actor a n d name it 
Estecoo. Drag a n d drop th i s var iable onto the Widget b luepr in t interface a n d 
connect it to the object. 

4. Drag off the Cas t to BP_TV a n d search for Start Video. F igure 30 provides 
a v i s u a l dep ic t ion of these steps. 
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5. Proceeding back to the BP_TV b luepr int , ini t iate a r ight -c l i ck ac t ion a n d select 
"Event BeginPlay." Then , drag a n d search for Cas t to WB_estec. 

6. To acquire the object, drag the widget f rom the Components sect ion a n d locate 
"Get User Widget Object," subsequent ly connect ing it to the Cas t to WB_estec. 

7. Now ass ign the Estecoo Var iab le to the Cas t to WB_estec . 
8. F r o m the Cas t to WB_estec, drag a n d search for Set, sett ing i t to Self. 
9. Compi le a n d save the b luepr int . 

Next steps involve the conf igurat ion of the Med i a sett ings for video p layback 
in i t ia t ion : 
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1. To begin, create a var iable i n the " M y B luepr in t Sect ion" a n d specify i t as a 
" M e d i a Player Object Reference," n a m i n g it "2dvideo_estec." 

2. B y dragging a n d dropp ing th i s var iable onto the interface, access i ts detai ls 
section. 

3. W i t h i n the Default Va lue Sect ion, select the des ired video. In th is project the 
"estec" video was selected. 

4. Compi le a n d save the b luepr int . 
5. Select the "2dvideo_estec" var iable once aga in a n d search for "Open Source 

Latent." T h i s specif ic b luepr in t logic ensures that the video i s loaded a n d 
ma in ta ined u p o n the level's Beg inPlay event, pers is t ing u n t i l the user activates 
the bu t t on u s i n g the control ler. For a v i s u a l representat ion of the Open Source 
Latent conf igurat ion a n d the entire b luepr in t logic, refer to Figure 31 . 

Figure 31 Event BeginPlay Blueprint for Media. 

Figure 31 represents the comprehensive outcome of the implemented processes 
t h u s far. U p o n in i t ia t ing the V E , the video does not play automat ica l ly . To achieve 
a real ist ic television-l ike effect, the steps of o n h i d ing the video in i t ia l l y a n d m a k i n g it 
appear a n d start p lay ing once it i s pressed i s explained. T h i s entai ls modi fy ing the 
Start Video logic: 

1. B y dragging a n d dropp ing the Plane from the Components Sect ion onto the 
StartVideo, search for "Set V is ib i l i t y " a n d set it to True. 

2. The same logic c a n be appl ied to the Widget. 
3. Drag & drop the 2dvideo_Estec med i a player onto the interface a n d search for 

Play. 
4. Connect a l l the relevant components as i l lus t ra ted i n Figure 32 . 
5. Compi le a n d save the b luepr int . 

Th i s par t i cu la r b luepr in t logic addresses the v is ib i l i ty of videos. W h e n the V i r t u a l 
Real i ty Env i r onment commences, the videos r e m a i n h idden . However, u p o n c l i ck ing the 
appropriate but ton , the videos become visible, tr iggering their p layback. 
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Figure 32 Visibility Blueprint of Media (Video). 

To integrate the BP_TV b luepr in t into the V R Scene, s imp ly drag & drop it f rom 
the Content Browser a n d pos i t ion it at the des ired locat ion. O p e n the BP_TV b luepr in t 
once aga in a n d navigate to the Detai ls sect ion of the Plane component. W i t h i n the 
Render ing Sect ion, ensure that the opt ions for V is ib le a n d H idden i n Game are bo th set 
to False. Subsequent ly , w h e n test ing the V R experience u s i n g a headset, the video 
shou ld p lay correct ly w i thout any i ssues . 

4.2.11 Activation of Teleportation 
In th i s sect ion, Teleportat ion process was explained. Teleportat ion refers to 

a technique u s e d i n V R or game development to move a player or object ins tant l y f rom 
one locat ion to another w i t h i n the v i r tua l environment. Due to the existence of a pr ior 
C h u r c h project, the p r imary b luepr in ts were already establ ished there, a n d a majority 
of those b luepr in ts were u s e d for the current s tudy, as s h o w n i n Figure 33 . The next 
steps were involved act ivat ing these b luepr in ts a n d ensur ing their smooth integrat ion 
into the project. To ga in a better unde rs tand ing of th i s process, fol lowing the steps are 
out l ined below. 

Figure 33 Left: Teleport Visualizer. Right: Blueprint for Teleportation. 
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Despite the presence of b luepr in t logic, the abi l i ty to teleport w i t h i n the V R 
environment was inactive. To activate teleportat ion, i t was necessary to define the 
specific area where teleportat ion s h o u l d be possible. T h i s c a n be done by access ing the 
"Place Actors " sect ion i n the scene a n d locat ing the Nav M e s h B o u n d Vo lume. B y 
dragging a n d dropp ing th i s vo lume into the V E , i t serves as a spat ia l marke r for the 
desired teleportat ion region. The act ivat ion or deact ivat ion of the game mode c a n be 
accompl i shed by press ing the " G " key o n the keyboard. B y press ing the " P ' key, a v is ible 
green area becomes apparent w i t h i n the Nav M e s h B o u n d Vo lume , ind i ca t ing the 
designated region eligible for teleportation. To encompass the entirety of the level, 
appropriate ly adjust the scale of the Nav M e s h B o u n d Vo lume. Refer to Figure 34 for 
a v i s u a l representat ion of a sca led Nav M e s h B o u n d Vo lume. 

Figure 34 Nav Mesh Bound Volume for Teleportation. 

Presently, u p o n conduc t ing a t r i a l u s i n g a V R headset, user have the abi l i ty to 
teleport accurate ly w i t h i n a V R environment. 

4.2.12 Packaging Project 
To prepare a n U n r e a l project for d i s t r ibu t i on to users , it i s necessary to package it 

correctly. Packag ing guarantees that a l l the code a n d content are current a n d i n the 
correct format to r u n o n the in tended plat form (Unreal Eng ine , n .d . , Packag ing 
Projects). Under the m a i n File m e n u , there i s a n opt ion ca l led Package Project, w i t h a 
s u b m e n u . T h i s s u b m e n u presents a comprehensive l ist of a l l the suppor ted plat forms 
on w h i c h developers c a n package their projects. In the case of packag ing the 
C O P E R N I C U S M U S E U M project, the Windows(64-bit) opt ion was speci f ical ly chosen 
from the s u b m e n u . The project was packaged into a n .exe file, enab l ing it to be 
executed as a s tandalone appl icat ion. 

4.2.13 Results of Development the Virtual Environment 
Figure 36 d isp lays the f ina l vers ion of the C O P E R N I C U S M U S E U M V i r t u a l 

Geographic Learn ing Env i ronment . It showcases var ious exhib i ts i n c l u d i n g E S T E C , 
Fa l con 9 rocket, Sent inel-6 satell ite, Ocean, Globe, a n d Venice city. E a c h geographic 
exhibit i s accompanied by relevant video mater ia ls , w i t h each video las t ing 
approximate ly 1 minute . These exhib i ts are considered AOIs w i t h i n the C O P E R N I C U S 
M U S E U M environment. The exhib i ts are arranged i n a specific order to te l l the story of 
the Sentinel-6 M i s s i o n a n d SLR. W h e n par t i c ipants enter the V E u s i n g a V R Headset, 
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the story begins w i t h E S T E C o n the left side, followed by the Fa l con 9 rocket, Sentinel-6 
satellite, Ocean, Globe, a n d Venice city. The corresponding videos for E S T E C provide 
in format ion about the organizat ion's purpose. The Fa l con 9 rocket video showcases the 
rocket a n d i ts l a u n c h . The Sent inel-6 satell ite video expla ins the purpose of the satell ite 
a n d how it a ids researchers i n measur ing g lobal sea level height. The Globe videos 
present the impac t of sea level r ise o n coasta l areas a n d present relevant stat ist ics . 
Moreover, the C O P E R N I C U S M U S E U M V E presents Venice city as a case scenario, 
h igh l ight ing i ts a rch i t ec tura l signif icance a n d ra i s ing awareness about sea level r ise i n 
coasta l areas. 

To enhance immers i on , the Fa l con 9 rocket exhibit incorporates dynamic 
features l ike c l ouds a n d fire. The Globe exhibit i s rotated to create a more real ist ic 
experience. Par t i c ipants c a n navigate w i t h i n the V E u s i n g H T C Vive control lers (Figure 
35 (a)). The B luepr in t for Teleportat ion i s developed i n V E . These control lers also enable 
video p layback, a l lowing par t i c ipants to in i t iate videos by press ing the " C l i c k to Play" 
bu t t on (Figure 35 (b)). 

The LogOpenXRUpo l _BP B luepr in t was integrated to enable the col lect ion of eye-
t rack ing da ta w i t h i n the V E . W i t h these advancements a n d funct ional i t ies , the 
C O P E R N I C U S M U S E U M V i r t u a l Geographic Learn ing Env i r onment is ful ly prepared to 
fulf i l l the second objective of th i s study. 

Figure 36 Final version of the COPERNICUS MUSEUM Virtual 
Geographic Learning Environment. 
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5 EYE-TRACKING ANALYSIS 
Th i s chapter documents the methods of ana lys i s eye-tracking da ta from V i r t u a l 

Env i ronment . D a t a a n d output from th i s exper iment provides general ins ights about 
V i r u a l Learn ing Env i ronment . 

5.1 Connect ion Virtual Envi ronment to Varjo X R - 3 headset 
Th i s chapter out l ines the procedures for l i n k i n g a V i r t u a l Env i ronment w i t h the 

Varjo X R - 3 headset to obta in eye-tracking da ta from par t ic ipants . B luepr in t V i s u a l 
Scr ip t ing system was used to ensure the proper funct ional i ty of the V E w i th the Varjo 
X R - 3 headset. 

5.1.1 Configuring the Blueprints within the Virtual 
Environment 

The C h u r c h project generated a B luepr in t cal led LogOpenXRUpo l _BP , w h i c h was 
stored i n the Content Browser w i t h i n the Upo l folder. F igure 37 depicts the v i s u a l 
representat ion of th i s B luepr in t . Essent ia l ly , L ogOpenXRUpo l _BP i s responsib le for 
col lect ing var i ous da ta related to eye-tracking, i n c l u d i n g t ime, gaze direct ion, AOI a n d 
other pert inent da ta from the V i r t u a l Env i ronment . Th i s da ta w i l l t h en be stored i n 
a C S V file. 

Figure 37 The LogOpenXRUpol BP Blueprint Interface. 

To make use of th i s b luepr int , the LogOpenXRUpo l _BP was dragged a n d dropped 
into the V i r t u a l Env i ronment . Subsequent ly , the b luepr in t s h o u l d be opened, compi led, 
a n d saved i n order to ensure i ts proper funct ioning. 

W i t h i n the sett ings of U E , unde r the P lug ins category, the OpenXR, 
OpenXREyeTracker , a n d Varjo O p e n X R p lug ins were enabled. O p e n X R 2 6 i s a freely 

https: / /www.khronos.org/openxr/ 
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available a n d open s tandard that offers efficient access to X R plat forms a n d devices. In 
Unr ea l Eng ine , the O p e n X R p l u g i n al lows the incorporat ion of add i t i ona l features to 
O p e n X R independent ly , w i thout hav ing to wait for engine updates . The engine release 
already inc ludes O p e n X R extens ion p lug ins (Unreal Eng ine , n .d . , OpenXR) . Varjo 
headsets ful ly suppor t OpenXR. The Varjo O p e n X R run t ime provides complete suppor t 
for the XR_EXT_eye_gaze_ interact ion extension (VARJO, n .d . , OpenXR) . 

5.1.2 Trigger Actors 
Triggers are actors i n a level that ini t iate a n event w h e n interacted w i t h by 

another object. In s impler terms, they are employed to activate events i n response to 
specific act ions w i t h i n the level. The default Triggers typical ly share s imi lar i t ies , w i t h 
the only d i s t inc t i on be ing the shape of their detect ion area (box, capsule , or sphere) 
used to identify i f another object h a s triggered them (Unreal Eng ine , n .d . , Trigger 
Actors). 

The B o x Trigger component was selected from the Bas i c sect ion i n the Place Actor 
m e n u a n d then p laced into each AOI by dragging a n d dropping. The boxes were 
subsequent ly resized to m a t c h the d imens ions of the respective AOIs. In Figure 38 , the 
rectangular shape out l ined by a green l ine represents the B o x Trigger. In the Actor 
sect ion of the detai ls for th i s par t i cu lar AOI, s h o w n i n Figure 37, a tag was i nc luded 
a n d n a m e d "Satel l i te Sent ine l -6 . " T h i s ass igned name w i l l appear as the actor 's labe l i n 
the corresponding c o l u m n for the AOI i n the C S V file. 

Figure 38 Placing a Box Trigger into the Area of Interest (AOI). 

5.1.3 Modifying the Project Settings 
In the M a p s & Modes sect ion of the Project Settings, sui table b luepr in ts were 

chosen i n the Default Modes. For example, the V R G a m e M o d e b luepr int , specif ical ly 
created for th i s project mode was selected as the Default GameMode . Mov ing o n to the 
map mode, the Ed i tor S tar tup M a p is the map that w i l l open i n the project whenever 
the user opens it. Addi t ional ly , the Game Default Map refers to the V R Scene that opens 
i n the V R Headset. C O P E R N I C U S V R Scene Map was selected for Default Maps . Figure 
39 provides a v i s u a l representat ion of these steps. 
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Figure 39 Maps & Modes section of the Project Settings. 

In th i s C O P E R N I C U S M U S E U M , a l l the project sett ings for the V R env ironment 
were adjusted to m a t c h the sett ings of the C h u r c h project. It was c ruc i a l to configure 
the sett ings to mi r ror those of the C h u r c h project, as it ensures proper funct ional i ty of 
the V R env ironment w i t h the Varjo X R - 3 headset. The V R env ironment was ful ly 
equipped to acquire eye-tracking data. 

5.2 Experiment design 
At the outset of the experiment, the par t i c ipants were warmly welcomed a n d their 

comfort was pr ior i t ized. They were g iven in format ion that the purpose of the s tudy was 
to explore the level of at tent ion a n d interest i n a v i r tua l m u s e u m setting, rather t h a n 
assess ing their persona l abi l i t ies. 

The par t i c ipants received a n exp lanat ion regarding the content presented w i t h i n 
the v i r tua l m u s e u m environment. The objectives of Sent inel-6 a n d the signif icance of 
promot ing awareness about sea level r ise were int roduced. 

The par t i c ipants were given a detai led demonstra t ion on correct ly wear ing the 
Varjo X R - 3 headset to ensure a comfortable experience. They were then prov ided w i t h 
a n exp lanat ion of the Navigat ion i n the V i r t u a l M u s e u m Env i ronment , w h i c h involved 
u s i n g H T C Vive control lers. The process of act ivat ing video p lay was also clarif ied. To 
ensure that par t i c ipants felt at ease du r ing the ac tua l experiment, they were given 
approximate ly five m inu t e s each to famil iar ize themselves a n d pract ice u s i n g the 
control lers i n the V i r t u a l Env i ronment . 

The procedure was in i t ia ted by conduc t ing a ca l ibra t ion to ensure the accuracy of 
da ta capture. Once the ca l ibra t ion was successful ly completed, par t i c ipants were g iven 
the opportuni ty to explore the V i r t u a l M u s e u m Env i ronment at their own pace. 
Addi t ional ly , video recordings of the eye-tracking exper iment were t aken to record. 

Par t i c ipants were in formed that they cou ld express their desire to conc lude the 
exper iment at any point. U p o n f in i sh ing the experiment, a one-on-one interv iew was 
conducted w i t h each par t i c ipant to gather their impress ions a n d reflections o n their 
experience i n the V i r t u a l M u s e u m Env i ronment . 

At the conc lus i on of the interview, a f ina l message of grat i tude a n d farewell was 
conveyed to the par t ic ipants , officially m a r k i n g the end of the experiment. 
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5.3 Experimental Setup 
Fol lowing the preparat ion of the C O P E R N I C U S M U S E U M V R Env i ronment , the 

subsequent task involved the col lect ion of eye-tracking da ta u s i n g the Varjo X R - 3 
Headset at the Facu l ty of A r t s at Palacký Univers i ty O lomouc , Czech ia . 

The Varjo X R - 3 Headse t 2 7 boasts the highest reso lut ion i n the indus t ry , w i t h over 
70 pixe ls per degree (ppd), a n d offers a n exceptional ly wide field of v iew of 115°. It also 
features the broadest color gamut ever achieved, w i t h a 9 9 % m a t c h to the s R G B (Red 
Green B l u e (colour model)) color space a n d 9 3 % m a t c h to the DCI-P3 color space, 
r esu l t ing i n the most lifelike a n d real ist ic scenes ever produced. To enhance depth 
percept ion, it ut i l i zes L i D A R (Light Detect ion a n d Ranging) technology, enab l ing precise 
real-t ime occ lus ion a n d 3D wor ld reconst ruct ion at the p ixe l level. Moreover, the 
headset integrates Ul t ra leap h a n d t rack ing a n d 200 Hz eye t rack ing , a l lowing for 
n a t u r a l a n d intui t ive interact ions w i t h the v i r tua l env ironment (VARJO, n .d . , 
In t roduc ing Varjo X R - 3 , the only true m ixed real i ty headset). 

Varjo Lab Tools software was ut i l i zed for m a s k i n g purposes , whi le the eye-
t rack ing da ta from the v i r tua l env ironment was gathered u s i n g the Varjo Base software. 
The laboratory computer h a s already acqu i red a n d ins ta l l ed the software. Figure 40 
shows the laboratory 's workspace . 

v N 1 

li li 

Figure 40 Left: laboratory equipments; Right: Masked area at the laboratory. 

Lab Tools provides two modes: one for user 's edi t ing setup a n d another for 
u t i l i z ing it. Use rs have the freedom to sw i t ch between these modes at any t ime by 
press ing the dedicated mode but tons (VARJO, n .d . , Varjo Lab Tools). W h e n conduc t ing 
test ing of the f ina l vers ion of the C O P E R N I C U S M U S E U M V R Env i ronment u s i n g a V R 
headset, a n i ssue occurred w i t h the semitransparency. Essent ia l ly , the v i r tua l 
env ironment was not be ing d isp layed correct ly w i t h i n the V R headset, as the user cou ld 
see the phys i ca l wa l l s of the laboratory a n d the s u r r o u n d i n g workspace ins tead of the 
in tended v i r tua l environment. To resolve th i s i ssue a n d ensure a complete v i s u a l 
immers i on , ad justments were made to the Ed i t Mode i n Lab Tools software (Figure 41). 

27 https: //varjo. com/products/xr-3 / 
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V A T J Q L A B T O O L S l.l.U 

Figure 41 Interface of Lab Tools. 

Varjo Base funct ions as the software that regulates the V R headset (VARJO, n .d . , 
U s i n g Varjo Base). The v i s u a l representat ion of the software interface i s depicted i n 
Figure 42 . Fo l lowing the correct p lacement of the V R headset, par t i c ipants performed 
eye-tracking ca l ibra t ion w i t h i n Varjo Base . B y select ing the "Cal ibrate eye-tracking" 
bu t t on i n the software, par t i c ipants t racked a mov ing dot w i th their eyes to complete 
the ca l ibra t ion process. 

Figure 42 Interface of Varjo Base. 

The tools located beneath the Headset V i ew i n F igure 42 are designed for use rs to 
record their observat ions a n d provide guidance to the viewer as necessary. Table 2 
provides detai led in format ion regarding the tools avai lable i n the Headset V i ew (VARJO, 
n .d . , U s i n g Varjo Base). 
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Table 2 Hosting a session in Varjo Base 

Tools Functionalities 

Screenshot Cap tures a screenshot of the Headset view. The image file i s saved i n 
the P ic tures -> Varjo folder on user 's W indows computer . 

Record Records video of the headset view. The video file i s saved i n the V ideos 
-> Varjo folder on user ' s W indows computer . 

Gaze dot V i sua l i z es the eye t rack ing feature to see where the viewer i s looking. 
T h i s feature i s only accessible i f eye t r ack ing is cal ibrated. 

Pointer T u r n s user 's mouse cursor into a V R pointer that i s v is ible ins ide the 
headset. 

B y c l i ck ing the "Record" bu t t on w i t h i n the Varjo Base interface, a video 
recording of the eye-tracking da ta was captured. 

5.4 Participants 
Between 8 t h a n d 1 8 t h of May (2023), a n eye-tracking exper iment was conducted 

w i th 20 par t ic ipants . The exper iment i n c luded par t i c ipants w i t h diverse backg rounds 
a n d vary ing ages (Table 3). O u t of these par t i c ipants , 3 0 % h a d a GIS background . In 
a d is t inct manner , the wide range of par t i c ipant ages necessi tated careful cons iderat ion 
of how age w o u l d impact the exper imenta l f indings. 

Table 3 Participant Demographics 

Demographic Characteristics Parameters No. of Participants (%) 

Tota l no. of Par t i c ipants 20 (100%) 

Gender Male 8 (40%) Gender 

Female 12 (60%) 

Age 18-28 10 (50%) Age 

29-59 10 (50%) 

Previous V R Exper ience Yes 11 Previous V R Exper ience 

No 9 

5.5 Data analysis 

5.5.1 Eye Movement Metrics 
A tota l of 11 AOIs were identi f ied a n d grouped into two categories: geographic 

exhib i ts (e.g., E S T E C , Fa l c on 9 Rocket, Sentinel-6 Satell ite, Ocean, Globe, Venice city) 
a n d supplementary videos related to these exhib i ts (e.g., videos about E S T E C , Fa l c on 9 
Rocket, Sentinel-6 Satell ite, Globe, a n d Venice city). 

The p r imary focus of th i s s tudy was to investigate the v i s u a l at tent ion of 
par t i c ipants toward AOIs u s i n g eye-tracking metr ics. Specif ical ly, the ana lys i s focused 
on key performance ind icators of eye-movement, i n c l u d i n g Tota l Dwe l l T ime (TDT) a n d 
the V i s u a l Intake (VI). Accord ing to A lbert et a l . (2022), "The dwel l t ime i s the tota l 
amount of t ime spent look ing w i t h i n a n A O L T h i s inc ludes a l l f ixat ions a n d saccades 
w i th in the AOI, i n c lud ing revisits. Dwe l l t ime is a n excellent metr ic that conveys the 

53 



level of interest w i t h a cer ta in AOI. Obvious ly , the greater the dwel l t ime, the greater the 
level of interest i n the AOI" . AOI are regions m a r k e d on s t imu l i , w h i c h determine how 
they captured the par t ic ipant ' s attent ion, the n u m b e r of f ixat ions recorded i n specific 
AOI, the order i n w h i c h the areas were vis i ted, a n d so o n (Popelka, 2018). 

5.5.2 Methods of Analysis 
The Varjo dataset compr ises a mul t i tude of recorded matr ices , bu t specific 

recordings necessary for the ana lys i s were chosen based on their relevance. Figure 43 
i l lustrates a n instance of eye-tracking da ta recorded i n a C S V file. P y t h o n 2 8 was selected 
to analyze the overal l du ra t i on of par t i c ipants ' gaze w i t h i n specif ic AOI th rough 
impor t ing C S V file. T h i s dec is ion was made re ly ing on pr ior academic knowledge 
regarding the ut i l i za t ion of Python. The code associated w i t h th i s ana lys i s h a s been 
saved i n th i s repository: h t tps ://g i thub .com/Guldar i ya -Kurbonova/AOI_Py thon . 

The pandas l ibrary of Py thon was employed to analyze the v i s u a l intake . In th i s 
study, v i s u a l in take specif ical ly refers to the sequence of AOI i n a row of C S V file. The 
code's fundamenta l task involves ca l cu la t ing the subsequent order i n w h i c h these 
observat ions occur. T h i s ana lys i s was conducted o n the Kagg le 2 9 p lat form, w h i c h serves 
as a n onl ine c ommun i t y a n d da ta science compet i t ion plat form hosted by Google L L C 3 0 . 
The code executes a series of t a sks i n c l u d i n g impor t ing necessary l ibrar ies , read ing a n d 
load ing a C S V file into a pandas DataFrame, c leaning c o l u m n names , i terat ing th rough 
rows, compar ing va lues i n the "Actor Labe l " c o lumn , s tor ing outcomes, p r in t ing the 
s u m m a r y DataFrame, a n d sav ing it as a new C S V file. The code corresponding to th is 
ana lys i s has been saved i n th i s repository: h t tps ://g i thub .com/Guldar i ya -
Kurbonova/ V isua l_ In take/t ree/main . 
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Figure 43 A fraction of the eye-tracking data derived from the Varjo XR-3. 

2 https: //www.python.org/ 

2 9 https://www.kaggle.com/ 

3 0 https://play.google.com/store/apps/dev?id=5700313618786177705&hl=en&gl=US 
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I B M S P S S S ta t i s t i c s 3 1 was employed to conduct s tat is t i ca l analyses for further 
examinat ion. The approach used i n the s tudy by K i m 8& Lee (2021) was adopted for the 
S P S S analyses process. The t-test was employed to determine i f there were noteworthy 
var ia t ions i n gender a n d age. 

After the complet ion of the eye-tracking experiment, the interv iew was conducted 
to uncover further ins ights regarding the v i r tua l m u s e u m experience. The par t i c ipants 
were presented w i t h a range of inqu i r i es a imed at gather ing comprehensive feedback. 
Specif ically, they were quer ied about the elements of the V R m u s e u m environment that 
stood out to t h e m as par t i cu lar l y real ist ic or immers ive . There were quest ions to 
evaluate the overal l l earn ing experience. Feedback o n par t i c ipant sat is fact ion was also 
sought, w i t h specific p rompts s u c h as whether they felt the V R m u s e u m experience was 
wor th their t ime. The interview quest ions are avai lable i n A t tachment 1, where Table 4 
presents a d is t inct set of quest ions that were asked. 

5.6 Results 

5.6.1 Visual Attention 
Total Dwell Time per AOI 

Ana lyz ing the tota l TDT, the general observat ion indicates that the preferences of 
the majority of par t i c ipants var ied signi f icantly, m a k i n g it cha l leng ing to identify clear 
pat terns from the g raph presented i n Figure 44. However, it i s wo r th ment ion ing that 
the dura t i on spent on videos exceeded the t ime dedicated to explor ing the exhibi ts . Th i s 
i s substant ia ted by concrete evidence, as par t i c ipants P08, P l l , P14, P18, a n d P20 
al located a greater amount of t ime to wa tch ing videos i n the C O P E R N I C U S M U S E U M 
V L E . 

Total Dwell Time per AOI per participant (unit: seconds) 
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Figure 44 TDT per AOI per participant. 

https: //www.ibm.com/products/spss-statistics 

55 

http://www.ibm.com/products/spss-statistics


Distribution of Visual Attention for AOIs 

Greater TDT a n d T F C indicat ive a higher v i s u a l at tent ion (Kim 8s Lee, 2021). Table 
5 d isp lays the means a n d s t andard deviat ions (SD) for the tota l dwel l t ime per AOI i n 
seconds. Based on the s tat is t i ca l data, VeniceVideo h a d the highest m e a n value (M = 
25 .50 ; S D = 31.89), whi le Rocket h a d the lowest m e a n value (M = 7.59; S D = 8.83). The 
m e a n va lues for the r ema in ing AOIs var ied from 8.12 (Satellite) to 24.39 (EstecVideo). 
F igure 45 d isp lays the m e a n TDT va lues per AOI across a l l par t ic ipants . 

Table 5 Means and standard deviations for total dwell time per AOI (seconds) 
AOI Mean Standard Deviation 
E S T E C 17.69 12.17 
Rocket 7.59 8.83 
Satell ite 8.12 8.61 
Ocean 22.68 13.11 
E a r t h 9.26 8.96 
Venice city 21 .20 22.20 
EstecVideo 24.39 24.48 
RocketVideo 18.52 20.29 
Satel l i teVideo 21.47 22.24 
SeaLevelRiseVideo 20.94 32.22 
VeniceVideo 25.50 31.89 

Mean value of total dwell time per AOI for all participants 
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Figure 45 Mean value of total dwell time per AOI for all participants. 

For a l l par t i c ipants , the v i s u a l intake was assessed per AOI. The AOIs exhib i ted 
the highest m e a n va lue of VI for the Ocean (M = 11.60; S D = 4.46), whi le the 
SeaLevelRiseVideo AOI recorded the lowest m e a n value (M = 3.30, S D = 2.99). A m o n g 
the other AOIs, the m e a n va lues var ied from 11.00 (Rocket) to 4.20 (VeniceVideo). Table 
6 provides the m e a n a n d S D va lues for VI per AOI for a l l par t i c ipants , presented i n 
n u m b e r un i t s . Addi t iona l ly , F igure 46 presents the m e a n VI value per AOI for a l l 
par t i c ipants . 
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Table 6 Means and SDs for visual intake per AOI for all participants (numbers) 
AOI n Mean Standard Deviation 
E S T E C 142 6.35 4.41 
Rocket 220 11.00 6.59 
Satell ite 147 7.35 4.80 
Ocean 232 11.60 4.46 
E a r t h 122 6.10 2.86 
Venice_c i ty 101 5.05 2.81 
EstecVideo 96 5.15 3.36 
RocketVideo 141 7.60 6.17 
Satel l i teVideo 98 4.90 3.21 
SeaLevelRise Video 67 3.30 2.99 
VeniceVideo 81 4.20 2.87 

Mean value of Visual Intake per AOI for all participants 
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• M e a n ( n u m b e r s ) 

Figure 46 Mean value of VI per AOI for all participants. 

Gender Differences in Visual Attention 

Based o n the m e a n values, the t-test resu l ts compar ing gender revealed notable 
differences i n TDT at the E S T E C exhibit (t = 1.538). The m e a n va lues for male a n d 
female par t i c ipants were 22 .65 a n d 14.40 seconds, respectively. Th i s suggests that, on 
average, male par t i c ipants showed a greater interest i n the E S T E C exhibit compared to 
female par t i c ipants . S imi lar ly , the t-test resu l ts o n the VI at E S T E C showed a sl ight 
difference (t = 0.841). The m e a n va lues for male a n d female par t i c ipants were 7.38 a n d 
5.67 seconds, respectively. T h u s , the m e a n interest level of male par t i c ipants i n the 
E S T E C exhibi t was higher t h a n female par t i c ipants . 

Age Differences in Visual Attention 

To examine the impac t of age differences among 20 par t i c ipants , they were div ided 
into two groups of 10 each: ind i v idua l s aged 18-28 a n d ind i v idua l s aged 29-59 . Figure 
47 depicts that the par t i c ipants i n the 29-59 age category h a d a higher m e a n va lue of 
TDT for VeniceVideo compared to the 18-28 age category, w i t h m e a n va lues of 33.92 
a n d 17.09, respectively. Conversely, the 18-28 age category exhib i ted a higher m e a n 
va lue of TDT for Venice city compared to the 29-59 age category, w i t h m e a n va lues of 

ESTEC 

Rocket 

Satellite 

Ocean 

Earth 

Venice city 

EstecVideo 

RorketVicleo 

SatelliteVideo 

SeaLevelRiseVideo 

Venice Video 

57 



26.86 a n d 15.54, respectively. Even though the 18-28 age category showed s l ight ly 
higher m e a n va lues of TDT for E S T E C , Rocket, a n d Ea r th , the m e a n va lues of TDT 
presented i n the g raph indicate that the 29-59 age category h a d a higher m e a n value 
overall . Specif ically, videos h igh l ight ing exhib i ts i n the V i r t u a l M u s e u m h a d a higher 
m e a n value w i t h i n the 29-59 age category. In contrast , the 18-28 age category showed 
a higher m e a n value for dynamic exhib i ts s u c h as Rocket a n d E a r t h . 

The age difference in TDT mean between participants (unit: seconds) 
I M I I 

Rorket 

Satel l ite 

Oeean 

E a r t h 

Venice c i ty 

Ester V ideo 

RorketV ideo 

Satel l i teVideo 

SeaLevelRiseVideo 

VenieeVideo 

15 2 0 

1 8 - 2 8 age c a t e g o r y 

25 30 

2 9 - 5 9 age c a t e g o r y 

Figure 47 The age difference in TDT between participants. 

Visual Intake per AOI 

The da ta i n Figure 48 reveals that the Ocean exhibi t received the highest n u m b e r 
of VI , ind i ca t ing that it at tracted the greatest amoun t of at tent ion from part ic ipants . The 
exhib i ts of Rocket a n d Satell ite also received signi f icant attent ion, ind i ca t ing that 
par t i c ipants f ound them equal ly interest ing a n d attractive to explore. Th i s suggests that 
par t i c ipants f ound the Ocean, Rocket, a n d Satell ite exhib i ts par t i cu lar l y in t r i gu ing a n d 
appeal ing to visit . 
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Figure 48 Visual Intake per AOI. 
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Initial Gaze Scatter and Exhibit Order 

W h e n par t i c ipants entered the environment, their f irst gaze d ispers ion was 
observed as depicted i n F igure 49. O u t of the par t i c ipants , 7 looked on the Ocean whi le 
5 looked on E S T E C in i t ia l ly . The exhib i ts w i t h i n the C O P E R N I C U S M U S E U M were 
carefully arranged i n a par t i cu lar order, as depicted by the arrows i n F igure 50. The 
exhib i ts followed a specific sequence: E S T E C , Fa l c on 9 rocket, Sentinel-6 satell ite, 
Ocean, Globe, a n d Venice city. 
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Figure 49 Initial Gaze Dispersion of Participants. 

The par t i c ipants were expected to beg in their explorat ion from E S T E C a n d 
proceed to the Rocket a n d subsequent exhib i ts i n order to grasp the log ical sequence of 
the d isplays. However, Figure 49 clearly showed that only 5 out of the 20 par t i c ipants 
started from E S T E C . Th i s f ind ing served as evidence that par t i c ipants were prov ided 
w i th subt le h i n t s or gu idance regarding the d i rect ion to take du r ing the immers ive V R 
M u s e u m experience. 

Figure 50 Specific Sequence of Geographic Exhibits. 
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5.6.2 Interview 
Par t i c ipants were prompted to express their persona l thoughts a n d percept ions of 

the C O P E R N I C U S M U S E U M environment they encountered d u r i n g the experiment. T h i s 
al lowed to ga in a deeper unde rs tand ing of par t i c ipants ' perspectives a n d gather 
va luable feedback regarding their impress ions of the v i r tua l environment. 

D u r i n g the conducted interview, a set of 14 quest ions were admin is tered to 
par t i c ipants w i t h the a i m of e l ic i t ing their impress ions a n d overal l perceptions. O u t of 
the 20 par t i c ipants , 11 ment ioned hav ing pr ior experience w i th v i r tua l reality, whi le for 
9 par t i c ipants , it was their f irst encounter. However, despite the 11 par t i c ipants 
c l a im ing pr ior V R experience, they clari f ied that it was not as professional use rs i n their 
dai ly lives. 

The second quest ion asked whether par t i c ipants felt that the V R M u s e u m cou ld 
replicate the experience of a real-life m u s e u m . The responses encompassed a range of 
viewpoints, w i t h some par t i c ipants express ing a n affirmative stance, whi le others he ld 
a contras t ing perspective. Those who aff irmed the V R M u s e u m ' s capacity to resemble 
a phys i ca l m u s e u m emphas ized a sense of immers i on w i t h i n a well-crafted v i r tua l 
env ironment that, whi le d is t inct f rom a t rad i t i ona l m u s e u m , faci l i tated a pro found level 
of engagement. Conversely, the d issent ing respondents argued that the technology at 
h a n d failed to ful ly capture the pro found impress i on a n d tangible ambiance 
character is t ic of a phys i ca l m u s e u m . 

Regarding Ques t i on 3, a l l par t i c ipants provided responses ind i ca t ing that they 
experienced fu l l immers i on du r ing the V R m u s e u m experience. Ques t i on 4 a imed to 
ascer ta in w h i c h exhib i ts w i t h i n the m u s e u m captured the par t i c ipants ' attent ion. 
Figure 51 v i sua l l y represents the data, demonstrat ing that par t i c ipants were 
par t i cu lar l y d r a w n to the exhibit featur ing a rocket model . Addi t ional ly , the models 
depict ing mar ine life (Ocean) a n d the city of Venice garnered signi f icant at tent ion a n d 
interest f rom the par t ic ipants . 
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Figure 51 Subjective insights on which exhibits within the VE were stood out. 

Ques t i on 5 a imed to explore par t i c ipants ' percept ions of the V R m u s e u m i n 
compar i son to a t rad i t iona l phys i ca l m u s e u m experience. Par t i c ipants h ighl ighted 

60 



several advantages of the V R m u s e u m over i ts phys i ca l counterpart , s u c h as the abi l i ty 
to t ranspor t them back i n t ime, the accessibi l i ty of var ious locat ions, a n d other benefits. 
Notable responses i n c luded the fol lowing perspectives: 

• "VR is the future a n d a good investment. " 
• 'The V R m u s e u m is new." 
• ' V R is good i n terms of br ing ing scenes that do not exist." 
• 'The advantages of V R inc lude br ing ing in format ion on different topics into one 

place. For example, I was able to explore Arc t i c a n d Venice city models , a n d I felt 
l ike they were r ight i n front of me, a l lowing me to thoroughly explore them. " 

• "The purposes of V R a n d phys i ca l m u s e u m s are different." 
• 'The V R env ironment i s not crowded." 
• ' V R is more interactive t h a n the phys i ca l m u s e u m experience." 

A l l par t i c ipants prov ided consistent responses to Ques t i on 6, express ing that the 
V R m u s e u m environment was h igh ly interactive a n d engaging. 

Regarding Ques t i on 9, w h i c h a imed to evaluate the informativeness of the V R 
m u s e u m environment, par t i c ipants ind ica ted that they were able to acquire new 
knowledge from the immers ive experience. 

Noteworthy responses emerged i n re la t ion to Ques t i on 10, where par t i c ipants 
h ighl ighted in i t i a l dif f iculties w i t h navigat ing the control lers du r ing the first 3-4 
minutes . However, they acknowledged that w i t h t ime a n d pract ice, they became more 
proficient i n operat ing the control lers. 

Ques t i on 11 generated in t r i gu ing ins ights . Par t i c ipants expressed sent iments 
s u c h as, "Yes, definitely. It was in t r i gu ing to w i tness the advancements i n technology 
a n d explore the poss ib i l i t ies it offers," a n d "The in format ion presented w i t h i n the V R 
environment was h igh ly interest ing." Addi t ional ly , par t i c ipants acknowledged the 
env i ronmenta l benefits of V R experiences, not ing that i t e l iminates the need to travel 
between cit ies to v is i t var ious m u s e u m s . 

Ques t i on 12 a imed to gather par t i c ipants ' expectat ions before the experiment. 
Their responses indicated: "It was m y first t ime t ry ing V R , so I h a d l imi ted knowledge 
about what to expect besides the headset a n d control lers. However, it t u r n e d out to be 
a fantast ic experience. I was p leasant ly surpr i s ed by how rea l the exhib i ts felt, a n d the 
overal l atmosphere was futur is t ic . " 

Mov ing o n to Ques t i on 13, par t i c ipants were asked to provide suggestions, a n d 
their responses encompassed the fol lowing points: 

1. "It w o u l d be benef icial to reduce the size of the videos, as they appeared too 
large i n the environment. Ad jus t ing their size wou ld enhance the v iewing 
experience." 

2. "Cons ider prov id ing clearer h in t s or ind ica t ions to guide par t i c ipants o n where 
to start a n d the recommended sequence to follow throughout the exhibi ts . Th i s 
wou ld ensure a more s t ruc tured a n d intui t ive explorat ion." 

In the f ina l quest ion, Ques t i on 14, par t i c ipants were asked to rate the level of 
r ea l i sm a n d immers i on they experienced i n the C O P E R N I C U S M U S E U M environment. 
U s i n g a ra t ing scale f rom 1 to 5, w i t h 5 be ing the highest rat ing , the par t ic ipants ' 
average ra t ing was 3.7. Th i s ind icates that par t i c ipants general ly f ound the 
C O P E R N I C U S M U S E U M environment to be immers ive a n d real ist ic , w i t h a h i gh level of 
engagement a n d authent ic i ty . 
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5.6.3 Insights from Eye-Tracking Experiment 
Visual Attention 

The eye-tracking ana lys i s prov ided va luable ins ights into par t i c ipants ' v i s u a l 
at tent ion pat terns w i t h i n the v i r tua l real i ty environment. The da ta revealed that cer ta in 
areas of interest attracted more at tent ion t h a n others. For example, the VeniceVideo 
exhibit h a d the highest TDT, ind i ca t ing that par t i c ipants spent more t ime focusing o n 
th i s par t i cu lar area. S imi lar ly , the EstecVideo exhibi t also captured a h i gh amount of 
v i s u a l attent ion. O n the other h a n d , the Rocket exhibit h a d the lowest TDT, suggest ing 
that i t at tracted less at tent ion from par t ic ipants . One possible exp lanat ion for th i s 
observat ion cou ld be the dura t i on of the videos, as each of t hem h a d a dura t i on more 
t h a n one minute . Th i s cou ld be in f luenced by factors s u c h as the video's content a n d 
the exhibi t ion 's locat ion. These f indings indicate that the content a n d presentat ion of 
different exhib i ts p lay a c ruc i a l role i n d irect ing users ' v i s u a l attent ion. 

Variability in Visual Attention 

Whi le the m e a n TDT va lues provide a n overal l unde rs tand ing of par t i c ipants ' 
v i s u a l attent ion, it 's impor tant to note the var iabi l i ty i n at tent ion across different AOIs. 
The s t andard deviat ions associated w i t h the T D T va lues indicate that par t i c ipants ' 
a t tent ion was not un i fo rmly d is t r ibuted . Some par t i c ipants may have s h o w n more 
interest i n specific AOIs compared to others. Th i s var iab i l i ty c a n be in f luenced by 
factors s u c h as persona l preferences, i nd i v i dua l experiences, a n d the novelty of the 
exhibi ts . 

Visual Intake and Visual Attention 

Ana lyz ing the VI offers further ins ights into par t i c ipants ' v i s u a l attention. The 
exhibit that received the highest m e a n VI was Ocean, ind ica t ing that i t at tracted the 
most at tent ion from par t ic ipants . Conversely, the SeaLevelRiseVideo exhibit h a d the 
lowest m e a n VI. These f indings h ighl ight the vary ing levels of engagement par t i c ipants 
h a d w i t h different exhibits. Factors s u c h as the relevance, complexity, a n d v i s u a l appea l 
of the exhib i ts may have in f luenced the overal l v i s u a l attent ion. 

Gender Differences in Visual Attention 

Gender differences were observed i n par t i c ipants ' v i s u a l at tent ion patterns. Male 
par t i c ipants showed a higher m e a n TDT a n d VI at the E S T E C exhibi t compared to 
female par t i c ipants , ind i ca t ing that they exhibi ted greater interest a n d attent ion 
towards th i s par t i cu lar exhibit . These gender differences suggest that persona l 
preferences a n d interests c a n inf luence v i s u a l at tent ion a n d engagement w i t h specific 
exhib i ts w i t h i n the V R environment. 

Age Differences in Visual Attention 

Age-related differences were also observed i n par t i c ipants ' v i s u a l attent ion. 
Par t i c ipants aged 29-59 h a d a higher m e a n TDT for the VeniceVideo exhibit compared 
to par t i c ipants aged 18-28. Conversely, par t i c ipants aged 18-28 showed a higher m e a n 
TDT for the Venice city exhibit . The age category of 29-59 general ly h a d higher m e a n 
TDT va lues across AOIs, par t i cu la r l y for videos h igh l ight ing exhib i ts i n the V i r t u a l 
M u s e u m . In contrast , par t i c ipants aged 18-28 showed higher m e a n TDT va lues for 
dynamic exhib i ts l ike Rocket a n d E a r t h . These age-related differences suggest that 
different age groups may have d is t inct preferences a n d interests w h e n explor ing v i r tua l 
exhibi ts . 
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Initial Gaze Dispersion and Exhibit Order 

Ana lyz ing the in i t i a l gaze d i s t r ibu t i on provides ins ights into par t i c ipants ' first 
po ints of focus w i t h i n the V R environment. The da ta revealed that par t i c ipants ' first 
gaze scatter were predominant ly o n the Ocean exhibit , followed by E S T E C . However, the 
in tended exhibi t order w i t h i n the C O P E R N I C U S M U S E U M was different, w i t h E S T E C as 
the s tar t ing point. Th i s deviat ion f rom the intended order suggests that par t i c ipants 
may have been in f luenced by subt le h in t s or cues, leading them to different exhib i ts 
in i t ia l ly . These h in t s may have in f luenced part ic ipants ' explorat ion pat terns a n d in i t i a l 
v i s u a l attent ion. 

Interviews 

In add i t i on to the eye-tracking data, par t i c ipants ' interviews prov ided further 
ins ights into their percept ions a n d experiences of the V R M u s e u m environment. Overal l , 
par t i c ipants acknowledged a sense of immers i on a n d engagement du r ing the V R 
experience. They expressed par t i cu lar interest i n exhib i ts featur ing rocket, mar ine life, 
a n d the city of Venice . Par t i c ipants also prov ided suggest ions for improv ing the V R 
M u s e u m experience, s u c h as ad just ing video sizes for better v iewing a n d prov id ing 
clearer gu idance for navigat ing th rough the exhibi ts . 

Realism and Immersion 

Part ic ipants rated the C O P E R N I C U S M U S E U M environment w i t h a n average score 
of 3.7 out of 5 for r ea l i sm a n d immers ion . T h i s ind icates that par t i c ipants general ly 
f ound the V R env ironment to be immers ive , real ist ic , a n d engaging. 

Overal l , these ins ights reveal va luable in format ion about par t ic ipants ' v i s u a l 
attent ion, gender a n d age differences, preferences for specific exhibi ts , i n i t i a l gaze 
d is t r ibut ion , a n d their percept ions of the V R M u s e u m experience. These f indings 
contr ibute to our unde rs tand ing of eye-tracking i n V R a n d c a n in form further research 
a n d improvements i n des igning immers ive v i r tua l experiences. 
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6 RESULTS 
Th i s chapter presents a concise s u m m a r y of Chapter 4, w h i c h pr imar i l y focused 

on the development of the C O P E R N I C U S M U S E U M environment, a n d Chapter 5, w h i c h 
a imed to analyze the eye-tracking da ta gathered i n the V i r t u a l Geographic Env i ronment . 

6.1 Development of Virtual Geographic Learning Environment 
A comprehensive tu tor ia l was provided, present ing a step-by-step approach to 

creat ing the C O P E R N I C U S M U S E U M environment. The tu tor ia l covered var i ous 
elements, i n c lud ing Widget Interact ion, Manag ing User Input, Navigat ing w i t h i n the 
environment, a n d Creat ing Dynamic Actors . Detai led descr ipt ions were given on the 
development of geographic exhib i ts u s i n g 3 D mode l ing software programs s u c h as 
B lender a n d Ske tchUp . The resu l t s demonstrate the success fu l implementat ion of the 
out l ined procedures a n d guide l ines for bu i l d ing the desired v i r tua l geographic l earn ing 
environment. B y u t i l i z ing B lender a n d i ts B lenderGIS add-on, 3 D te r ra in mode ls of 
specific locat ions, s u c h as E S T E C , were generated. Ske t chUp Pro proved to be 
a va luable tool for creat ing detai led 3 D models of the Fa l con 9 Rocket a n d the 
Cope rn i cus Sent inel-6 satell ite. C i t yEng ine was ut i l i zed to import a n d represent the 
three-d imens iona l depict ion of Venice city, Italy. 

Fur thermore , the Unrea l Eng ine software was ins ta l l ed fol lowing a step-by-step 
process, enab l ing the development of the v i r tua l geographic l earn ing environment. 
Assets were acqu i red from the Unr ea l Eng ine Marketp lace a n d seamless ly integrated 
into the project, i n c lud ing the B a n k B u i l d i n g / Interior col lect ion developed by Leartes 
Studios . The m a n i p u l a t i o n of actors a n d the precise p lacement of geographic exhib i ts 
w i t h i n the v i r tua l m u s e u m sett ing were achieved successful ly . 

Moreover, dynamic elements were in t roduced u s i n g the Niagara Sys tem i n Unr ea l 
Eng ine , a l lowing the generat ion of real ist ic c louds a n d fire w i t h i n the v i r tua l 
environment. The rotat ion of actors, an ima t i on of U V coordinates, a n d app l i ca t ion of 
textures further enhanced the immers ive experience of the v i r tua l geographic l earn ing 
environment. 

Accord ing to the outcomes of the subjective eva luat ion methods, changes were 
implemented to the videos i n the v i r tua l environment. Notably, the size of the videos 
were reduced, a n d add i t i ona l improvements were made. These improvements involved 
the i n c l u s i o n of more expl ic it cues, s u c h as consp i cuous arrows, w h i c h effectively guide 
par t i c ipants on where to ini t iate their j ourney a n d the recommended order to follow 
throughout the exhibi ts . 

Overal l , the resu l ts of th i s tu to r i a l h ighl ight the success fu l development of the 
C O P E R N I C U S M U S E U M environment, prov id ing a va luable resource for v i r tua l 
geographic learning. The step-by-step approach, integrat ion of 3 D models , acqu is i t i on of 
assets, m a n i p u l a t i o n of actors, a n d implementa t ion of dynamic elements a l l contr ibute 
to the creat ion of a n engaging a n d interactive l earn ing environment. 

6.2 Eye-tracking analysis 
The ana lys i s of eye-tracking da ta conducted i n the V i r t u a l Geographic 

Env i ronment focused on examin ing par t i c ipants ' v i s u a l at tent ion a n d engagement. The 
exper iment ut i l i zed the Varjo X R - 3 headset, k n o w n for i ts h i gh reso lut ion a n d advanced 
features s u c h as eye-tracking, to capture par t i c ipants ' eye movements whi le explor ing 
the v i r tua l environment. 
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The exper iment involved 20 par t i c ipants w i t h diverse backgrounds a n d ages. Prior 
to the experiment, par t i c ipants were given exp lanat ions about the v i r tua l m u s e u m 
content a n d the objectives of the study. They were also prov ided w i t h ins t ruc t i ons o n 
ho w to wear the Varjo X R - 3 headset a n d use the H T C Vive control lers for nav igat ion 
w i th in the V i r t u a l Env i ronment . 

Ca l i b ra t i on was performed to ensure the accuracy of the eye-tracking da ta 
captured by the Varjo X R - 3 headset. Once ca l ibra t ion was successful ly completed, 
par t i c ipants were given the freedom to explore the V i r t u a l Geographic M u s e u m 
Env i ronment at their own pace. Eye - t rack ing da ta was recorded du r ing the par t i c ipants ' 
interact ions w i t h the V i r t u a l Env i ronment . 

D a t a ana lys i s was conducted u s i n g Py thon prog ramming language a n d S P S S 
software. The ana lys i s focused on determining the par t i c ipants ' v i s u a l at tent ion a n d 
interest i n different AOIs w i t h i n the V i r t u a l Env i ronment . The dura t i on of gaze w i t h i n 
specific AOIs was ca lcu lated u s i n g the recorded eye-tracking data. 

Fur thermore , one-on-one interviews were conducted w i th each par t i c ipant after 
the exper iment to gather their impress ions a n d reflections on their experience i n the 
V i r t u a l M u s e u m Env i ronment . 

The resu l t s of eye-tracking da ta ana lys i s examin ing v i s u a l at tent ion i n the v i r tua l 
m u s e u m environment uncovered a n u m b e r of impor tant f indings. The d i s t r ibu t i on of 
v i s u a l at tent ion for different AOIs was assessed u s i n g TDT a n d VI as measures . The 
ana lys i s revealed that AOIs w i t h higher TDT a n d VI va lues received more v i s u a l 
at tent ion from par t ic ipants . Specif ically, the AOI "VeniceVideo" h a d the highest m e a n 
TDT. In contrast , the AOI "Rocket" h a d the lowest m e a n TDT. The m e a n VI va lues also 
var ied across AOIs, w i t h the "Ocean" exhibit receiving the highest at tent ion a n d the 
"SeaLevelRiseVideo" exhibit receiv ing the lowest attent ion. 

Gender differences i n v i s u a l at tent ion were observed, ind i ca t ing that male 
par t i c ipants showed a greater interest i n the E S T E C exhibi t compared to female 
par t ic ipants . Th i s was reflected i n bo th TDT a n d VI, where males h a d higher m e a n 
va lues at E S T E C compared to females. 

Age differences were also f ound to inf luence v i s u a l attent ion. Par t i c ipants aged 
29-59 showed higher TDT for the "VeniceVideo," exhibi t whi le par t i c ipants aged 18-28 
exhib i ted higher TDT for the "Venice city" exhibit . The overal l t r end ind ica ted that 
par t i c ipants i n the older age group h a d higher m e a n TDT va lues, par t i cu lar l y for videos 
i n the V i r t u a l M u s e u m . O n the other h a n d , par t i c ipants i n the younger age group 
showed higher m e a n TDT va lues for dynamic exhib i ts s u c h as "Rocket" a n d " E a r t h . " 

Ana lyz ing the v i s u a l in take per AOI, i t was observed that the AOI "Ocean" received 
the highest n u m b e r of revis i ts, ind i ca t ing that it attracted the most at tent ion from 
par t ic ipants . 

Fur thermore , par t i c ipants ' percept ions of the v i r tua l m u s e u m environment were 
explored th rough interviews. Par t i c ipants h ighl ighted several advantages of the V R 
m u s e u m over i ts phys i ca l counterpart , s u c h as the abi l i ty to t ranspor t t h e m to different 
locat ions a n d the convenience of access ing var i ous exhib i ts w i t h i n a single space. They 
also ment ioned the interactive nature of the V R env ironment as a positive aspect. 

Overal l , par t i c ipants rated the C O P E R N I C U S M U S E U M environment posit ively i n 
terms of r ea l i sm a n d immers i on , w i t h a n average ra t ing of 3.7 out of 5. T h i s ind icates 
that par t i c ipants general ly f ound the V R m u s e u m experience to be immersive , engaging, 
a n d authent ic . 
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7 DISCUSSION 
The objective of th i s s tudy was to develop a n d des ign a v i r tua l l earn ing 

environment u t i l i z ing v i r tua l real i ty technology, specif ical ly focusing on the current 
t rends i n geography. The research also a imed to assess user experience u s i n g eye-
t rack ing technology w i t h i n th i s v i r tua l environment. T h i s s tudy offers two m a i n 
contr ibut ions : (1) ins ights a n d recommendat ions derived from the current experience of 
employ ing V R technology to create a v i r tua l l earn ing env ironment w i t h contextual ized 
content, a n d (2) a d i s cuss i on on the methodology a n d f indings of col lect ing eye-tracking 
da ta w i t h i n the V R environment. 

Regarding the first aspect, several suggest ions c a n be prov ided o n the 
development of a v i r tua l l earn ing environment. V R offers vast potent ia l for present ing 
a n d m a k i n g complex subjects accessible to users . B y leveraging cur rent 3 D 
technologies i n con junct ion w i th V R , even greater poss ib i l i t ies emerge. Ut i l i z ing 3 D 
mode l ing software programs, the 3 D mode ls of exhib i ts were met i cu lous ly modeled a n d 
textured. T h i s da ta was then imported into Unr ea l Eng ine 4.27 to create a n immers ive 
v i r tua l real ity m u s e u m visit . The Varjo X R - 3 headset p layed a v i ta l role i n br ing ing th i s 
immers ive l earn ing real i ty to life, offering users a n unpara l l e l ed opportuni ty to explore 
a n d engage w i t h the v i r tua l m u s e u m environment. Th i s m u s e u m vis i t a l lows use rs to 
explore the Cope rn i cus m u s e u m from the perspective of a n ac tua l person, complete 
w i th interactive elements. Ban f i et a l . (2023) highl ight that the iconic a n d acoust ic 
representat ion s ta tus enables the user to perceive a n d comprehend novel in format ion 
a n d processes, where var iat ions, confl icts, a n d asp i rat ions often emerge a n d merge. In 
th i s context, the senses of sight a n d hear ing assume a prominent role, serv ing as the 
key modal i t ies th rough w h i c h the user engages w i t h a n d comprehends the content. The 
proposed 3D mode l ing process sought to achieve a n accurate a n d qualitat ive 
representat ion of the geographical exhib i ts a n d their associated in format ion due to th i s 
par t i cu lar reason. 

To he lp use rs navigate i n C O P E R N I C U S M U S E U M environment, a te leportat ion 
funct ion is avai lable, br idg ing long d istances w i t h i n the v i r tua l environment. The 
majority of the work revolved a r o u n d programming teleportat ion w i t h i n the m u s e u m ' s 
V R sett ing. Fur thermore , extensive efforts were invested i n seamlessly integrat ing 
B luepr in t funct ional i ty , enab l ing use rs to effortlessly trigger video p layback by c l i ck ing . 
Fur thermore , considerable p rog ramming expertise was employed to incorporate 
dynamic elements into the immers ive V R environment. W h e n developing a s im i la r V R 
environment, it i s impor tant to consider these aspects. 

W i t h respect to the second point, the p r imary focus of th i s thes is was to collect 
eye-tracking da ta w i t h i n a developed C O P E R N I C U S M U S E U M v i r tua l l earn ing 
environment. A s a resul t , a s igni f icant por t ion of the research t ime was dedicated to 
connect ing the V R env ironment w i t h the Varjo X R - 3 headset. The LogOpenXRUpo l _BP 
B luepr in t was obta ined from a separate project cal led C h u r c h a n d was incorporated to 
facilitate the col lect ion of eye-tracking da ta w i t h i n the v i r tua l environment. To 
successful ly integrate the b luepr in t into the C O P E R N I C U S M U S E U M environment, it 
was necessary to remove the assets f rom the C h u r c h project, re ta in ing only the 
essent ia l b luepr int . Despite the removal of assets, the project size r ema ined unchanged , 
w h i c h h a d imp l i ca t i ons for subsequent work. For instance, copying or test ing the 
project became t ime-consuming due to the load ing process. However, for other use r s 
who desire to integrate the V R env ironment w i t h the Varjo X R - 3 headset, they w o u l d 
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need to create a new B luepr in t V i s u a l Scr ip t ing System, w h i c h necessitates a 
backg round i n programming . 

D u r i n g the test ing phase of the f ina l vers ion of the C O P E R N I C U S M U S E U M V R 
Env i ronment u s i n g a V R headset, a prob lem arose w i th the semi t ransparency feature. 
Essent ia l ly , the v i r tua l env ironment was not render ing correctly w i t h i n the V R headset, 
r esu l t ing i n the user be ing able to see the phys i ca l wa l l s of the laboratory a n d the 
s u r r o u n d i n g workspace ins tead of the in tended v i r tua l environment. To address th i s 
i ssue a n d achieve a fully immers ive v i s u a l experience, modi f icat ions were made to the 
Ed i t Mode i n the Lab Tools software. 

In the v i r tua l l earn ing environment of the C O P E R N I C U S M U S E U M , par t i c ipants ' 
v i s u a l at tent ion var ied based o n the spa t ia l arrangements a n d the emphas i s o n exhib i ts 
or med i a (video) screens. The da ta showed that cer ta in areas attracted more at tent ion 
t h a n others. For instance , the VeniceVideo exhibit h a d the highest TDT value, 
ind i ca t ing that par t i c ipants spent more t ime focusing o n that area. Specif ical ly, 
par t i c ipants aged 29-59 showed h i gh at tent ion to the VeniceVideo exhibit a n d h a d 
higher average TDT va lues across different AOIs, especial ly for videos showcas ing 
m u s e u m exhibi ts . O n the other h a n d , par t i c ipants aged 18-28 h a d higher average TDT 
va lues for dynamic exhib i ts l ike Rocket a n d E a r t h . Th i s difference cou ld be expla ined by 
factors s u c h as video dura t ion , content, a n d exhibit locat ion. These f indings h ighl ight 
the signif icance of exhibit content a n d presentat ion i n direct ing users ' v i s u a l attent ion. 
Fur thermore , gender differences were observed i n par t i c ipants ' v i s u a l at tent ion 
patterns. Male par t i c ipants d isp layed a higher average TDT a n d V i s u a l Intake at the 
E S T E C exhibi t compared to female par t i c ipants . T h i s suggests that males exhib i ted 
greater interest a n d at tent ion towards th i s par t i cu la r exhibit . These gender differences 
indicate that persona l preferences a n d interests c a n inf luence v i s u a l at tent ion a n d 
engagement w i t h specific exhib i ts w i t h i n the V R environment. The resu l t s of th i s s tudy 
provide suppor t for the f indings of H e r m a n et a l . (2017) a n d Hadnet t -Hunter et a l . 
(2019) that h ighl ight the advantages of ga in ing ins ights into how the d i s t r ibu t i on of 
v i s u a l at tent ion varies based on a user ' s task. Th i s unde rs tand ing offers d is t inct 
opportuni t ies for advanc ing these techniques a n d improv ing the des ign of v i r tua l 
environments. The f indings of th i s s tudy provide a foundat ion for the development of 
guide l ines that c a n ass is t developers i n enhanc ing the appeal of v i r tua l l earn ing 
environments. These guide l ines a i m to a l i gn the env i ronments w i t h the specific needs 
a n d interests of users , u l t imate ly improv ing their overal l attractiveness. 

Limitations. Despite the promise of u s i n g eye-tracking V R headsets for v i s u a l 
at tent ion experiments, they are s t i l l far f rom be ing able to completely replace specia l ized 
eye-trackers (Alghofaili et a l . , 2019). Whi l e examin ing the da ta col lected from eye-
t rack ing V R headsets, it became necessary to create Py thon code specif ical ly designed 
for ana lyz ing th is data. It was evident that there was no exist ing prototype avai lable for 
ana lyz ing eye-tracking da ta specif ical ly f rom V R devices. T h i s ind icates a clear 
requirement for the development of tools that c a n effectively analyze eye movement da ta 
i n the context of v i r tua l reality. 

The C O P E R N I C U S M U S E U M project was developed u s i n g hardware located at the 
Facu l ty of A r t s i n Palacký Univers i ty O lomouc i n Czech ia . In order to p u b l i s h the 
project o n a website, U n r e a l Eng ine provides the opt ion to package it as a n H T M L 5 
project. However, there i s a l im i ta t i on regarding the project size, as it needs to be 
compressed to ensure proper funct ional i ty w h e n pub l i shed . Unfortunate ly , the 
C O P E R N I C U S M U S E U M project size i s 31.6 G B , w h i c h is too large to be pub l i shed o n a 
website. Consequent ly , others are unab le to access the project onl ine. G i ven the lack of 
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a n op t ima l method for re leas ing the project on a website, access to the project i s 
current ly restr icted to the hardware located i n the laboratory. 

V R systems, par t i cu lar l y fu l l - immers ion ones, d emand subs tan t i a l f inanc ia l 
investment for their creat ion (Alqahtani et a l . 2017). The Varjo X R - 3 headset ut i l i zed i n 
th i s research is current ly avai lable o n the marke t for E U R 6495 . Apar t f rom the 
expenses l i nked to the necessary hardware , w h i c h c a n be adjusted based o n the 
n u m b e r of s tudents , there i s a need to develop l earn ing activit ies that effectively 
incorporate these software tools (Cecotti, 2022). 

Future Work. There i s opportuni ty for improvement i n the feature set of the V R 
environment. One area that c ou ld be enhanced is the l ight ing feature, w h i c h c a n be 
expanded to inc lude factors l ike l ight intensi ty , shad ing , a n d reflection. Th i s wou ld 
effectively account for the v is ib i l i ty of e lements w i t h i n the V R environment. 

E d u c a t i o n c a n benefit f rom the ut i l i za t ion of v i r tua l real i ty to es tab l i sh a more 
integrated l earn ing environment. The immers ive nature of V R enables use rs to es tab l i sh 
a deeper persona l connect ion w i t h their v i r tua l sur round ings , thereby faci l i tat ing a 
more effective l earn ing process (Al -Gindy et a l . , 2020). G i ven educators ' growing interest 
i n interactive techniques to facilitate s tudent learning , th i s research project has a 
future-or iented goal of in t roduc ing add i t i ona l interactive a n d dynamic features to the 
v i r tua l l earn ing env ironment of the C O P E R N I C U S M U S E U M . The objective i s to equip 
educators w i th a wider array of interactive tools a n d dynamic e lements that w i l l elevate 
the l earn ing experience for s tudents . 

Another potent ia l d i rect ion for future research involves incorporat ing 
memorabi l i ty (Isola et a l . , 2011) a n d v i s u a l sal iency (Jetley et a l . , 2016) of the content 
w i t h i n the v i s u a l e lements as supplementary at tr ibutes i n order to improve the abi l i ty of 
our framework to predict v i s u a l attent ion. Th i s approach h a s the potent ia l to enhance 
the appl icabi l i ty of our framework. 
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8 CONCLUSION 
Th i s thes is a imed to create a v i r tua l l earn ing environment a n d perform i ts user 

assessment u s i n g eye-tracking technology. The objectives were to develop a V L E that 
incorporates geographic content a n d analyze users ' v i s u a l attent ion, engagement, a n d 
overal l experience w i t h i n the V L E . 

The p r imary objective was to develop a V L E that incorporates geographic content, 
leveraging Cope rn i cus da ta a n d address ing contemporary educat iona l needs. T h r o u g h 
a comprehensive l i terature review a n d careful select ion process, the C O P E R N I C U S 
M U S E U M environment was establ ished, focus ing o n Sea Level Rise a n d the Sentinel-6 
m iss i on . Th i s con t r ibut i on out l ines the success fu l development a n d implementa t ion of a 
v i r tua l l earn ing env ironment for the C O P E R N I C U S M U S E U M v i r tua l real ity appl icat ion, 
specif ical ly designed for the Varjo X R - 3 V R system. The project, w h i c h occupies a space 
of 31.6 G B , was designed as a s tandalone program compatible w i t h W indows operat ing 
systems. The 3 D representat ion of the Globe Exh ib i t w i t h i n the V L E showcases the 
v i sua l i za t i on of the G l oba l Ocean Sea Surface Temperature t rend map , derived from the 
E S A SST CCI a n d C 3 S g lobal SST analyses. The V L E was designed to provide a n 
immers ive a n d interactive p lat form for geographic educat ion, incorporat ing real ist ic 3 D 
v isual i zat ions , accurate geographic data, a n d interactive features. The V L E has prov ided 
par t i c ipants w i t h a n engaging a n d interactive p lat form to explore geographical concepts, 
fostering a deeper unde rs tand ing of Sea Level Rise a n d the Sentinel-6 m iss i on . 

The second objective was to per form user assessment u s i n g eye-tracking 
technology to ga in ins ights from overal l experience w i t h i n the V L E . The eye-tracking 
ana lys i s prov ided va luable ins ights into par t i c ipants ' v i s u a l at tent ion pat terns w i t h i n 
the v i r tua l real i ty environment. The da ta revealed var ia t ions i n at tent ion across 
different exhibi ts , suggest ing the importance of content a n d presentat ion i n d i rect ing 
users ' v i s u a l attent ion. Gender a n d age differences were observed, ind i ca t ing that 
persona l preferences a n d interests inf luence v i s u a l at tent ion a n d engagement. The 
ana lys i s of i n i t i a l gaze d ispers ion also h ighl ighted the inf luence of subt le h in t s or cues 
on par t i c ipants ' explorat ion patterns. The interviews w i t h par t i c ipants further enr iched 
the unde rs tand ing of their percept ions a n d experiences, prov id ing suggest ions for 
improvement. 

In conc lus ion , the development of the C O P E R N I C U S M U S E U M environment, 
combined w i t h the eye-tracking analys is , offers va luable ins ights for opt imiz ing the 
V i r t u a l Learn ing Env i ronment . T h i s s tudy presents a pioneer ing approach to integrat ing 
geographic content into a V L E a n d leveraging eye-tracking technology for user 
assessment. B y showcas ing the potent ia l of immers ive v i r tua l env i ronments a n d eye-
t rack ing technology, th i s research not only enhances the l earn ing experience bu t also 
provides va luable in format ion on user engagement a n d attent ion. 

The knowledge ga ined from th i s s tudy ho lds signif icant imp l i ca t i ons for the field of 
geographic educat ion. It c a n guide future improvements a n d ref inements i n V L E design, 
ensur ing that educat iona l p lat forms effectively incorporate geographic content. 
Moreover, the f indings underscore the importance of u t i l i z ing eye-tracking technology to 
ga in deeper ins ights into user behavior a n d preferences, enab l ing educators to create 
more engaging a n d interactive l earn ing env ironments . Th i s s tudy contr ibutes to the 
ongoing advancement of geographic educat ion a n d serves as a f oundat ion for the 
creat ion of innovative educat iona l plat forms. 
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Attachment 1 

Table 4 Questions and Objectives 
No. Question Objective 

1 Do y o u have prev ious experience w i t h V R ? Determinat ion of 
par t ic ipant ' s pr ior experience 

2 D i d y o u feel l ike y o u were i n a rea l m u s e u m 
whi le y o u were i n the V R scene? 

Assessment the par t ic ipant ' s 
percept ion of the V R 
m u s e u m environment 
resembl ing a rea l m u s e u m . 

3 D i d y o u feel ful ly immersed i n the V R m u s e u m 
environment, or were there moments where y o u 
were aware y o u were i n a v i r tua l space? 

Determinat ion the level of 
immers i on 

4 Were there any specif ic e lements of the V R 
m u s e u m environment that stood out to y o u as 
par t i cu lar l y real ist ic or immers ive? 

Subjective feedback on 
specif ic e lements of the V R 
m u s e u m environment 

5 How d i d the V R m u s e u m compare to a phys i ca l 
m u s e u m experience? 

Subjective feedback on 
compar i son 

6 D i d the V R m u s e u m environment feel 
interactive a n d engaging, or d id it feel stat ic a n d 
bor ing? 

Eva lua t i on the par t ic ipant ' s 
percept ion 

7 Were there any t echn ica l i s sues or g l i tches that 
impac ted your experience i n the V R m u s e u m ? 

Detect ion of co l l i s ion w i t h 
t echn ica l prob lems 

8 D i d y o u f ind the nav igat ion a n d user interface 
intui t ive a n d easy to use? 

Assessment of the 
par t i c ipant ' s percept ion of UI 
a n d nav igat ion 

9 D i d y o u feel l ike y o u were able to l earn a n d 
engage w i t h the exhib i ts i n the V R m u s e u m 
environment? 

Eva lua t i on overal l l earn ing 
experience 

10 Were there any aspects of the V R m u s e u m 
environment that y o u found d is t rac t ing or 
detracted from the experience? 

Subjective feedback on 
d is t ract ions 

11 D i d y o u feel l ike the V R m u s e u m experience 
was wor th the t ime? W h y or why not? 

Subjective feedback on 
sat is fact ion 

12 D i d the V R m u s e u m experience meet your 
expectat ions? If not, how cou ld it be improved? 

Subjective feedback on 
sat is fact ion 

13 W o u l d y o u recommend the V R m u s e u m 
experience to others? W h y or why not? 

Subjective feedback 

14 Overal l , h ow wou ld y o u rate the r ea l i sm a n d 
immers i on of the V R m u s e u m experience on a 
scale of 1 to 5? 

Assessment r ea l i sm a n d 
immers i on of the V R 
m u s e u m environment 


